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Abstract

Insurance claims reasoning is a complex pro-
cess that necessitates the integration of multi-
source evidence while ensuring regulatory com-
pliance and fairness. While Large Language
Models (LLMs) show promise, existing eval-
uation systems lack the rigor for high-stakes
scenarios with real economic and legal im-
plications. To address this, we introduce
InsClaimQA, the first clause-to-conclusion
dataset for rigorous insurance claims reason-
ing. InsClaimQA features multi-difficulty grad-
ing, real-world derivations, expert annotations
for legal traceability, and mandated explain-
able reasoning. To meet these high demands,
we propose DAMA, a modular Dual-Adaptive
Multi-Agent framework. DAMA uses spe-
cialized agents, context-aware routing, and a
closed-loop quality control system to ensure
reliable and transparent decisions. Evaluations
confirm InsClaimQA’s quality, with 98.7% ac-
curacy and 0.96 RAGAs fidelity for explana-
tions. DAMA significantly improves decision
accuracy by 8.15% and reduces financial risk
by 57.4%, proving its practical reliability in
critical insurance applications. Code and data
are available in the supplementary materials.

1 Introduction

Insurance claim processing requires careful review
of evidence to verify claims and ensure fairness
(Owens et al., 2022). For example, car claims
compare witness accounts with vehicle data, while
health claims check medical history against guide-
lines. Modern insurance claim systems use various
data, such as policy records, claimant descriptions
and third-party assessment reports (Devaraj, 2023),
but the lack of explainability in black-box algorith-
mic models may lead to a crisis of trust among
stakeholders(Hassija et al., 2024; Gonzalez, 2024).

Recent advances in Large Language Models
(LLMs) offer new approaches for insurance claim
reasoning (Troxler and Schelldorfer, 2024; Balona,
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Interpretability: User Trustworthiness:

Business Applicability:

match the type permitted by my driver’s license, can I still get
compensation from my insurance?

% Question: If I have an accident while driving a vehicle that does not

User

Answer: (/
Pavout: Not pav.

Explanation: According to the policy terms, the company Model
does not assume insurance liability if the insured drives
without a valid license, including operating a vehicle that
does not match the type authorized by the driver’s license.
RelevantClauses:

"The insured drives under the influence of alcohol...",

"Driving without a valid license refers to one or more...",

"The company will not be liable for claims arising from accidents..."

Figure 1: (a) Traditional insurance claim datasets
predominantly consist of structured questionnaire re-
sponses. (b) Our dataset, derived from real-world op-
erations, offers better interpretability, user trust, and
business applicability.

2024; Li et al., 2025). Advanced LLMs (Hurst
et al., 2024; Liu et al., 2024a) efficiently parse
structured claim clauses and unstructured descrip-
tions to conduct multi-step causal inference. Their
semantic understanding, rule mapping, and evi-
dence reconstruction align well with compliance re-
view and causal verification needs in claims (Zhang
et al., 2023; Stanly and Aruna, 2024). However, the
enterprise-specific challenges in insurance, includ-
ing real-time policy updates and cross-functional
evidence resolution, require organization-aligned
algorithmic solutions to ensure scalable, compliant,
and transparent decision-making.



While LL.Ms show potential for insurance claims
reasoning, their real-world use is limited by insuf-
ficient evaluation frameworks. Existing datasets
focus on rote-learning tasks like multiple-choice ex-
ams rather than practical complex reasoning (Koto,
2024; Troxler and Schelldorfer, 2024), ignoring
high-stakes factors like legal accountability and
ethical compliance. To address this, we intro-
duce InsClaimQA, the first clause-to-conclusion
dataset for rigorous insurance claims reasoning.
Our key innovations include: 1) Rigorous Qual-
ity Control: The dataset features a multi-difficulty
grading system, real-world scenario derivation, and
expert-driven annotation, including unclear cases to
mirror authentic insurance complexities. 2) Legal
Traceability: Each case is annotated with verifi-
able legal clause references, requiring models to
ground their decisions in specific policy terms. 3)
Explainable Reasoning: We define adjudication
as a three-class classification task Pay, Not Pay,
and Possibly Pay or Possibly Not Pay and mandate
full reasoning chains, enabling quantitative evalu-
ation of cross-clause reasoning and multi-criteria
decision-making. Figure 1 contrasts InsClaimQA
with traditional datasets.

To meet the high-stakes and high-explainability
demands of insurance claims reasoning and cover
edge cases, we propose DAMA, a modular Dual-
Adaptive Multi-Agent collaborative reasoning
framework with an agent resource pool comprising
three agent types. Clauses-Aware agents handle
pre-existing condition analysis via offline semantic
decomposition of insurance clauses. Query-aware
agents ensure timely, accurate clause interpreta-
tion through evidence retrieval and web searches.
Predefined agents perform core functions such as
exclusion clause verification and boundary analy-
sis to prevent reasoning hallucinations. DAMA
uses a context-aware routing mechanism to as-
sign agents based on claim type, clause complexity
and evidence availability. An independent multi-
perspective scoring system evaluates output quality
on clause citation completeness and reasoning co-
herence. If scores fall below a threshold, agents re-
evaluate evidence and cross-validate results, form-
ing a closed-loop for dynamic quality control.

For InsClaimQA, volunteer evaluations confirm
the reliability of underwriting conclusions, achiev-
ing 98.7% accuracy and aligning with expert judg-
ments. Explanations achieve a 0.96 RAGAs fidelity
score (Es et al., 2024), aligning with clauses and
ensuring logical coherence to validate the dataset’s

quality. In terms of model performance, DAMA uti-
lizing only general-purpose LLMs without domain-
specific fine-tuning achieves 90.11% claim deci-
sion accuracy, representing an 8.15% improvement
over the single-reasoning baseline. We introduce
Capital Loss Rate (CLR) to quantify financial risks
from model misclassifications, such as incorrectly
approving claims that should be denied or deemed
uncertain. DAMA reduces CLR by 57.4% com-
pared to baselines, demonstrating its practicality
and reliability in high-stakes insurance scenarios.
The contributions of our work are as follows:

¢ We introduce InsClaimQA, the first dataset for
rigorous insurance claims reasoning, meticu-
lously crafted with multi-difficulty cases and
expert annotations. It ensures legal traceabil-
ity with verifiable clause references and de-
mands explainable reasoning through a three-
class classification with full reasoning chains.

* We propose DAMA, a novel dual-adaptive
multi-agent framework designed for high-
stakes insurance claims, utilizing specialized
agents for robust edge case handling. Its mod-
ular design and closed-loop quality control en-
sure reliable and transparent decision-making.

* Evaluations confirm InsClaimQA’s quality,
achieving 98.7% accuracy and high RAGAs
fidelity scores for explanations. DAMA sig-
nificantly improves claim decision accuracy
by 8.15% and reduces financial risk (CLR) by
57.4%, proving its practical reliability.

2 Related Work

2.1 Evaluation of Reasoning Abilities in LLM

As large language models(LLMs) advance rapidly,
building a scientific evaluation system to accurately
assess their reasoning abilities has become critical
in Al research. Current evaluation datasets serve
specialized purposes: AIME 2024(MAA, 2024),
MATH-500(Lightman et al., 2023), and Live-
CodeBench(Jain et al., 2024) focus on mathemat-
ical and programming tasks; MMLU(Hendrycks
et al., 2020) and GPQA Diamond(Rein et al., 2023)
target knowledge-intensive domains; AlpacaEval
2.0(Dubois et al., 2024) evaluates basic language
skills, like fluency and grammar, and complex ca-
pabilities, like logical reasoning, common sense,
and dialogue interactions; FRAMES(Krishna et al.,
2024) specializes in assessing long-context under-
standing through multi-paragraph texts and diverse
tasks. However, these datasets fail to capture the



complexity of high-stakes scenarios with real eco-
nomic and legal risks, potentially leading develop-
ers to overlook issues like poor model interpretabil-
ity in real-world applications.

2.2 General-purpose and Reasoning LLM

General-purpose LLM like Llama3(Grattafiori
et al., 2024), GPT-4o(Hurst et al., 2024) and
DeepSeek-V3(Liu et al., 2024a) demonstrate strong
multimodal processing, knowledge integration, and
specialized capabilities. Recently, large-scale rea-
soning models have gained prominence in Al.
Among them, ChatGPT-o1(Jaech et al., 2024) en-
hances reasoning through chain-of-thought prompt-
ing, exploring multiple solutions via reasoning
markers and breaking down complex problems for
strategic improvements. Meanwhile, DeepSeek-
R1(Guo et al., 2025) employs a multi-stage train-
ing system, combining reinforcement learning with
cold-start data and group-relative policy optimiza-
tion to boost reasoning efficiency with streamlined
training templates and reward mechanisms. Even
with advanced analytical skills, these models strug-
gle with high-stakes tasks such as insurance claims,
where cross-domain knowledge, ambiguous policy
language, and many edge cases prevent precise or
rigorous analysis.

2.3 Multi-Agent Collaboration Framework

Recent research has explored multi-agent collab-
oration frameworks to enhance LLM capabilities.
A common approach, exemplified by CAMEL(Li
et al., 2023), uses role-playing, where agents as-
sume specialized roles, break tasks into sub-steps,
and solve them collaboratively. The multi-agent
debate framework(Du et al., 2023; Li et al., 2024,
Liu et al., 2024b), involves agents independently
solving tasks and refining responses through mu-
tual reasoning to reach consensus. Simpler voting
mechanisms(Wang et al., 2022; Lee et al., 2024),
like relative majority voting, select outputs based
on the highest vote count in a single round. How-
ever, these traditional frameworks rely on manually
defined agent roles and quantities, requiring prior
developer knowledge. This poses challenges in
dynamic scenarios like insurance clause determi-
nation, where frequent updates to products, regu-
lations, and market risks demand rapid adaptation.
Fixed multi-agent setups may lead to delays or er-
rors, disrupting insurance operations and customer
experience.

3 InsClaimQA: A Comprehensive Dataset
for Complex Insurance Claims
Reasoning

We introduce InsClaimQA, a novel multi-difficulty
question-answering dataset specifically designed to
evaluate and advance insurance claims reasoning.
In this section, we first define the insurance claims
reasoning task. Then, we describe the construction
process of the dataset in detail. Finally, we analyse
the dataset in various ways.

3.1 Problem Formulation

Insurance companies need to decide whether
to approve a claim based on the policyholder’s
account of the situation and the relevant insurance
policy terms, requiring claims reasoning that
produces both a conclusion and its corresponding
explanation. We define this as a multiclass
classification reasoning problem. Given the
policyholder’s claim description S € S (usually a
short text) and the complete policy terms P € P
(usually a long document), the system must
predict the claim conclusion y € Y (where Y =
{pay, not pay, possibly pay or possibly not pay})
and generate an explanation £ € & based on
specific policy clauses {¢;} C P.

This task poses several challenges: the model
needs to comprehend the ambiguous information in
concise claim descriptions and the exact meaning
of extensive policy documents, while simultane-
ously providing accurate decisions and comprehen-
sible reasoning. The possibly pay or possibly not
pay category is included to address the inherently
unclear scenarios prevalent in insurance practice,
such as cases with insufficient evidence or contra-
dictory clauses, thus establishing this as a rigorous
and significant task for critical situations.

Category Type Category Number of Questions
Easy 502
Question Difficulty Medium 572
Difficult 541
Insured’s Health Status 470
Obligations of the Insurer 87
Occupational Risks 70
Question Category Accidental Causes 491
Medical Treatment Protocols 320
Claim Limitations 127
Borderline Scenarios 50

Table 1: Dataset Statistics: Question Difficulty and
Question Category Distribution



3.2 Dataset Construction

We utilize a publicly available Chinese fact-based
Q&A dataset from the Aliyun Tianchi Competi-
tion(AFAC2024 Challenge Group - Competition
2: Insurance Clause-Based Q&A)(Group, 2024).
This dataset comprises the complete clauses of 245
insurance products along with corresponding fact-
based question-answer pairs. Through careful fil-
tering and systematic rewriting of these questions,
we have developed the first multi-difficulty graded
Q&A dataset specifically designed for insurance
claims reasoning tasks in serious scenarios.

Question Generation We rigorously filter the
original dataset to obtain 1,615 questions recon-
structable as insurance claims scenarios. We se-
lect questions based on three criteria: mappable
insurance scenarios, transformable causal logic for
clause reasoning, and domain-specific semantics.
We establish a novel three-tier difficulty classifica-
tion system (detailed in Appendix A.2) to recon-
struct the original fact-based questions into graded
claims reasoning challenges. Simple-level ques-
tions explicitly contain clause keywords and permit
direct answer derivation from single clauses with-
out specialized knowledge. Medium-level prob-
lems demand multi-clause collaborative reasoning
involving conditional judgments or basic causal
chains. Difficult questions require understand-
ing of fundamental insurance law principles, in-
terpretation of clause ambiguities, and resolution
of conflicts between exclusion clauses and cover-
age terms.

Answer Generation The answer generation pro-
cess involves three domain experts who conduct
comprehensive data labeling. For each question,
they determine claim conclusions across three cate-
gories: pay, not pay, or possibly pay/not pay. They
also construct clause-based reasoning explanations
and identify up to three core supporting clauses per
question. To ensure data quality, we implement
a rigorous validation protocol that includes sec-
ondary review of inconsistent conclusions and mul-
tiple manual inspections of the finalized dataset.

For instance, the original question “What dis-
ease might severe autoimmune hepatitis develop
into?” is reformulated as “Should the insured be
compensated if diagnosed with severe autoimmune
hepatitis at a qualified hospital during the policy
waiting period, according to the "Tong You e-Life
Critical lllness Insurance’ clauses?” with detailed
reasoning: “Per policy terms, severe autoimmune

hepatitis is defined as a chronic necroinflammatory
liver disease of unknown etiology, characterized
by immune-mediated destruction of hepatocytes
leading to hepatic inflammation and necrosis, po-
tentially progressing to cirrhosis. This condition
falls within coverage scope without being listed in
exclusions, thus qualifying for compensation.” The
claims conclusion is “Pay”.

3.3 Dataset Analysis

In this section, we analyze the The InsClaimQA
Dataset from two dimensions: dataset overview
and question complexity.

Dataset Overview Our Chinese insurance pay-
out inference Q&A dataset, InsClaimQA, com-
prises 1,615 high-quality question-answer pairs de-
rived from 197 insurance product clauses, with an
average clause length of 24,320 words. The dataset
spans five principal insurance categories (detailed
in Appendix A.1), offering comprehensive cov-
erage of mainstream risk scenarios: 1) medical
insurance, 2) travel insurance, 3) accident insur-
ance, 4) comprehensive insurance, and 5) pension
insurance. This taxonomic breadth ensures repre-
sentation across critical insurance domains while
maintaining focus on high-stakes claims decisions.

Question Complexity The dataset features a bal-
anced three-level difficulty distribution, as detailed
in Table 1, with easy (31.1%), medium (35.4%),
and difficult (33.5%) cases proportionally repre-
senting distinct cognitive demands in claims assess-
ment. Separately, we identify seven core assess-
ment dimensions characterizing insurance claims
(categorized in Appendix A.3, examples in Ap-
pendix A.4 and A.5). These dimensions include
three subjective factors: the insured’s health status,
policyholder obligation fulfillment, and occupa-
tional risks; and four objective determinants: medi-
cal treatment protocols, accidental causes, policy
limitations, and borderline scenarios. The distribu-
tion of questions across these categories is further
summarized in Table 1. This multidimensional
structure preserves the authentic complexity of un-
derwriting decisions while remaining amenable to
computational modeling.

4 DAMA: Dual-Adaptive Multi-Agent
Framework for Insurance Claims
Reasoning

We introduce DAMA, a novel dual-adaptive multi-
agent framework specifically designed for auto-



E =

Insurance Clauses 3 l

'Agen‘r Poollngl

N Clauses 3 Agem List /

| I
I I
=
I I
| |

| (a) Offline N
| R | g g g \
) I
©e (e)e) 0o
 E= PN T i
| | 1\ Clauses 1 Agent List
| Insurance Clauses 1 : 8 : : PR S
I ! | A $ 8 §
| —> | 0-@ i —> t | o°®p q@ep d°°p o[°°)p |
I
| Insurance Clauses 2 | Insurance Clauses : : N _C|ﬂ£esiA£nT£sf_ o
| | Chunking | | - —_— = = = = — —
! | [ \
:{ > | 1 :{ > |
| E : R (35 |
| Insurance Clauses 3 o / 1\ Cluuses 3 Agent List VA
b L
' M 4
L Clauses Aware Agent Pooling
r —
(b) Online . \ e S \
I
I [
! © [] @ (224
|Cluuses aware| ——"> |
2!
I
I

Jr——— . = oisclaimer clause [
|
i § Q o |
! % — =5 | | &S coverage clause ‘
|
| Disclaimer Check Vo |
! o a b ES Interpretation Clause |
I |
@ ‘
| ] O\ Search
| Coverage Verificate o
i 5 . o |
I |
# I |
I
! ERS . ES ] : 0 QO Agent for Task |
9
I | |
| Boundary Analyse 1
! /' I :{> Workflow Step |
Nl S
_______________ |
Predefined Agent Pooling | === »  Conditional Execution |
\
[
T T | I/ _______ \ [
|
i | I I [
i ' l | N
: § : ! £ I oy e
I | ! | i .
©0O | ©0 Response: |
:> : 00 : Confidence High, > | ©© : :> : Payout Conclusion 1 | |
| e 1 ! 1 | and Explanation !
| Decision | I Answer | \_ _ | |
| I N
i i I
i i |
i ! ! \
. i ) \
[
I
\

Integration Low Generation

1
I
I
|
I
|
|
I
I
|
I

Figure 2: An overview of the proposed Dual-Adaptive Multi-Agent Framework for Insurance Claims Reasoning.

mated insurance claims reasoning. The framework
comprises two primary phases: the offline deploy-
ment phase and the online reasoning phase. In
the offline deployment phase, insurance clauses
are systematically segmented, and a list of special-
ized agents is dynamically defined for each clause,
thereby constructing a Clauses-Aware Agent Pool.
Concurrently, a Predefined Agent Pool is estab-
lished, containing agents designed to execute de-
fault tasks critical for the reasoning process. The
online reasoning phase dynamically assembles
agent configurations by integrating the Clauses-
Aware Agent Pool, the Predefined Agent Pool,
and a dynamically generated Query-Aware Agent
Pool which is tailored to the specifics of a user’s
query. This integrated approach facilitates an au-
tomated reasoning workflow for policyholder in-
quiries, ultimately deriving claims conclusions and
their corresponding explanations. An overview of
the proposed framework is depicted in Figure 2.

4.1 Offline Deployment

During the offline deployment phase, the clause
segmentation agent structurally segments the full
text of each insurance product’s clauses based on
pre-designed prompts. The clause segmentation
agent partitions these clauses into distinct semantic
modules, as detailed in Appendix B.1. These mod-
ules include “policy name”, “basic information”,
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“insurance liability”, “exclusion of liability”, “inter-
pretatlon clause”, “other clauses”, “full text” and
“agent list.” This segmentation provides a precise
search scope for specialized sub-agents, enabling
them to efficiently locate key information within
confined textual boundaries. Concurrently, this
clause segmentation agent dynamically defines a
list of potential agents and their corresponding task
specifications relevant to claim reasoning for each
insurance product. These agents collectively form
the Clauses-Aware Agent Pool. This pool facili-
tates the selection of pertinent agents for specific
tasks during the subsequent online reasoning phase.

Furthermore, we establish a Predefined Agent
Pool, consisting of agents engineered with specific
prompts (detailed in Appendix B.4, B.5 and B.6)
to execute essential tasks and judgments during
online reasoning. These predefined agents are in-
voked by default and encompass three fundamen-
tal tasks: exclusion matching, coverage matching,
and underwriting boundary analysis. The exclu-
sion clause matching agent ascertains if a user’s
description triggers any exclusion clauses. The
coverage matching agent employs multi-step rea-
soning to determine if the described scenario falls
within the policy’s coverage. The claims bound-
ary analysis agent identifies missing information
or contradictions in the user’s description, such as
unspecified hospital grades or incomplete accident



timestamps, thereby providing uncertainty expla-
nations and analyses for special cases to inform
subsequent decision-making.

4.2 Online Reasoning

The online reasoning phase encompasses four crit-
ical steps: dynamic routing, multi-agent collab-
oration, decision fusion, and explanation genera-
tion. This modular design enhances the accuracy
of clause interpretation and, through collaborative
reasoning among agents, effectively addresses the
limitations of traditional end-to-end models con-
cerning long-text comprehension and complex log-
ical inference.

Dynamic Routing A routing agent, guided by
a meticulously designed prompt (detailed in Ap-
pendix B.3), first analyzes user intent to dynami-
cally generate a list of agents potentially required
for the claims inference task based on the user
query, forming the Query-Aware Agent Pool along
with their respective task descriptions. Subse-
quently, this Query-Aware Agent Pool is combined
with the offline-deployed Clauses-Aware Agent
Pool and the Predefined Agent Pool. This con-
solidated information serves as a structured input
for a large language model (LLM), which lever-
ages its task planning capabilities to determine and
output the specific combination of sub-agents to be
activated, thereby achieving dynamic scheduling
for collaborative multi-agent operation, as detailed
in Appendix B.2.

Multi-Agent Collaboration Each sub-agent
leverages an LLLM, guided by customized prompt
engineering, to perform its specialized function.
To optimize framework efficiency, agents from the
Predefined Agent Pool are executed by default to
complete fundamental tasks. Furthermore, the sys-
tem caches task descriptions from the dynamically
generated agent pools and reuses cached results
when similar tasks recur, reducing the average num-
ber of API calls. The outputs from all sub-agents
are standardized into a structured JSON format,
encompassing fields such as judgment results and
supporting clauses, which provides consistent input
for the subsequent decision fusion stage. This mod-
ular architecture facilitates the seamless integration
of LLMs from various providers, showcasing the
framework’s compatibility and extensibility. More-
over, as each agent processes only specific subtasks,
the risk of semantic confusion common in end-to-
end models is significantly mitigated.

Decision Fusion The decision fusion agent in-

tegrates inputs from various antecedent agents. It
initially converts the structured JSON outputs from
sub-agents into natural language summaries. Sub-
sequently, it constructs multi-turn conversational
prompts (detailed in Appendix B.7) to guide an
LLM in performing hierarchical reasoning. To en-
hance stability, the system employs confidence as-
sessment for self-consistency checking, accepting
results only when the confidence score surpasses a
predefined threshold; otherwise, it triggers a route
backtracking mechanism.

Explanation Generation Finally, the explana-
tion generation agent synthesizes the conclusions
and interpretations from all contributing agents
(detailed in Appendix B.8). It formulates judg-
ments and summaries that align with manual un-
derwriting rules and outputs the final underwriting
conclusion (pay, not pay, possibly pay or possibly
not pay) along with an explanation grounded in
the policy’s terms and conditions. This process
adheres to the stringent requirements of the in-
surance industry while preserving the fluency of
LLM-generated text. This approach ensures that
the decision-making process is compliant with in-
surance terms and enhances the credibility of the
outcomes through transparent and interpretable rea-
soning paths.

S Experiments

In this section, we first conduct extensive experi-
ments to verify the effectiveness of our proposed
framework. We begin by outlining the experimen-
tal setup, detailing the compared models, parame-
ter settings, and evaluation metrics. Subsequently,
we present the main results and provide a com-
prehensive analysis and case study, comparing our
approach against existing inference frameworks,
generic models, and specialized inference models.
This includes a discussion of the strengths and limi-
tations of each approach, supported by quantitative
results and qualitative examples.

5.1 Experimental Setup

To assess the efficacy of our Dual-Adaptive Multi-
Agent Framework, we benchmarked it against sev-
eral prominent LLM reasoning methods, catego-
rized as follows: 1) Few-shot General LLMs. 2)
General LLMs with Chain-of-Thought(Wei et al.,
2022) prompting and few-shot learning. 3) Few-
shot Reasoning LLMs. Within our framework, we
utilized Qwen-Long, DeepSeek-V3, and DeepSeek-



Methods

Accuracy? Precisionf Recallt FIT

CLR| Faithfulnesst

GPT-40 68.24 7071 6824  69.07 14.49 55.30
Qwen-Long 80.34 73.90 7052 7140 721 64.72

General LLM Qwen-2.5-72B-Instruct ~ 81.19 75.73 7334 7244 1074 65.70
DeepSeek-V3 81.96 7756 7419 73.82  10.02 66.35

GPT-ol 67.02 7226 6702 68.89 10.02 49.48

Reasoning LLM Qwen3-30B-A3B 76.43 70.30 64.11 6551 7.53 43.41
DeepSeek-R1 80.98 7454 7196 7247 745 51.17

. GPT-40 + CoT 72.89 7340 7289  73.11 934 57.02

General LLM with CoT 1y geek-v3 + CoT 82.55 83.18  80.85 81.97 9.1l 68.63
DAMA (Qwen-Long) 86.23 7856 7689 7771 5.07 68.29

Ours DAMA(DeepSeek-R1)  88.24 8263 8035 8147 3.7 68.91

DAMA (DeepSeek-V3)  90.11 87.80 8520 8627 3.42 69.16

Table 2: Results of different methods on InsClaimQA dataset. “CLR (Capital Loss Rate)” indicates the proportion
of cases where the model incorrectly recommended payout when the correct decision should have been either no
payout or uncertain payout. “Faithfulness(RAGAs metric)” indicates the correlation between the reasoning process

and the original clauses.

R1 for LLM invocations, chosen due to their supe-
rior performance and lower capital loss rates among
the evaluated general and inference models. Im-
portantly, all selected models possess a sufficient
context window to process the entire input, includ-
ing the prompt, relevant insurance clauses, and the
query, in a single call. The temperature parameter
for all LLMs was set to 0.3 to ensure result stability
and reduce stochasticity in the generated outputs.

5.2 Dataset Evaluation

The insurance underwriting inference task presents
a dual challenge, requiring both accurate classifi-
cation to determine the underwriting decision and
coherent open-text generation to justify the conclu-
sion based on relevant clauses. Consequently, we
defined distinct evaluation metrics for the under-
writing conclusions and explanations, respectively.
For evaluating claim conclusions, we employed
standard metrics including accuracy, precision, re-
call, and F1-score. We introduced a Capital Loss
Rate (CLR) metric, representing the proportion of
incorrect conclusions that would result in finan-
cial losses for the insurance company. This metric
quantifies instances where the correct conclusion
should be “not pay” or “possibly pay or possibly
not pay” but the model incorrectly predicts “pay”,
with calculation details in Appendix C.

For evaluating the quality of the explanations,
we employed fidelity metrics from the RAGAs
framework(Es et al., 2024), which measure the cor-
relation between the generated reasoning process
and the original clauses. To ensure the dataset’s
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Figure 3: The comparison of various models in the
Qwen and DeepSeek series.

reliability, three volunteers assessed the dataset’s
claim conclusions and explanations. The average
accuracy of the volunteers’ claim conclusions was
98.7%, indicating the dataset’s high quality. Simi-
larly, the annotators scored the correlation between
the explanations and the original text on a scale
from O to 1, with an average score of 0.96, demon-
strating the reasonableness and coherence of the
explanations.

5.3 Main Results

Table 2 presents a comprehensive comparison of
DAMA against various baselines.



Superior Performance Over General LLMs
DAMA consistently outperforms general LLMs,
both with and without Chain-of-Thought (CoT)
prompting, across all metrics including accuracy,
precision, recall, Fl-score, capital loss rate, and
faithfulness. For example, DeepSeek-V3 within
our framework achieves significantly higher ac-
curacy (90.11%) and lower CLR (3.42%) com-
pared to standalone DeepSeek-V3 (81.96% accu-
racy, 10.02% CLR) and its CoT variant (82.55%
accuracy, 9.11% CLR), demonstrating the substan-
tial benefits of our structured reasoning approach.

Enhancement of Reasoning LLMs While
reasoning-oriented LLMs inherently exhibit bet-
ter performance than general LLMs, integrating
them into our framework further amplifies their
capabilities. DeepSeek-R1’s accuracy increases
from 80.98% to 88.24%, and its CLR decreases
from 7.45% to 3.07% within our framework. This
highlights the framework’s ability to leverage and
enhance the strengths of specialized reasoning mod-
els.

Model-Agnostic Framework Benefits The
framework demonstrates its model-agnostic nature
by consistently delivering superior results across
different underlying LL.Ms, including Qwen-Long,
DeepSeek-R1 and DeepSeek-V3. It reduces CLR
and increases faithfulness across these models.
For example, Qwen-Long’s CLR decreases from
7.21% to 5.07%, and its faithfulness increases from
64.72% to 68.29% within the framework. The con-
sistent performance improvement, regardless of the
base model, underscores the framework’s general-
izability and its ability to enhance diverse models
through a standardized application without compro-
mising its advantages in complex reasoning tasks.
These results collectively highlight the framework’s
utility in advancing reasoning capabilities across
various agent configurations within the challenging
insurance underwriting context.

Intra-series Model Performance Comparison
As demonstrated in Figure 3 and for positive met-
rics like Accuracy, Precision, Recall, F1-score, and
Faithfulness, in both Qwen and DeepSeek series
models, DAMA-integrated versions generally out-
perform original models. For the negative metric
of Capital Loss Rate (CLR), DAMA shows a sig-
nificant reduction, indicating enhanced risk control.
Overall, DAMA optimizes both series on multi-
ple key metrics, demonstrating its effectiveness in
improving model performance.

Configuration Accuracy F1-Score CLR Faithfulness

DAMANo pisclaimer Agent 84.47 81.14 6.50 51.34
DAMAN, Coverage Agent 83.64 80.69 5.87 51.92
DAMAN, Boundary Agent 75.33 60.87 12.76 50.90

Full Framework 90.11 86.27 342 69.16

Table 3: Ablation Study: Impact of Agent Removal on
Performance

5.4 Detailed Analysis

Table 3 presents the results of our ablation study,
which examines the contribution of each agent type
to the framework’s overall performance.

Impact of Agent Removal Removing any of
the Disclaimer, Coverage, or Boundary agents
leads to a significant performance decrease, high-
lighting the importance of each agent type. The
full agent configuration achieves the highest accu-
racy (90.11%), F1-score (86.27%), and faithfulness
(69.16%), with the lowest capital loss rate (3.42%).

Specific Agent Contributions Excluding the
Disclaimer agent significantly reduces faithfulness
(to 51.34), indicating its crucial role in maintain-
ing interpretability. Removing the Coverage agent
lowers accuracy and F1-score, suggesting its im-
portance for comprehensive reasoning. Notably,
removing the Boundary agent results in the most
drastic performance drop, underscoring its pivotal
function in defining reasoning limits and ensuring
coherent arguments. The ablation study confirms
the synergistic interdependence of all agent compo-
nents in maximizing the framework’s effectiveness.

6 Conclusions

In this paper, we present the insurance claims rea-
soning task for large language models for the first
time. To evaluate the insurance claims reasoning
abilities of large language models, we construct a
dataset, InsClaimQA, the first high-explainability
dataset for evaluating complex insurance claims
reasoning and addressing legal, economic, and eth-
ical gaps in existing benchmarks. Based on the
dataset, we propose a novel modular dual-adaptive
multi-agent framework. This framework enables
semantic clause decomposition and dynamic agent
allocation through dynamic generation and context-
aware routing, enhancing accuracy and explain-
ability. Experiments demonstrate InsClaimQA’s
strong clause matching and logical integrity. Our
framework achieves state-of-the-art performance,
improving payout judgment accuracy by 7.56% and
substantially mitigating capital loss rate compared
to baselines.



Limitations

Our Chinese-language InsClaimQA dataset, while
comprehensive, may not fully capture the diver-
sity of all real-world insurance claims in other lan-
guages due to its inherent scope. Future work
should expand the dataset with more insurance
products, claim types, and real-world data to im-
prove generalizability.

There is room for improvement in our method.
The dual-adaptive multi-agent framework’s re-
liance on pre-defined agent pooling and clause-
aware routing may limit its adaptability to unfore-
seen claim scenarios. Its effectiveness depends on
clause decomposition and agent role quality. Fu-
ture research should explore more flexible agent
allocation methods like reinforcement learning to
enhance robustness.

Ethical Considerations

This paper introduces an insurance claims reason-
ing dataset constructed from a publicly available
source. The original dataset is openly accessible,
and our data processing steps involved anonymiza-
tion of real claim descriptions by using pronouns
such as “the policyholder” or “my” thus ensuring
no privacy-sensitive information is included. Con-
sequently, this study does not raise significant ethi-
cal concerns regarding data privacy.
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A Detailed Dataset Information

To enhance the clarity and understanding of the In-
sClaimQA dataset, we provide additional detailed
information regarding its characteristics and con-
struction.

A.1 Insurance Categories and Examples

Table 4 presents a comprehensive overview of the
five principal insurance categories included in the
InsClaimQA dataset. This categorization ensures
broad coverage of mainstream risk scenarios, re-
flecting the diverse types of insurance products rele-
vant to claims reasoning. The table further provides
specific examples for each category, illustrating the
breadth of product types covered.

A.2 Insurance Claims Question Difficulty
Grading Standards

The criteria for classifying the difficulty of insur-
ance claims questions are detailed in Table 5. This
table outlines the key characteristics that define
each of the three difficulty levels: Simple, Medium,
and Difficult. Examples are provided for each level
to illustrate the varying cognitive demands and rea-
soning complexities involved in answering ques-
tions across the dataset.

A.3 Insurance Claims Question Category

Table 6 delineates the seven core assessment dimen-
sions used to categorize insurance claims questions
within the InsClaimQA dataset. These dimensions
are broadly divided into subjective and objective
factors, capturing the multifaceted nature of real-
world underwriting and claims decisions. Each
category includes a concise description of its focus.

A.4 Subjective Factors Examples

Specific examples illustrating the subjective fac-
tors identified in Table 6 are provided in Table 7.
These examples include detailed scenarios related
to the insured’s health status and medical history,
obligations of the insured, and occupational and
behavioral risks, demonstrating the real-world sce-
narios captured by these categories.

A.5 Objective Factors Examples

Table 8 provides concrete examples for the objec-
tive factors that characterize insurance claims ques-
tions. These examples elucidate scenarios related
to medical behaviors and treatment methods, ac-
cidents and external causes, claim conditions and
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limits, and special scenarios and edge cases, fur-
ther illustrating the nuanced complexities within
the dataset.

B Agent Prompt Configurations

This appendix details the prompt configurations for
various intelligent agents employed in our system.
Each subsection outlines the purpose and prompt
structure of a specific agent, including Clause Seg-
mentation, Routing, Dynamic Agent Definition,
Exclusion Handling, Coverage Assurance, Bound-
ary Constraints, Decision Making, and Explanation
Generation. The prompt details illustrate how each
agent is instructed to perform its designated task.

B.1 Clause Segmentation Agent

This agent processes raw insurance policy text to
segment it into structured categories. It strictly
adheres to a predefined set of rules, ensuring the
original text’s integrity within each section, prevent-
ing subsection splits, and merging similar content.
Crucially, it differentiates coverage and exclusion
clauses based on various application rules speci-
fied in the policy, such as distinct regulations for
ordinary versus high-risk activities. The agent out-
puts the segmented information in a JSON format,
which includes the policy name, basic informa-
tion, liability (coverage), exclusions of liability,
other clauses, and a suggested list of specialized
agents for further claim verification based on the
segmented content. An example of the prompt con-
tent for this agent is illustrated in Figure 4.

B.2 Router Agent

This agent analyzes user insurance claim questions,
referred to as the Query, and selects the necessary
sub-agents to handle the question. The selection
process depends on whether a predefined list of
available agents exists for the specific insurance
policy. An illustration of the prompt content for
the Router Agent in both scenarios is provided in
Figure 5.

Scenario 1: Using Available Agent List. When
a list of available agents is provided for the policy,
the Router Agent analyzes the user’s question and
selects the relevant agents from this list.

Scenario 2: Using Default Logic. If no spe-
cific list of available agents is found, the Router
Agent employs a default logic to determine the nec-
essary sub-agents based on the question’s content
and the inherent requirements of insurance claim



Clause Segmentation Agent Prompt

System_prompt:
The clause content T want to process is: {data). Please process it strictly according o the following rules:

Processing principles:

Maintain complete original text under each category without any rewriting (including line breaks and punctuation)

Do not split subsections or create nested structures

Merge same-type content into the same fext block

Must distinguish completely dif ferent coverage rules, such as “Ordinary Sports Insurance Benefit Rules" vs "High-Risk Sports
Tnsurance Benefif Rules"

Output format:
{

“policy_name": “Insurance policy product name",

“basic_Tnformation": "Basic contract information including insurer. application rules, effective time (contains: insurer.
statement, eligibility, policy activation conditions, contact info, etc.)",

“liability": "Insurance coverage, complete text of all coverage descriptions. Extract according o various coverage rules in the
product - different rules have different libilties! (Contains: all coverage scenarios, payout standards, insured amounts, efc.)',

“exclusion_of_liability": *Complete text of all exclusion clauses. Extract according to various coverage rules - different rules
have different exclusions! (Contains: all non-payout scenarios and explanations)",

“other_clauses": "Definition clauses, complete text of all erm explanations in the content (contains: professional term
definitions, special notes, etc.

“agent_list": “Based on clause content, provide several agents closely related fo current clauses for more defailed claims
verification"

Execution requirements

Each category field stores complete original text of corresponding type

Leave empty string if a category has no content

Retain section headings from original text in the content

Do not add summaries, keywords or any derivative content - only provide JSON format output!

For coverage and exclusions sections, analyze according fo coverage rules in the policy ferms (e.g. sports insurance: “liability:
Ordinary Sports Insurance Benefit Rules... High-Risk Sports Insurance Benefit Rules

Also provide an agent st based on clause segmentation, defining agents for detailed claims verification.

Special handling;

If alarge text block contains multiple category contents (e.g. both exclusions and claims instructions), prioritize the category
with larger proportion

Mark legal reference clauses with 33iLaw Name Article X33

Retain numbered lists and formatting symbols (e.g. +, M) from original text

Core requirements: Strictly distinguish between "Coverage Scope" and "Exclusions” as two core sections. Identify all application
fypes (e.g. ordinary/high-risk sports insurance) s secondary classification dimensions. For each application fype, must extract
both corresponding coverage details and exclusion clauses!! The full insurance text may contain dif ferent application options
corresponding to dif ferent coverage scopes and exclusions - all must be segmented out.

Begin processing the insurance clause text provided by user, output strictly according fo format.

User._prompt:
Clause_text

Example output:
(

“policy_name": "Aviation Accident Insurance 2021 Editiont,
“basic_Information": " Application Notice\nInsurance Period: This product's insurance period s 10 days or one year...\nInsurer:
ZhongAn Onlie PeC nsurarce Co, L. "

“exclusion_of_liability": *Insured's claims resulting from...\n1) Applicant's inentional acts...\n17) During mental and behavioral
disorders

+"After incident occurs, promptly call customer service..\nRequired materials:\n1) Claim application..",
[\"Multi-Claim Coordinator: Handles dif ferential compensation from other sources\", \"Document Reviewer:
Strictly verifies completeness and authenticity of claim materials\", \"Timing Supervisor: Ensures claims process meets time
limits\"]"

}

Figure 4: Example prompt content for the Clause Seg-
mentation Agent, including the detailed System Prompt
and a placeholder for the User Prompt containing the
insurance clause text to be processed.

reasoning, ensuring that essential agents like "Ex-
clusion Clause Matching","Coverage Matching"
and "Claims Boundary Analysis Agent" are consid-
ered.

B.3 Dynamic Definition Agent

This agent is responsible for dynamically generat-
ing task definitions and prompt templates for new
intelligent agents within the system. Given a new
agent’s name, specified as {agent_name} in both
the System and User Prompts, and access to in-
surance clause content, this agent defines the new
agent’s specific purpose. It then creates a system
prompt template, which can incorporate the full in-
surance text using the {full_text} placeholder, and
specifies the expected JSON output format for the
new agent. This capability enables the system to
adapt and create specialized agents on demand to
address various insurance-related tasks. An exam-
ple of the prompt content for this agent is presented
in Figure 6.
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Router Agent Prompt

a) Using Available Agent List

System_prompt:
You are an insurance claim routing agent. Your task i to analyze
user questions and select the necessary sub-agents from the
available agent ist.

b) Using Default Logic

Syster
You are an insurance claim routing agent. Your task s to analyze
user questions and decide which sub-agents are needed to handle it

[ Tosk Requirements]

Analyze the user question content and select the necessary agents
from the following

- "Exclusion Clause Matching®: Select when the question might
involve exclusion clauses.

- *Coverage Matching": Select when the question involves coverage.
judgment

- “Claims Boundary Analysis" Select when the question might
involve special circumstances.

- “Evidence Retrieval": Select when specific clauses need fo be
cited.

Must strictly output in the following JSON format, and only output
JSON, without any explanations or extra fext
[*Exclusion Clause Matching", “Coverage Matching"]

Note: The default must include [*Exclusion Clause Matching”,
*Coverage Mafching’, “Claims Boundary Analysis'

User_prompt:
‘QueryPlease strictly output the required agent list in the specified
JSON format, and only output JSON:

User_prompt:
QueryPlecse strictly output the required agent list in the specified
JSON format, and only output JSON:

[Available Agents (Example)]

[ Available Agents (Example)]

["Exclusion Clause Matching", *Coverage Matching", "Claims Boundary
Analysis", "Evidence Retrieval"]

["Exclusion Clause Matching', *Coverage Matching’, *Claims Boundary
Analysis", "Evidence Retrieval"]

Figure 5: Prompt content for the Router Agent under
two scenarios: a) with an available agent list and b)
using default logic.

Dynamic Definition Agent Prompt

System_prompt:
You are an intelligent agent task definition generator. You need to create a task definition
and prompt template for the new agent "{agent_name}".

[ Task Requirements]

Define the specific task of the agent based on its name and the insurance clause content.
Generate the system prompt template required for this agent.

The output format must be JSON, containing the following fields:

"description": Detailed task description of the agent

"system_prompt": System prompt template, which can include {full_text} as a placeholder
for the clause content

"output_format": Description of the expected output JSON format

User_prompt:
Please generate a task definition and prompt template for the agent '{agent_name}',
which will handle insurance clause-related questions.

[Output Example]

"description": "This agent is responsible for...",
"system_prompt": "You are a..\n [Insurance Clause Content] \n{full_text}...",
“output_format": {

"field1": "Description",

"field2": "Description"

Figure 6: Example prompt content for the Dynamic
Agent Definition Agent, including the System Prompt
outlining the task and output format, and the User
Prompt requesting the definition and template for a
given agent name.

B.4 Exclusion Clause Matching Agent

This agent analyzes user-provided insurance claim
scenarios, referred to as the Query, to determine if
any exclusion clauses within the insurance policy
are triggered. It compares the user’s description,
the Query, against the exclusion clauses extracted
from the insurance chunk file, represented as {ex-
clusion_text}. This agent performs a clause-by-
clause analysis to provide a conclusion on whether
an exclusion clause is triggered, along with an ex-
planation. An example of the prompt content for
this agent is shown in Figure 7.



Exclusion Clause Matching Agent Prompt

Coverage Matching Agent Prompt

System_prompt:
You are an insurance claim analysis expert. Your task is to determine whether the
situation described by the user triggers the exclusion clauses in the insurance policy.

[ Task Requirements]
- Based on the content of the exclusion clauses, analyze whether the situation mentioned
in the user's description meets the exclusion conditions in any clause.
- If there is a match, please indicate the most relevant exclusion clause in the "clause"
field (directly quoting the original text).
- If there is no match, it means that no relevant exclusion clauses have been found, and
the content of the answer can be empty.
- Inthe "friggered" field, indicate whether the insurance clause is triggered in this case
(output "Triggered Exclusion Clause" or "Not Triggered Exclusion Clause"), and explain
why it is triggered or not triggered in the "explanation” field.
- Strictly follow the text content of the exclusion clauses, and do not introduce external
knowledge.

[ Content of Exclusion Clauses of Insurance Products]
{exclusion_text}

[Output Requirements (JSON format)]
{

"triggered": <str>,
"clause": <str>,
"explanation": <str>

}

System_prompt:
You are an insurance claim analysis expert. Your task is to determine whether the
situation described by the user falls within the insurance coverage.

[ Task Requirements]
- Based on the content of the coverage scope, analyze whether the situation mentioned in
the user's description meets the coverage conditions in any clause.
- If there is a match, please indicate the most relevant coverage clause in the "clause"
field (directly quoting the original text).
- If there is no match, it means that no relevant coverage clauses have been found, and
the content of each field can be empty.
- In the "covered" field, indicate whether the insurance clause is covered in this case
(output "Within the coverage" or "Not within the coverage"), and explain why it is covered
or not covered in the "explanation" field.
- Strictly follow the text content of the coverage scope, and do not introduce external
knowledge.

[ Content of Insurance Coverage Scopel
{liability_text}

[Output Requirements (JSON format)]
{
"covered": <str>,

“clause": <str>,
"explanation": <str>

User_prompt:
Query

Figure 7: Example prompt content for the Exclusion
Clause Matching Agent, including the System Prompt
and a placeholder for the User Prompt (Query).

B.5 Coverage Matching Agent

This agent analyzes user-provided insurance claim
scenarios, referred to as the Query, to determine if
they fall within the insurance policy’s coverage. It
compares the user’s description, the Query, against
the coverage clauses extracted from the insurance
chunk file, represented as {liability_text}. This
agent performs a clause-by-clause analysis to pro-
vide a conclusion on whether the claim is covered,
along with an explanation. An example of the
prompt content for this agent is presented in Fig-
ure 8.

B.6 Claims Boundary Analysis Agent

This agent analyzes user-provided insurance claim
scenarios, referred to as the Query, to determine if
the claim outcome might fall into a "possibly pay,
possibly not pay" category. It evaluates the compre-
hensiveness and rigor of the user’s description, the
Query, against the full text of the insurance policy,
represented as {full_text}. This agent looks for po-
tential special circumstances, missing information,
or boundary cases that could lead to an uncertain
payment decision. An example of the prompt con-
tent for this agent is presented in Figure 9.

B.7 Decision Fusion Agent

This agent serves as the central decision-making
unit, integrating the analytical outputs from various
sub-agents to arrive at a final insurance claim deci-
sion. It synthesizes these results with the complete
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User_prompt:
Query

Figure 8: Example prompt content for the Coverage
Matching Agent, including the System Prompt and a
placeholder for the User Prompt (Query).

insurance policy text (represented as {full_text}),
generating a conclusive decision ("Pay," "Not Pay,"
or "Possibly Pay or Possibly Not Pay"), a confi-
dence score, a step-by-step reasoning chain, and
the most relevant insurance clauses. This agent also
determines if any sub-agents need to be rerun based
on the consistency and plausibility of their findings,
always prioritizing the original policy wording in
case of conflicting or unreasonable sub-agent out-
puts. The input to this agent includes the user’s
initial question (Query) and the JSON-formatted
results from other agents ({agent_results}).

B.8 Explanation Generation Agent

This agent is responsible for crafting clear and user-
friendly explanations for the final insurance claim
decision. It synthesizes the ultimate decision from
the Decision Fusion Agent with the analytical in-
sights provided by various sub-agents. The agent
grounds its explanations in the original text of the
relevant insurance clauses, providing a detailed
reasoning process. Additionally, it highlights any
crucial special notes that the user should be aware
of. The input for this agent includes the initial user
query {question}, the name of the insurance prod-
uct {policy_name}, the JSON-formatted outcome
from the Decision Fusion Agent {decision_result},
and the JSON-formatted results from other sub-
agents {agent_results}. An example of the prompt
content for this agent is provided in Figure 11.



Claims Boundary Analysis Agent Prompt

Decision Fusion Agent Prompt

System_prompt:
You are an insurance claim analysis expert. Your task is fo analyze the user's description
and determine if the conclusion might be "possibly payable, possibly not payable."

[ Task Requirements]
- Based on the full text of the insurance policy, analyze whether the user's description is
comprehensive, whether the user's keyword expressions are rigorous, whether the user's
description fully matches the requirements of the clauses, and whether there are
principles of proximate cause, special circumstances, or boundary cases that could lead to
a "possibly payable, possibly not payable" conclusion (e.g., a pre-existing health condition
not disclosed by the user might be unrelated to the root cause of the claim).
- If special circumstances exist, indicate potential exceptions to the clauses that may
affect the payment decision in the "special_cases" field, and explain the key factual
elements that the user needs to supplement or more detailed information that would help
determine the payment conclusion in the "missing_info" field.
- If it can be accurately determined whether the user's description is payable or not
payable, it indicates that the user's description is very comprehensive and no further
confirmation is needed:; the "special_cases" and "missing_info" fields should be empty.
- Strictly follow the full text of the insurance policy and do not introduce external
knowledge.
- Indicate the payment conclusion in the "is_complete" field (output "possibly payable,
possibly not payable" or "payable" or "not payable").

[Full Text of Insurance Product]
{full_text}

[ Output Requirements (JSON format)]
{
"is_complete": <str>,

"special_cases": <list[str]>,
"missing_info": <list[str]>

User_prompt:
Query

Figure 9: Example prompt content for the Claims
Boundary Analysis Agent, including the System Prompt
and a placeholder for the User Prompt (Query).

C Calculation of CLR

We formally define the Capital Loss Rate (CLR)
as follows. Let N denote the total number of sam-
ples in the test set, Nnp the number of samples with
ground truth label “Not Pay”, and Npp the number
of samples with ground truth label “Possibly Pay
or Possibly Not Pay”. Let F'Pyp represent the false
positives where the model incorrectly predicts “Pay”
for “Not Pay” cases, and F' Ppp denote the false pos-
itives for “Possibly Pay or Possibly Not Pay” cases.
For each misclassified sample ¢, let Loss; denote
the actual financial loss incurred by the insurer and
Amount; denote the claim amount.

The CLR metric is computed as:

CLR — S FENHER [oss;  FPap + FPop
N EPe+F B TN + N
i Amount; NP PP
(D

In cases where the loss proportion is uniform
across misclassifications, this simplifies to:

_ FPxp+ FPep

CLR = 2
Nnp + Npp &

D Ethical Compliance and Data Integrity

This study maintains rigorous ethical standards
through multiple safeguards: The dataset originates
from the publicly available Aliyun Tianchi Compe-
tition: Insurance Clause-Based Q&A (AFAC2024
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System_prompt:

You are an insurance claim decision fusion agent. Your task is to integrate the analysis
results from various sub-agents and, in conjunction with the full text of the insurance
policy, generate the final payment decision and reasoning chain. The results from the sub-
agents may not always be absolutely correct. If there are unreasonable judgments, the
content of the original clauses shall prevail.

[Output Requirements (JSON format)]
{

"decision": <str>, # "Payable" or "Not Payable" or "Possibly Payable, Possibly Not
Payable"

"confidence": <float>, # Confidence level (0-1)

"reasoning_chain": <list[str]>, # Reasoning steps

"relevant_clauses": «<list[str]>, # Original text of the most relevant insurance clauses
(up 0 3)

"need_rerun": <bool> # Whether it is necessary to rerun certain agents

}

User_prompt:
[Question]
{question}

[Results from Multiple Sub-agents]
{json.dumps(agent_results, indent=2)}

[Full Text of Insurance Product]
{full_text}

Figure 10: Example prompt content for the Decision
Fusion/Logic Reasoning Agent, including the System
Prompt and the structure of the Input Text (incorporating
the Query, sub-agent results, and full policy text)

Challenge Group, 2024) which permits academic
use under its open-access license. All per-
sonal identifiers were systematically replaced with
generic terms ("the policyholder”, "the insured")
following GDPR-inspired anonymization protocols
to eliminate sensitive information. Licensed in-
surance professionals conducted triple verification
of all annotations to ensure both factual accuracy
and compliance with Chinese insurance regulations
(CIRC Standards 2023). The dataset’s design incor-
porates bias mitigation measures including a multi-
difficulty grading system and balanced category
distribution to prevent demographic or product-
specific biases.

E Data Documentation

The InsClaimQA dataset utilized in this study is de-
rived from a publicly available Chinese fact-based
Q&A dataset sourced from the Aliyun Tianchi
Competition (AFAC2024 Challenge Group - Com-
petition 2: Insurance Clause-Based Q&A). The
dataset comprises meticulously curated insurance
claim scenarios spanning five principal domains:
Medical Insurance (covering hospitalization, criti-
cal illness, and outpatient care), Travel Insurance
(including public transportation and international
travel coverage), Accident Insurance (encompass-
ing occupational and sports-related injuries), Com-
prehensive Insurance (family protection plans), and
Pension Insurance (savings-type and whole life
products). All textual data is exclusively in Simpli-



Explanation Generation Agent Prompt

System_prompt:
You are an insurance claim explanation generation agent. Your task is to generate a user-
friendly explanation based on the decision result and the analysis of various sub-agents.

[ Output Requirements (JSON format)]

"final_decision": <str>, # Final conclusion, content is "Payable" or "Not Payable" or
"Possibly Payable, Possibly Not Payable"

"explanation": <str>, # Detailed reasoning explanation based on the original text of the
insurance clauses

"relevant_clauses": <list[str]>, # Original fext of the most relevant insurance clauses
(up to0 3)

"special_notes": <list[str]> # Special notes

User_prompt:
[Question]
{question}

[Insurance Product] {policy_name}

[Decision Agent Result]
{json.dumps(decision_result, indent=2)}

[Results from Multiple Sub-agents]
{json.dumps(agent_results, indent=2)}

Figure 11: Example prompt content for the Explanation
Generation Agent, including the System Prompt and
the structure of the Input Text (incorporating the Query,
policy name, decision result, and sub-agent results).

fied Chinese, reflecting authentic insurance policy
language with specialized legal and medical ter-
minology. The dataset’s 1,615 expert-annotated
cases maintain rigorous quality standards (98.7%
inter-annotator agreement) while preserving pri-
vacy through systematic anonymization - personal
identifiers in claim descriptions were replaced
with generic references (e.g., "the policyholder"
or "the insured"). The multi-difficulty grading sys-
tem (31.1% easy, 35.4% medium, 33.5% difficult
cases) ensures balanced representation of both rou-
tine claims and edge scenarios requiring complex
clause interpretation. Demographic variables are in-
tentionally excluded as insurance claims inherently
focus on contractual circumstances rather than au-
thor characteristics, aligning with standard prac-
tices in actuarial research.

F Recruitment and Payment

The dataset construction involved collaboration
with three domain experts recruited through pro-
fessional insurance industry networks, ensuring
participants possessed relevant qualifications in un-
derwriting and claims adjudication. Compensation
was determined based on standard consulting rates
for insurance professionals in China, with each
expert receiving approximately $50 per hour, com-
mensurate with their specialized expertise and the
complexity of annotation tasks. All participants
provided informed consent prior to engagement,
and the payment structure was reviewed by our
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institutional ethics committee to confirm its ad-
equacy relative to local economic standards and
professional norms. No crowdsourced or student
annotators were utilized, as the technical nature
of insurance clause interpretation required creden-
tialed practitioners.

G Annotator Demographics and Data
Provenance

The InsClaimQA dataset was annotated by a team
of three domain experts with professional back-
grounds in insurance underwriting and legal com-
pliance, all based in mainland China. The anno-
tators consisted of two male and one female pro-
fessional aged 28-35 years, each holding at least 3
years of experience in claims assessment at major
Chinese insurers (Ping An Insurance, CPIC, and
China Life). All annotations were conducted in
Mandarin following standardized guidelines devel-
oped in collaboration with the Insurance Associ-
ation of China. The original data derives exclu-
sively from the publicly available Aliyun Tianchi
Competition corpus (Group, 2024), which con-
tains anonymized insurance product clauses and
synthetic claim scenarios compliant with China’s
Personal Information Protection Law (PIPL). No
personally identifiable information (PII) was ac-
cessed or included in our processed dataset, and all
case descriptions were further sanitized by replac-
ing specific claimant references with generic terms
(e.g., "the policyholder").

Data and AI Usage Statement. All data
used in this study, including the InsClaimQA
dataset derived from the Aliyun Tianchi Com-
petition (AFAC2024), were obtained from pub-
licly available sources with proper anonymization
to eliminate privacy-sensitive information. No
proprietary or restricted data were utilized. Al
tools were employed solely for auxiliary purposes:
(1) ChatGPT-4 assisted in refining non-technical
prose during manuscript polishing (e.g., grammar
checks and fluency improvements), and (2) GitHub
Copilot accelerated routine code implementation
(e.g., JSON parsing scripts). All Al-generated
content was rigorously validated against original
sources, and core research contributions (dataset
construction, methodology, and analysis) remain
entirely human-originated.



Category | Examples

* Hospitalization Medical Insurance
¢ Accident Medical Insurance

¢ Child Health Insurance

e Critical Illness Insurance

* Outpatient Insurance

* Cancer-Specific Insurance

Medical Insurance

* Public Transportation Insurance
Travel Insurance * Flight Accident Insurance

* Long-Distance Travel Insurance
¢ International Travel Insurance

* Sports Accident Insurance

) * Senior Accident Insurance
Accident Insurance * Driving Accident Insurance
¢ Family Accident Plan

* Work Injury Insurance

Comprehensive Insurance ¢ Family Comprehensive Protection Plan

Pension Insurance * Savings-Type Pension Insurance
¢ Increasing Whole Life Insurance

Table 4: Insurance Categories and Examples
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Difficulty Level

| Key Characteristics

| Examples

* Direct keyword matching

* “Does the policy cover
hospitalization?” (Answer

Simple * Single cl Xtraction . . .
p Single clause ext actio found directly in the policy
* No complex reasoning "
definition)
* Inference required  “If the patient has these
* Multi-clause combination symptoms, are they covered
Medium * Simple causal/conditional for disease X?” (Requires
reasoning mapping symptoms to
* Basic insurance concepts disease)
. .
Dqty .Of disclosure/Insurance e “Does the exclusion clause A
principles .
. override the coverage clause
. * Exclusion clause o . .
Difficult .. B in this specific scenario
complexities N
i i . considering industry
* Ambiguous interpretations . -
oo practices?
* Industry/judicial precedents
Table 5: Insurance Claims Question Difficulty Grading Standards
Factor Type Category Description

Subjective Factors

Health Status and Medical
History

The impact of the insured’s physical
health status and past medical history
on underwriting/claims settlement

Obligations of the Insurer

The contractual performance
responsibilities of the insurer/insured

Occupational and Behavioral
Risks

Additional risks caused by occupation
or behavior

Objective Factors

Medical Behaviors and
Treatment Methods

The compliance of medical behaviors
and the qualifications of medical
institutions

Accidents and External Causes

Whether the nature of the accident falls
under accidental injury or an exempted
situation

Claim Conditions and Limits

Thresholds and amount limits for
claims settlement

Special Scenarios and Edge
Cases

Determination of unconventional or
complex scenarios

Table 6: Insurance Claims Question Category
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Category

Examples

Health Status and Medical History

Diagnosis of a certain disease (such as cancer, diabetes, etc.)
Period of disease diagnosis (before/during/after insurance
application)

Concealment of medical history (such as failure to disclose a
history of depression)

Deterioration of pre-existing disease after insurance
application

Outbreak of hereditary disease (such as congenital heart
disease)

Imaging shows a certain symptom (such as a lung nodule
detected in a physical examination)

Obligations of the Insurer

Failure to pay insurance premiums as agreed (premium
arrears)

Insufficient application materials (such as lack of a
pathological report)

Failure to notify the insurer in a timely manner (such as
delayed reporting of a claim)

Occupational and Behavioral Risks

High-risk occupations (such as firefighters, miners)
Concealment of occupation (such as changing to
high-altitude work after insurance application)

Table 7: Subjective Factors Examples (Part 1)
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Category

Examples

Medical Behaviors and Treatment Methods

Treatment in non-approved institutions (such as
non-designated hospitals)

Whether hospitalization for a cold is claimable
(over-treatment of minor illnesses)

Whether the fees for extra beds during the treatment period
are reimbursable

Medical malpractice (such as complications caused by
surgical errors)

Abnormal vaccine reactions (such as allergic reactions after
vaccination)

Accidents and External Causes

Post-alcohol accidents (such as injuries from drunk driving)
Injuries suffered during illegal acts (such as injuries from
fighting)

High-risk activities (such as injuries from rock climbing)
Whether theft is claimable (related issues in property
insurance)

Claim Conditions and Limits

Medical expenses not reaching the specified amount (such as
not exceeding the deductible)

Whether ambulance fees for emergency treatment are
claimable

Whether the fees for extra beds during the treatment period
are reimbursable

Special Scenarios and Edge Cases

Diagnosis of a disease after insurance application
(waiting-period issues)

Injuries during justifiable defense in illegal acts

Causal relationship between medical malpractice and disease
exacerbation

Table 8: Subjective Factors Examples (Part 2)
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