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A B S T R A C T

The storage of electronic medical records (EMRs) is an area of extensive research, and healthcare systems
often delegate this task to cloud service providers (CSP). Typically, CSP transmits the encrypted EMRs to a
cloud server with a searchable encryption scheme for easy retrieval. However, the enormous power held by
centralized CSP poses a potential threat to patients’ personal privacy, as it can lead to unauthorized access and
misuse of medical data by both CSP and data users, such as doctors. This paper proposes a blockchain-based
multi-keyword searchable encryption (BMSE) electronic medical record solution. The scheme consists of two
parts. On the one hand, our solution involves the integration of blockchain technology and the utilization of
advanced encryption standard (AES) for symmetric data encryption. Additionally, we employ attribute-based
encryption (ABE) to encrypt the search index. This approach aims to address the issue of excessive power held
by centralized CSP, which can potentially result in the compromise of patients’ privacy. On the other hand, we
use the K-means algorithm to cluster the documents, and use the relevance score of keywords and documents
as the search index to solve the problem of low efficiency of the existing multi-keyword searchable encryption
schemes. Finally, we verify the safety of BMSE through safety analysis, and the experimental analysis shows
that BMSE improves the search efficiency.
1. Introduction

Electronic medical records (EMRs) are a digital way of creating,
storing and using information about an individual’s health status. At
the patient’s subsequent appointment, EMRs can record more precise
information on the patient’s diagnosis, the doctor will be able to accu-
rately characterize the patient’s prior medical state. For this reason, the
doctor can make a more accurate diagnosis. Healthcare systems around
the world have gradually established their own information systems to
store EMRs. But as the number of visits rises, so does the number of
EMRs. If we continue to store these EMRs on the hospital’s local servers,
On the one hand, it puts a serious burden on the hospital’s servers,
and on the other hand, it prevents data from being shared between
them [1].

To solve this problem, a lot of hospitals have begun to utilize the
cloud servers [2], enabling patients to transfer their EMRs to cloud
servers, This not only solves the storage problem of EMRs in hospitals,

✩ This work is supported by the National Natural Science Foundation of China (61902189, 71972102, 62162002), the Basic Science (Natural Science) Research
Project of Colleges and Universities in Jiangsu Province (22KJA520004), the Natural Science Foundation of Jiangxi Province (20212BAB202002), and Postgraduate
Research & Practice Innovation Program of Jiangsu Province (SJCX22_1000).
∗ Corresponding author.
E-mail address: mz2109103@stu.nau.edu.cn (L. Shi).

but also enhances data sharing. However, cloud service providers (CSP)
are not always reliable, and some unscrupulous CSP may sell patients’
electronic medical records to third parties for profit, compromising
the privacy of the patients. In order to ensure the patients’ privacy
security, the electronic medical records of patients are encrypted before
being transferred to a cloud server. Encryptable search technology can
be used to facilitate the retrieval of encrypted data when EMRs need
to be downloaded, making EMRs easier to utilize. It is important to
note that centralized CSP hold a large number of medical indexes,
which could lead to CSP colluding with doctors and other researchers
to steal and profit from patients’ medical data. In addition, centralized
CSP are at risk of security breaches, which could potentially tamper
with the results of calculations stored and performed on EMRs once
an attacker illegally gains access. For example, an attacker may use
a distributed denial-of-service attack to bring down the entire system
with the intention of accessing the data for free. These problems are
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rooted in the fact that centralized CSP have too much power in the
absence of effective oversight. Therefore, there is an urgent need to
implement more secure searchable encryption schemes to address these
issues [3].

In order to solve this problem, C. Esposito et al. applied blockchain
technology to the medical field, uploading patients’ EMRs to the
blockchain to achieve data access and sharing [4]. As a distributed
public ledger, blockchain has the characteristics of decentralization and
traceability, and using blockchain to store EMRs can better protect the
privacy of patients [5]. Zheng et al. had applied smart contracts and
Ethereum to store and access data, guaranteeing the confidentiality of
data [6]. Ethernet is a reliable and decentralized blockchain platform.
Ethereum’s smart contracts can automatically execute contracts to
prevent malicious actors from interfering with contract execution [7].
In addition, once the smart contract is installed on Ethereum, its code
cannot be changed, and the smart contract prevents hackers from
modifying it for financial gain. The current research mainly has two
problems. On the one hand, data is stored in centralized CSP, which
will give centralized CSP too much power to operate patients’ EMRs,
which will lead to the disclosure of patients’ privacy. On the other hand,
although some existing methods use multi-keyword to search the data,
they still have some shortcomings in terms of search time.

Considering the issues in current searchable encryption schemes,
this study proposes a blockchain-based multi-keyword searchable en-
cryption scheme for electronic medical records (BMSE). By introducing
blockchain technology, BMSE can effectively avoid the malicious im-
pact of centralized CSP and enable patients and data users to conduct
fair and impartial transactions. By using Simhash values and K-means
clustering, documents can be processed in advance, which can signif-
icantly reduce the overhead of retrieving data for patients and data
consumers. In the scheme, patients can search and decrypt their own
EMRs, and other authorized users can access the data without violating
patient privacy. The following are the main contributions:

• We propose a novel blockchain-based searchable encryption solu-
tion for healthcare systems with a smart contracts secure protocol,
The scheme ensures that data users can obtain the electronic
medical records they need for a fee, while also ensuring that
patients receive appropriate compensation.

• We employ K-means and topic extraction methods for EMRs. The
size of the search set is decreased, thereby increasing the search’s
effectiveness.

• The evaluation results demonstrate that BMSE can really shorten
search times while maintaining search accuracy, and the security
study demonstrates that BMSE is secure.

The paper is structured as follows, Section 2 reviews related work,
ection 3 gives some theorems required in the scheme, Section 4
resents the system model, Section 5 focuses on the construction of the
MSE scheme, Section 6 proves the safety of the scheme, Section 7 eval-
ates the efficiency of the scheme, and Section 8 gives the conclusions
f the paper.

. Related work

In recent years, searchable encryption has become a key technol-
gy in cloud storage services. Here, we discuss the connection and
ifference between our scheme and related works from two aspects of
ncryption and search.

.1. Encrypt

After extensive research, Song et al. first used a new technique
or remote searching of encrypted data using untrusted servers in
000 and provided a proof of security for the generated encryption
ystem [8]. However, Song et al.’s method only allows a specific user
2

olding a private key to encrypt and search the data, in order to
solve this problem, Boneh et al. proposed a public key searchable
encryption scheme [9]. In 2005, SaHai et al. used attribute encryption
in encryption and proposed a fine-grained attribute-based encryption
scheme (ABE), where the data owner can formulate attribute-based
Boolean formulas and only users who satisfy the attributes can decrypt
them [10]. In 2014, Sun et al. proposed the first multi-keyword search-
able scheme inspired by attribute-giving encryption (ABE) [11]. Wang
et al. in 2019 proposed a secure search scheme based on combining
keyword search and proxy re-encryption for data sharing between
different healthcare organizations [12]. This scheme has efficient user
revocation and scalable fine-grained search authorization. Liu et al.
in 2019 proposed a blockchain-based privacy-preserving data sharing
scheme for EMRs, in which the raw data of EMRs is securely stored in
the cloud while their indexes are retained in a federated blockchain
with tamper-proof features [13]. In 2021, Tahir et al. proposed a
blockchain-based contact tracking encryption scheme that encrypts all
data of a contact and stores it on the blockchain by using homomorphic
encryption, which can be very protective of personal privacy [14].

AES has been widely used in a variety of security constrained appli-
cations, but many applications are limited by power and resources, so it
needs reliable and efficient hardware implementation. Kermani studied
AES-GCM mode in 2011 and found that nonlinear conversion is the key
to achieve low hardware complexity and low power consumption. They
proposed a parallel, high-performance solution to improve through-
put and achieve low latency on GCM hardware. Finally, they tested
the proposed AES-GCM architecture and fault detection method on
application-specific integrated circuit (ASIC) and field-programmable
gate array (FPGA) platforms, and proved that the proposed architecture
can provide higher efficiency and more reliable fault detection abil-
ity [15]. In 2015, Kermani conducted research in the emerging field
of secure deep embedded systems, and proposed an effective research
and education integration strategy, which verified the possibility of
the integration of teaching and research in the co-design of software
and hardware security systems [16]. Sarker et al. proposed a simple
and flexible encryption scheme SABER in 2022, which can well solve
potential attacks in the post-quantum era. This scheme can be executed
in hardware alone or hardware/software co-processing. In addition,
they also proposed a compact signature scheme called Falcon, which
is proved to be a very suitable signature algorithm for PQC [17]. In
2023, Sarker et al. proposed an efficient polynomial multiplication
technique NTT based on lattice-based post-quantum cryptography. By
embedding a new error detection scheme in it, it can detect tempo-
rary and permanent faults and is suitable for various restricted usage
patterns [18].

Cryptographic architectures provide different security properties to
protect sensitive usage models, but security is not guaranteed. There-
fore, Mozaffari Kermani proposed an error detection method for the
camellia block cipher in 2016, taking into account both linear and non-
linear subblocks. A fault detection architecture is proposed to achieve
the goal of security and reliability [19]. In the same year, they did a
study on the emerging embedded system and proposed to re-examine
the traditional security mechanism in order to deal with more malicious
attacks. In addition, they believed that the lightweight encryption
system had great potential in the emerging security method [20]. The
intersection between lightweight cryptography (LWC) and advanced
Artificial intelligence (AI) language models was first explored by Cintas-
Canto et al. in 2023. ASCON is increasingly important for protecting
data security, and OpenAI’s large language model (LLM) has great
potential for generating complex human-like text. They proposed a
new scheme to implement ASCON of NIST LWC standard using GPT-4
model, which opens up ideas for the application of AI language models
in cryptography [21].

Our scheme is a blockchain-based encryption scheme that encrypts
EMRs using the Advanced Encryption Standard (AES), and encrypts the
keyword indexes using Attribute-Based Searchable Encryption (ABSE)
before storing them on the blockchain, which can be a good way to

protect users’ privacy.
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2.2. Side channel attacks

Azarderakhsh et al. presented the first implementation of the super-
singular homology Diffie–Hellman (SIDH) key exchange in 2016, which
was the first hardware implementation based on homology cryptogra-
phy. This implementation can increase speed by minimizing pipeline
stalls and can be implemented on reconfigurable hardware [22]. In
order to evaluate the resistance of CRYSTALS-Kyber to side-channel
attacks, Dubrova et al. in 2023, proposed a message recovery attack
based on deep learning, mainly by using recursive learning, a new neu-
ral network training method that can achieve 99% probability of reply
to message bits from higher-order masks [23]. In 2023, Kaur et al. made
the first survey on the current work of lightweight cryptography stan-
dards, summarized the implementation of ASCON cipher on different
hardware platforms, analyzed the differential and side channel analysis
attacks on ASCON cipher suites and the countermeasures, and provided
their own insights and prospects [24]. Canto, A.C et al. investigated the
emerging security problems in the post-quantum era in 2023. Although
the rapid development of quantum computing can bring opportunities
for the progress of science and technology, there will also be security
problems. Many encryption algorithms are vulnerable to side channel
attacks, so it is necessary to continue to do research on solving these
problems and propose countermeasures to solve side channel attacks in
the future [25].

2.3. Search

Research on searchable encryption in retrieving data is also evolv-
ing. In 2018, Liu et al. implemented a multi-keyword query with a
two-keyword index structure to improve search efficiency [26]. In
2016, Gagan et al. clustered similar documents together by keyword
similarity and sent the hash of the calculated keywords to the data
owner [27], allowing comparison of clusters during retrieval, the hash
value of the index and the hash value of the trapdoor to find the
cluster, which can reduce the problem of excessive overhead of trap-
door and index comparison operations, but the shortcoming is that the
weight of keywords in the document and the distribution of clusters
are neglected. Zhu et al. used K-means clustering algorithm to cluster
the documents and improve the similarity of documents within the
same cluster [28]. Shu et al. proposed an efficient non-interactive,
agentless cryptographic search matching method, but the drawback is
that it does not support multi-keyword search [29]. In 2022, Zheng
et al. proposed a blockchain-based multi-keyword searchable encryp-
tion scheme for COVID-19 contact tracking data, which combines ABE
and blockchain technologies to ensure the integrity of the search index
of data collections [6].

Our scheme is a multi-keyword retrieval based scheme that clusters
documents with K-means so that documents with high similarity are in
the same cluster, and then generates indexes for each cluster to improve
the search efficiency.

3. Preliminaries

This section briefly introduces the relevant theoretical knowledge
of prime order bilinear groups, Decisional Bilinear Diffie–Hellman
(DBDH) Assumptions, Decisional Diffie–Hellman (DDH) assumption.

3.1. Bilinear mapping

Theorem 1. Bilinear mapping:
The prime bilinear group can be described by a quintuple

(

𝑝, 𝐺1, 𝐺2, 𝐺𝑇 , 𝑒
Where 𝑝 is a large prime associated with a given safety constant 𝜆,
𝐺1, 𝐺2, 𝐺𝑇 are all multiplicative cyclic groups of order 𝑝. Define a bilinear
map 𝑒∶𝐺1 × 𝐺1 → 𝐺2, then it satisfies the following properties [30]:

• Bilinear: for arbitrary 𝑥 ∈ 𝐺1, 𝑦 ∈ 𝐺2, 𝑎, 𝑏 ∈ 𝑍𝑝, it holds that
𝑒(𝑥𝑎, 𝑦𝑏) = 𝑒(𝑥, 𝑦)𝑎𝑏.
3

Table 1
Symbolic meaning.

Symbolic Descriptions

𝑎𝑡𝑡𝑟𝑖 Attributes of user 𝑖
𝑣𝑖 Attribute values for user 𝑖
𝐹 Document collection
𝐹𝑆 Simhash value set of the document
𝐿 Clustered document set
𝑊 Keyword set
𝐼𝑛 Index

• Non-degenerative: presence 𝑥 ∈ 𝐺1, 𝑦 ∈ 𝐺2, it holes that 𝑒(𝑥, 𝑦) ≠ 1.
• Computability: for arbitrary 𝑥 ∈ 𝐺1, 𝑦 ∈ 𝐺2, existence of an efficient
algorithm to calculate 𝑒(𝑥, 𝑦).

.2. DBDH assumptions

heorem 2. DBDH Assumptions:

• Given the multiplicative groups 𝐺1 and 𝐺2 of order 𝑝.
• Randomly select the generator 𝑔 ∈ 𝐺1 and the random numbers
𝑐1, 𝑐2, 𝑐3 ∈ 𝑍𝑝.

• Issue 𝑔, 𝑔𝑐1 , 𝑔𝑐2 , 𝑔𝑐3 , 𝑒 (𝑔, 𝑔)𝑐1𝑐2𝑐3 and 𝑇 ∈ 𝐺2 to .
• 𝑒 (𝑔, 𝑔)𝑐1𝑐2𝑐3 determines whether 𝑇 is equal to 𝑒 (𝑔, 𝑔)𝑐1𝑐2𝑐3 . If it is
equal,  outputs 1, otherwise outputs 0.

The advantages of defining algorithm  to solve the above problems are
hown in formula (1):

dvDBDH = |Pr[(g, gc1 , gc2 , gc3 , e(g, g)c1c2c3 ) = 1]

− Pr[(g, gc1 , gc2 , gc3 ,T) = 1]|. (1)

f no polynomial-time algorithm solves the DBDH hypothesis by a non-
egligible advantage, then we say that the DBDH hypothesis holds in groups
1, 𝐺2.

.3. DDH assumptions

heorem 3. DDH Assumptions:
The DDH hypothesis refers to the fact that it is difficult to distinguish

etween tuples (g, ga, gb, gab) and (g, ga, gb, gz), where 𝑔 is the generator and
, 𝑦, 𝑧 are random. Let 𝐺 be a group of large prime 𝑞 of order, and let 𝑔
e the generator of 𝐺, 𝑥, 𝑦, 𝑧 ←𝑅 𝑍𝑞 , then the following distributions are
omputationally indistinguishable:

• A random quadruple R = (g, gx, gy , gz) ∈ Gq.
• DDH quadruple D = (g, gx, gy , gxy) ∈ Gq.

s computationally indistinguishable and is called the DDH hypothesis.
pecifically speaking of an opponent A, As shown in formula (2), A
istinguishes the advantages of R and D:

dvDDH (𝜅) = |Pr[(R) = 1] − Pr[(D) = 1]| < 𝜀 (2)

here 𝜅 is the safety parameter and 𝜀 is negligible.

. System model

The model of the data searchable encryption scheme for sharing
ata of electronic medical records under the federated chain is shown
n Fig. 1.

The system model mainly includes six parts: Attribute Authorization
enter (AAC), Cloud Service Provider (CSP), Doctor, Patient (PA), Data
ser (DU), Private Chain and Alliance Chain. The meaning of the

ndividual letter symbols used in the programme is described in Table 1.
brief description of the system model is as follows:
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Fig. 1. System model.

• Attribute Authorization Center (AAC): AAC is responsible for
generating and distributing public and private keys for all system
users.

• Patient (PA): PA is the entity that owns the EMRs, owns the
original content of the data, encrypts the document, encrypts the
search index, and uploads it to the blockchain.

• Data User (DU): DU is the entity that requests encrypted data
from the blockchain. Different DU has different attributes, and
when they request data, they will return different data according
to different attributes, and then decrypt it using the private key.

• Private Chain and Alliance Chain: Both the consortium chain
and the private chain are components of the blockchain, which
is responsible for storing encrypted data and returning the files
required by the PA or DU according to the smart contract.

In addition, both PA and DU use smart contracts when interacting
with encrypted data, PA mainly uploads indexes to smart contracts, and
DU is to retrieve the required data from smart contracts.

The main workflow of the system is shown in Fig. 2 as the timing
diagram, the main steps in the sequence diagram are as follows:

1. AAC is a trusted entity responsible for generating and sending
public and private keys for all users.

2. PA processes the document and generates a keyword index and
encrypts it, then uploads the data to the CSP for storage.

3. PA stores the encrypted index into smart contracts and deploys
it on the blockchain for the purposes of fair payment and search.

4. DU generates search tokens, deployable smart contracts, sends
them to the blockchain for transactions, and the search will only
begin when a full fee is paid.

5. After the search is complete, the data is returned to DU, which
then decrypts the file.

5. The proposed BMSE system

BMSE is a searchable encryption scheme based on blockchain and
multi-keyword. In the scheme, PA uploads data to the blockchain and
uploads the index to the smart contract for deployment. DU pays
a certain fee when it needs to use the data, and then obtains the
corresponding file based on its own attributes and uses the data through
decryption. The specific implementation is as follows:
4

Fig. 2. Timing diagram.

5.1. Key generation

AAC initializes the system and gets all possible user attributes,
𝑈 =

{

𝑎𝑡𝑡𝑟1, 𝑎𝑡𝑡𝑟2,… , 𝑎𝑡𝑡𝑟𝑛
}

, where 𝑛 is the size of the attribute set.
For each attribute in the system, there are two values 𝑣𝑖 and ¬𝑣𝑖. The
value of attr𝑖 = 𝑣𝑖 when the data requester has the attribute attr𝑖 and
the value of attr𝑖 = ¬𝑣𝑖 when the data requester does not have the
attribute attr𝑖. These values are used to determine whether the data
requester’s attribute contains the attribute. Then AAC starts generating
the public key and the master private key. Given a bilinear group 𝑒:
𝐺×𝐺 → 𝐺𝑇 , where 𝑝 is the prime order of 𝐺 and 𝐺𝑇 , and One-item hash
function 𝐻 : {0, 1} ∗ → 𝑍𝑝. Then randomly pick the variable 𝑥, 𝑦, 𝑧 and
{

𝑢1, 𝑢2,… , 𝑢𝑛
}

in 𝑍𝑝, pick the variable
{

𝑡1, 𝑡2,… , 𝑡𝑛
}

in 𝐺. Afterwards,
let 𝑘𝑖 = 𝑔𝑢𝑖 , 𝑞𝑖 = 𝑒

(

𝑡𝑖, 𝑔
)

. After all variables are set, the public key 𝑝𝑘
and the master private key 𝑚𝑠𝑘 are generated.

𝑝𝑘 =
(

𝑔, 𝑔𝑥, 𝑔𝑦, 𝑔𝑧,
(

𝑘𝑖, 𝑞𝑖
))

(3)

𝑚𝑠𝑘 =
(

𝑥, 𝑦, 𝑧,
(

𝑢𝑖, 𝑡𝑖
))

(4)

Then PA can then use the generated key to encrypt the data. The key
generation algorithm is shown in Algorithm 1, in Algorithm 1, we
achieve the purpose of prime mapping by importing the JPBC library,
as a result, attribute-based keys can be generated, the public key is
generated using the preset file provided by JPBC for prime mapping.

Algorithm 1 Key Generation Algorithm
Input: All possible user attributes
Output: Public key and master private key.
1: Initialize the JPBC library for the bilinear map.
2: Set new elements for each parameter.
3: for Each attribute do
4: Get the grouping of each attribute in the master private key.
5: Get the grouping of each attribute in the public key
6: end for
7: The multiplication is performed on each element
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5.2. File processing

The experiments of various clustering algorithms in Ref. [31] shows
that the search efficiency of K-means algorithm is higher than other
clustering algorithms. Therefore, K-means algorithm is chosen to clus-
ter documents in this scheme. The K-means algorithm is a divisive
clustering algorithm that is suitable for most data. The algorithm has
good scalability, is computationally simple and efficient, and has a
low space complexity of linear complexity. Clustering is used to group
documents into clusters before indexes are created, but clustering doc-
uments directly would take a lot of time, so we first calculate Simhash
values for the documents and then cluster these Simhash values. To
perform the clustering, the documents are first grouped into a dataset
𝐹 = {𝑓1, 𝑓2,… , 𝑓𝑡}. The Simhash value 𝐹𝑆 = {𝑓𝑠1, 𝑓𝑠2,… , 𝑓𝑠𝑡} is then
alculated for each document, and after the calculation is complete the
-means algorithm is applied on 𝐹𝑆 to generate k clusters obtain the set
f similar documents 𝐿 = {𝑙1, 𝑙2,… , 𝑙𝑘}. The specific execution process

is as follows (Correspond to lines 1–15 of Algorithm 2):

1. Calculate the Simhash value for each document.
2. Randomly select k documents as the center of mass.
3. Calculate the Euclidean distance from each document to each

center of mass.
4. Assign a document to its nearest cluster.
5. After the assignment, the center of mass is recalculated to see

whether the clustering is convergent. If it is not, the above
clustering steps are repeated.

For each document, keywords 𝑤 can also be generated for each cluster
in 𝐿 = {𝑙1, 𝑙2,… , 𝑙𝑘} by the latent Dirichlet distribution algorithm
and added to the set of keywords 𝑊𝜄 =

{

𝑤1, 𝑤2,… , 𝑤𝑘
}

, which will
then be used as an index for each cluster. The main steps of using
Latent Dirichlet Allocation (LDA) algorithm to generate keywords are
as follows (Correspond to lines 16–25 of Algorithm 2):

1. The document set L is represented by the bag model.
2. Initializes the LDA model parameters: randomly initializes the

document – topic distribution 𝜃, and randomly initializes the
topic – word distribution 𝛽.

3. Iteratively train the LDA model: For a given set of documents,
the LDA model is iteratively trained. In each iteration, the topic
and word distribution are updated until they converge.

4. Generate keyword: For a given document, infer its topic distribu-
tion. For each topic, select the words with the highest probability
as keywords.

The document processing algorithm is shown in Algorithm 2:

5.3. Index generation

After the clustering is complete, an index is created for each cluster
using the latent Dirichlet distribution algorithm and a keyword index
is created for the documents within each cluster. This solution uses the
indexing technique proposed in literature [32] to construct the keyword
index, where a ranking function is used to calculate the relevance score
of matching documents to a given search request. The main steps to
generate a keyword index are as follows:

1. The data owner first creates a keyword index 𝐼𝑛(𝑤𝑞) = 𝑑(𝑓𝑘𝑞)
based on document set 𝐹 = {𝑓1, 𝑓2,… , 𝑓𝑡} and keyword set
𝑊𝜄 =

{

𝑤1, 𝑤2,… , 𝑤𝑝
}

2. The relevance score of the key set of document 𝑓𝑖 is calculated
by TF–IDF, and the calculation formula is shown in formula
(5) [33]:

𝑔𝑖𝑗 =
∑ 1

𝑓
∙ (1 + ln𝐹𝑓,𝑤) ∙ ln

(

1 + 𝐴
𝐹

)

(5)
5

𝑤∈𝑤𝑞 𝑤 𝑤
Algorithm 2 File processing
Input: 𝐹 = {𝑓1, 𝑓2,⋯ , 𝑓𝑡}
Output: 𝐿 = {𝑙1, 𝑙2,⋯ , 𝑙𝑘}, 𝑊𝜄 =

{

𝑤1, 𝑤2,⋯ , 𝑤𝑘
}

1: for 𝑖 = 1, 𝑖 <= 𝑡, 𝑖 + + do
2: Calculate Simhash value 𝑓𝑠𝑖
3: Get the set 𝐹𝑆 = {𝑓𝑠1, 𝑓𝑠2,⋯ , 𝑓𝑠𝑡}
4: end for
5: k points are randomly initialized as the starting centroid of the

document.
6: for 𝑖 = 1; 𝑖 < 𝑡; 𝑖 + + do
7: Compute the Euclidean distance from document i to the centroid

8: It is grouped into the cluster corresponding to the centroid with
the smallest distance

9: end for
0: The mean of all the samples in the cluster is calculated to obtain

the new centroid 𝑘′.
1: if 𝑘 = 𝑘′ then

12: Output the set of documents after clustering.
13: else
14: Repeat steps 6-10.
15: end if
16: The document set L is represented by the bag model
17: randomly initializes the document-topic distribution 𝜃, and ran-

domly initializes the topic-word distribution 𝛽
18: for 𝑙 ∈ 𝐿 do
19: for 𝑑 ∈ 𝐷 do
20: The word frequency distribution of 𝑤 is found from the word

bag model
1: For each topic 𝑡, calculate the distribution of topic 𝑡 in

document 𝑑
22: For each topic 𝑡, Calculate the probability that the word 𝑤 is

generated by the topic 𝑡
23: end for
24: end for
25: Select the words with the highest probability as the keywords

3. Add the keyword score to the index to get the index 𝐼𝑛(𝑤𝑞) =
𝑑((𝑓𝑘𝑞) ∥ (𝑔𝑘𝑞)) we need

The algorithm for index generation is shown in Algorithm 3:

Algorithm 3 Index generation

Input: 𝐹 = {𝑓1, 𝑓2,⋯ , 𝑓𝑡}, 𝑊𝜄 =
{

𝑤1, 𝑤2,⋯ , 𝑤𝑝
}

Output: 𝐼𝑛(𝑤𝑞) = 𝑑((𝑓𝑘𝑞) ∥ (𝑔𝑘𝑞))
1: Building keyword indexes 𝐼𝑛(𝑤𝑞) = 𝑑(𝑓𝑘𝑞)
2: Calculate the relevance score for the keyword set 𝑔𝑘𝑞
3: Add the relevance score 𝑔𝑘𝑞 to 𝐼𝑛(𝑤𝑞) = 𝑑(𝑓𝑘𝑞) to get the final index

𝐼𝑛(𝑤𝑞) = 𝑑((𝑓𝑘𝑞) ∥ (𝑔𝑘𝑞))

5.4. File encryption

The data owner will first generate a secret key and then send it to
the data requester. The key will be used in the Advanced Encryption
Standard — Galois/Counter Mode (AES-GCM) [34] to encrypt and
decrypt the document. The data owner can set a password during
the encryption process, so the data requester also needs to know the
password to decrypt the file. First, we initialize AES-GCM encryption
library with Javax. Once initialized, the plaintext file is read into bytes
for encryption purposes. A random salt and IV along with the password
will then be generated and given to the data owner for encryption. If
the encryption is successful, the encrypted file bytes will be written

to a file and stored in the directory of that file. The keyword index
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generated is encrypted using AES-GCM, with the difference that another
key pre-installed in the system is used. This key is different from the
key used for file encryption, and with the help of the password used in
the encryption process, an attacker cannot easily encrypt/decrypt the
file even if he can learn the key. Once the encryption is successful, the
data is uploaded to the CSP and the keyword index is uploaded to the
smart contract. The file encryption algorithm is shown in Algorithm 4:

Algorithm 4 File encryption
Input: cluster 𝐶, plain text 𝑀 , keyword index 𝐼𝑛
Output: Encrypted cluster 𝐶 ′ , file 𝑀 ′ , keyword index 𝐼𝑛′

1: initialize the JPBC library and determine the parameters.
2: convert the cluster, plaintext, and index to bytes.
3: generate random salt and IV.
4: encrypt the byte file with the generated salt and IV.
5: if encryption is successful then
6: put the encrypted file in directory.
7: end if
8: Upload the data to the CSP and the keyword index to the smart

contract.

5.5. Document search

When DU want to search for data, they first enter attributes and
keyword indexes to generate search tokens. Then spend the full amount
to set up a transaction, search through the smart contract, compare
the keyword index, and if the corresponding keyword is retrieved,
the corresponding document is returned by the CSP. When the search
begins, the CSP selects the cluster that matches the keyword index,
queries the relevance score for each document in the 𝑙𝑘 cluster, and
returns the former 𝑘 documents to the user.

During the file search process, a B+ tree-based data structure is
sed to obtain the corresponding file list. Suppose the depth of the
ree is 𝑖 (where 𝑖 > 1), indicating that the tree has multiple levels.
ach file stores an index of its frequent keywords cumulatively in the
ree at each level. The search process begins with the server comparing
he query keywords to the first layer of each file. If a file matching
he query keyword is found in the first layer comparison, the search
rocess continues to the other layers of the tree. The layer-by-layer
omparison makes the search process as efficient as unencrypted data.
n the search phase, special emphasis is placed on top-𝑘 search. The
erver can process top-𝑘 searches as quickly as it can process plain
ext fields. This means that the server can quickly produce the 𝑘 files
hat are most relevant to the query keyword to meet the needs of the
ser. By using the optimized data structure of B+ trees to organize
nd retrieve the list of files, this improved search method provides the
bility to obtain the required files efficiently and accurately. It makes
ull use of the hierarchical characteristics of the tree structure, which
akes the search process more efficient and scalable.

If the data is found, the CSP returns the data to DU and pays the PA.
f no data is retrieved, the fee is returned to DU. The document search
lgorithm is shown in Algorithm 5:

.6. File decryption

After initializing the JPBC library, combined with IV and salt, DU
an then enter the key to upload the encrypted index and token to the
mart contract. Once the index of the file is retrieved from the search
esults, the encrypted data can be downloaded and decrypted using
ES-GCM. In this process, the decryption function will successfully
xecute to decrypt the encrypted file only if both inputs match the
alue used during encryption. If there is an error in either of them, then
either of them will successfully decrypt the file. The file decryption
6

lgorithm is shown in Algorithm 6:
Algorithm 5 Document search
Input: keyword indexing 𝐼𝑛, number of documents (𝑘)
Output: top-𝑘 files
1: DU provide fees and keyword index 𝐼𝑛
2: Smart contracts open transactions
3: Start searching for documents
4: Gets the depth 𝑖 of the tree
5: for 𝑗 = 1, 𝑗 <= 𝑖, 𝑗 + + do
6: Query keywords and compare them to the first layer of each file

7: if Find a matching file then
8: Continue to compare the keyword index with other levels of

identification
9: end if

10: Refund the fee to DU
11: end for
12: Get all 𝑘 documents that match

Algorithm 6 File decryption

Input: Ciphertext 𝑀 ′ ,secret key 𝑠𝑘
Output: plain text 𝑀
1: initialize the JPBC library.
2: enter IV, salt and ciphertext.
3: reading the key.
4: upload the encrypted index and token to the smart contract.
5: if password is wrong then
6: termination process
7: else
8: decrypt the file using the key.
9: end if
0: output plaintext.

6. Security analysis

6.1. Confidentiality of data

Assuming that the attacker succeeds in gaining access to the en-
crypted file, he is also unable to read the dataset directly or perform
common attacks on the encrypted dataset to recover the original file.

Proof. We encrypt the dataset using AES-GCM with a password chosen
by the data owner. The encryption process is performed using a sym-
metric key and password generated by the data owner. Therefore, the
file decryption operation must know these two values, the key and the
password, in order to generate the original file. An attacker who does
not know these values will not be able to decrypt the file and obtain
any meaningful data. In addition, the operation method of AES-GCM
encryption mode is more complex than other AES block cipher modes.
Several XOR functions have been applied to a plaintext block before it
is converted into a ciphertext block, and the pattern of the ciphertext
block will be completely randomized with the participation of the IV.
The attributes of the authentication tag will allow the detection of any
modification of the data. Therefore, the confidentiality and integrity of
the data are guaranteed.

6.2. The immutability of blockchain

The blockchain will decline to generate the transaction if the user
is dishonest. As a result, the user cannot access the connected data
file. The user suffers consequences as a result. If the data owner is
dishonest, the blockchain will refuse to generate the transaction and
the data owner will be penalized since the ciphertext and key encoded
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Table 2
Functional analysis.

Functional [9] [12] [13] [33] BMSE

Blockchain ✗ ✗ ✔ ✗ ✔

Privacy protection ✔ ✔ ✔ ✔ ✔

Multi-keyword ✗ ✗ ✗ ✔ ✔

Identification ✗ ✔ ✔ ✔ ✔

in the transaction are incorrect. If the server is dishonest, either he
has delivered the incorrect result or the value he has embedded in the
transaction is incorrect. The server is unable to obtain either the service
fee or any unencrypted data in the first case. The user will receive
accurate search results from the transaction if all three parties follow
the protocol honestly and fairly, and the data owner and server will
also receive the appropriate service fees.

6.3. Immutability and non-repudiation of data

If the search index is stored on a local server or the data is out-
sourced to the CSP, then the confidentiality and integrity of the data
may be compromised. Since the CSP is untrusted, it is very possible for
the CSP to view or modify the data we upload. Therefore, we use smart
contracts as the search index and store the data in IPFS, so that we can
identify and prevent outside attempts to modify the index and data we
upload. Not only that, any access to data is also logged so that data
requester cannot deny their transactions.

Proof. In the BMSE scheme, the search index will be uploaded to
the blockchain, which in turn has immutability and distributed ledger.
Anything we store must then be checked for validity with the network
participants before any transactions can be made. Any attempt to
tamper with data in the network can be easily identified. In addition,
the data stored in IPFS also has the same property, if you want to
modify the data, it will affect the hash value in the blockchain network.
If the value of one of the participants is modified, the remaining nodes
will not be affected by this. Therefore, any kind of modification will be
recognized immediately.

7. Experimental evaluation

In this section, the functions of this scheme are compared with those
of other EMRs schemes, and then the performance of the scheme is
evaluated by numerical simulation experiments.

7.1. Experimental setup

The operating system of this experiment simulation environment
is Windows11, the processor is Intel(R) Core(TM) i7-10750H CPU @
2.60 GHz 2.59 GHz, and the memory is 16 GB. Java is used to realize
the scheme in this paper, and the JPBC library is used. The base field
of the elliptic curve used is 512 bit and the curve is Type-A [35]. Since
EMRs datasets involve personal privacy, this section uses the UC Irvine
machine learning database, in which NSF Research Award Abstracts
1990–2003 data sets are selected as alternatives [36].

7.2. Functional analysis

The performance comparison of BMSE with the other three schemes
is given in Table 2. Literature [9] only provides privacy protection
features without applying blockchain, multi-keyword, and authentica-
tion, literature [12] implements privacy protection and authentication
but does not apply blockchain and use multi-keyword, literature [13]
only does not use multi-keyword but supports the other three fea-
tures, and literature [33] uses K-means to cluster documents, similar
7

Table 3
Computation time of common cryptographic algorithms (ms).

Operation 𝑇𝑝 𝑇𝑒 𝑇𝑚 𝑇ℎ
Time 5.655 2.063 0.017 0.009

Table 4
Comparison of calculation time of each stage (ms).

Scheme Encryption time Search time

[13] 𝑇𝑝 + 4𝑇𝑒 + 7𝑇𝑚 = 14.03 𝑇𝑝 + 5𝑇𝑒 + 3𝑇𝑚 + 2𝑇ℎ = 16.04
[33] 2𝑇𝑝 + 3𝑇𝑒 + 2𝑇ℎ = 17.52 2𝑇𝑝 + 𝑇𝑒 + 3𝑇𝑚 + 𝑇ℎ = 13.43
BMSE 𝑇𝑝 + 3𝑇𝑒 + 5𝑇𝑚 = 11.93 𝑇𝑝 + 3𝑇ℎ = 5.68

to this scheme, but not applied to blockchain. BMSE makes up for
the shortcomings of these related work, and applies the solution to
the blockchain, adopting the multi-keyword search method and also
conducting identity verification during the search process, which well
protects the privacy of users.

7.3. Computation cost analysis

In Table 3, 𝑇𝑝 represents the time of the bilinear pairing operation,
𝑒 represents the time of the exponential operation, 𝑇𝑚 represents the

time of the multiplication operation, and 𝑇ℎ represents the time of the
hash operation. The order of pairing time of common cryptographic
operations is 𝑇𝑝 > 𝑇𝑒 > 𝑇𝑚 > 𝑇ℎ, and the time 𝑇𝑝 of bilinear
pairing operation is much larger than the time of other cryptographic
operations.

In Table 4, we calculate the time of literature [13], literature [33]
and BMSE scheme in the search phase and the decryption phase.

As can be seen from the table, when encrypting data, the calcu-
lation amount of each scheme from large to small is in the order
of literature [33], literature [13], and BMSE. In the data search, the
calculation amount of each scheme from large to small is in the order
of literature [13], literature [33], and BMSE.

In summary, the BMSE scheme is superior to the other schemes
from the results of the functional analysis and the comparison of the
computation time of each stage.

7.4. Numerical analysis

This section evaluates the effectiveness of BMSE in terms of search
accuracy, search time, and cost analysis.

7.4.1. Clustering time analysis
Literature [33] requires the direct clustering of documents, but

because direct clustering takes longer when there are many documents,
we think about computing the Simhash value of each document before
clustering it, which can speed up the process considerably. The findings
of our experimental evaluation of both direct clustering and computing
Simhash values prior to clustering are displayed in Fig. 3. As can be
seen from the figure, when the number of documents is 1000, 1500,
2000, the time consumed by directly clustering documents and the time
consumed by clustering after Simhash is calculated is almost the same.
However, as the number of documents gradually increases to 2500,
3000, 3500, The time to cluster documents directly is significantly
longer than the time to cluster after calculating Simhash value first.
This shows that when the number of documents is large, the documents
need to be processed first, and the Simhash value of the documents is
used as the identification of the documents for clustering, which can

significantly improve efficiency.
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Table 5
Search accuracy.
𝑙 1000 1500 2000 2500 3000 3500

𝛥𝑝 0.828 0.837 0.830 0.835 0.837 0.830

Fig. 3. Clustering time.

7.4.2. Search accuracy
When CSP returns the top k documents with the highest similarity

scores based on indexes, some documents with high similarity scores
are missed because they are searched in clusters. To evaluate the
efficiency of our search, the metric of precision is adopted to evaluate
our method. The evaluation effects are shown in the Table 5. We use
the precision rate calculation formula defined in Ref. [37] to calculate
the precision rate. The calculation formula is shown in formula (6):

𝛥𝑝 = 𝑙′

𝑙
(6)

Where 𝑙′ is the true number of top-𝑘 documents returned by CSP,
and 𝑙 is the number of documents that should be returned. From
Table 5, it can be seen that when the number of returned documents
is 1000, 𝛥𝑝 is 0.828; when the number of returned documents is 3500,
𝛥𝑝 is 0.830. It can be seen that 𝛥𝑝 is almost unaffected by the number
of returned documents, and as the number of returned documents
gradually increases, the accuracy rate can remain stable at about 0.83.

7.4.3. Search time evaluation
For both scenarios of utilizing and not using the clustering algorithm

for document sets, the search time of the scheme in this work is
compared. The search time is evaluated and examined in terms of the
quantity of documents and keywords searched, respectively.

The time required for an authorized user to search a document
by the number of keywords is shown in Fig. 4. If we do not use the
clustering operation on the document, when the number of search
keywords is 10, the search time needs 300 ms, when the number
of search keywords is 50, the search time needs 812 ms. When the
clustering operation is used, the search time is significantly improved.
When the number of search keywords is 10, the search time only needs
120 ms, and when the number of search keywords is 50, the search
time only needs 348 ms.

In Fig. 5, we measured the search time prior to and following
clustering for totals of 1000, 1500, 2000, 2500, 3000, and 3500 docu-
ments, respectively. As can be seen from the figure, when the clustering
operation is not used, the search time is 152 ms when the total number
of documents is 1000, and 434 ms when the total number of documents
is 3500. When the clustering operation is used, the search time is only
8

Fig. 4. Keyword-based search time.

Fig. 5. Search time based on total documents.

70 ms when the total number of documents is 1000, and 85.7 ms when
the total number of documents is 3500. Therefore, the search efficiency
with clustering is much higher than that without clustering, and it can
also be seen from the table that the search time with clustering is almost
unaffected by the total number of documents.

Fig. 6 shows that the search time increases with the number of
documents returned, As can be seen from the figure, before the clus-
tering operation is used, when the number of returned documents is
1000, it takes 300 ms, and when the number of returned documents
is 3500, it takes 950 ms. However, after clustering, when the number
of documents returned is 1000, it only takes 120 ms, and when the
number of documents returned is 3500, it only takes 210 ms. It can
be seen that in terms of the total number of documents returned, the
search time can still be significantly reduced after using clustering.

The reasons for the reduction of BMSE search time based on the
number of search keywords, total number of documents, and number
of returned documents are as follows:

• In the file processing algorithm, we use K-means algorithm for the
document set, and divide the document set into 𝑘 clusters, and the
files in each cluster are similar
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Fig. 6. Search time based on return documents.

Table 6
Smart contract evaluation.

Function GAS GWEI ETH

Contract deployment 996 134 2.3 0.00229111
Get index 48 315 2.3 0.00011112
Get result set 60 158 2.3 0.00013836

• When we search, we search in each well-clustered cluster, rather
than searching the entire document set each time, reducing the
number of comparisons during the search and therefore reducing
the search time

7.4.4. Smart contract evaluation
We evaluated the overhead on smart contracts based on the online

Remix IDE, and the results are shown in Table 6: The experiment
measures consumption in GAS, and when running, the code uses a
specific amount of GAS. Each transaction’s priority price is its GWEI,
and its cost is the sum of its GAS and GWEI. 996134 gases at a
cost of 0.00229111 are used, together with 48315 gases at a cost
of 0.00011112 for obtaining the index and 60158 gases at a cost of
0.00013836 for obtaining the query result set, in order to effectively
launch the smart contract. The cost of getting indexes and result sets
is quite low, and the deployment contract consumes the most money,
as shown in the table. This indicates that the method proposed in this
work can implement the search function with little overhead.

8. Conclusion

This paper proposes an EMRs multi-keyword searchable encryption
scheme based on blockchain. Because BMSE is applied to blockchain,
it can effectively solve the problem that centralized CSP can lead to
the theft of patient privacy. At the same time, BMSE can reduce the
number of comparisons between keyword indexes during the search
process. In addition, the multi-keyword retrieval of encrypted data
reduces the retrieval cost and improves the retrieval efficiency. Finally,
the data and the keyword index are encrypted using AES and ABSE
respectively to ensure their security. The experiment shows that the
scheme is effective. In the future work, we will continue to study
the possible problems of encryption on the blockchain and the latest
progress of cryptography, so as to be able to design more efficient and
secure searchable encryption schemes and put them into the practical
environment for application.
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