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Abstract: Robot learning requires a considerable amount of data to realize the
promise of generalization. However, it can be challenging to actually collect the
required magnitude of high-quality entirely in the real world. Simulation can serve
as a source of plentiful data, wherein techniques such as reinforcement learning
can obtain broad coverage over states and actions. However, high-fidelity physics
simulators are fundamentally misspecified approximations to reality, making di-
rect zero-shot transfer challenging, especially in tasks where precise and force-
ful manipulation is necessary. This makes real-world fine-tuning of policies pre-
trained in simulation an attractive approach to robot learning. However, explor-
ing the real-world dynamics with standard RL fine-tuning techniques is to ineffi-
cient for many real-world applications. This paper introduces Simulation-Guided
Fine-Tuning, a general framework which leverages the structure of the simula-
tor to guide exploration, substantially accelerating adaptation to the real-world.
We demonstrate our approach across several manipulation tasks in the real world,
learning successful policies for problems that are challenging to learn using purely
real-world data. We further provide theoretical backing for the paradigm. Web-
site: weirdlabuw.github.io/sgft.

1 Introduction

Robot learning offers a pathway to building ro-
bust, general-purpose robotic agents which can
rapidly adapt their behavior to new environ-
ments and tasks. This shifts the burden from de-
signing accurate environment models and task-
specific controllers by hand to the problem of
collecting large behavioral datasets with suffi-
cient coverage. Yet this raises a fundamental
question: How do we cheaply obtain and lever-
age such data sets at scale? Real-world data
collection via teleoperation [1, 2] can gener-
ate high-quality trajectories, but scales linearly
with human effort. Community-driven teleoperation [3, 4] takes this idea further, but current datasets
are still orders of magnitude smaller than those powering vision and language applications.

Fig. 1: Contact-rich tasks solved with SGFT— Ham-
mering, pushing, and inserting.

Massively parallelized physics simulation [5, 6] can cheaply generate vast quantities of synthetic
robot data. Moreover, applying search techniques such as reinforcement learning (RL) in simulation
can yield near-optimal behavior. By exploiting techniques such as extensive randomization of initial
conditions, dynamics randomization [7, 8], and automatic scene generation [9, 10], these data sets
can obtain extensive coverage over situations a robot is likely to encounter in real.

Unfortunately, simulation-generated data is not a silver bullet. Even when considerable effort
is invested in constructing simulators, there is often an inherent, irreducible modeling gap between
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Fig. 2: Depiction of a model-based instantiation of SGFT: (1) A value function is learned in simulation to
guide real-world exploration with short-horizon reshaped rewards (2) a model fit to the real-world dynamics
generates short synthetic rollouts, providing a source of data augmentation. Together, this approach leverages
simulation data (through V) to capture successful long-horizon behaviors, and small amounts of real world
data (through p) to learn how to execute these behaviors in real.

the physics of the simulation and of the real world. Thus, despite impressive performance for many
tasks, methods which transfer policies from simulation to reality zero-shot [11, 12, 7, 8] still display
failure modes when they encounter situations outside simulated training distribution [13]. While
efforts in system identification [14, 15] can resolve some of this modeling error, they do not address
situations where the simulation is fundamentally misspecified. Namely, cases where no choice of
simulator parameters accurately model reality. This arises, for instance, in behaviors like hammering
in a nail, where the modeling of high-impact, deformable contact remains an open problem [16, 17].

The question becomes: can inaccurate simulation models be useful in the face of fundamen-
tal misspecifications? A natural technique to leverage these inaccurate simulation models has been
to train a near-optimal policy in simulation, and use it as an initialization for RL fine-tuning in
the real-world using standard RL algorithms [13, 18]. Real world RL can overcome misspecifica-
tion by training directly on data from the target domain. However, fabula rasa exploration of the
real world dynamics is inefficient, leading to slow real-world policy improvement. Prior work has
additionally considered mixing simulated and real data during policy optimization, either through
co-training [19], simply initializing the replay-buffer with simulation data [20, 21], or by adaptively
sampling the simulated data set and to up-weight transition which approximately match the real-
world dynamics [22, 23, 24, 25]. While these data augmentation approaches are effective in regimes
where the simulation model is accurate, the do not accelerate the discovery of successful action in
regions where the model is fundamentally inaccurate due to misspecification.

In this work we argue that, despite inherently getting the finer details wrong, physics simulators
capture the rough structure of real-world dynamics well enough to provide guidance for targeted, ef-
ficient real-world exploration. Leveraging this insight, we propose Simulation-Guided Fine-Tuning
(SGFT), a general framework for efficient real-world fine-tuning. SGFT takes the perspective that
the rough structure of successful behaviors (such as moving an object closer to a goal position) are
preserved between simulation and reality, even if the low-level sequences of states and action needed
to realize those behaviors in the two domains differ substantially in the short term. Thus, pre-trained
simulation policies can be viewed as ‘approximate’ experts for controlling the real world. The goal
of SGFT is to rapidly adapt this behavior to the nuisances of real-world dynamics, while preserving
as much of the structure of the pre-trained policy as possible.

SGFT optimizes an auxiliary short-horizon H -step look ahead objective wherein the value func-
tion from simulation Vj;,, approximately bootstraps long-horizon returns. Reducing the search
horizon makes the real-world policy search problem significantly more sample-efficient [26, 27].
Intuitively, V;,,, roughly captures the behaviors of 7g;,, in a form that is robust to dynamics shifts.
Indeed, by optimizing the aforementioned objective, SGFT discovers sequences of actions which
will increase V;,,, over H-step interval under the real dynamics. This will cause the fine-tuned pol-
icy to approximately match the observed behavior of 7, in simulation, but when operating in real.
Crucially, we keep V., frozen during training to preserve this strong learning signal during the fine-
tuning process. We observe that this prevents catastrophic forgetting, wherein policies completely
de-learn useful behaviors during fine-tuning. We summarize our contributions as follows.



Hardware Results: We instantiate the SGFT framework using two base model-based reinforce-
ment learning algorithms and evaluate the framework in situations where direct sim-to-real transfer
fails. Across a variety of dynamic real-world manipulation tasks, we find that SGFT learns substan-
tially more performant policies than baseline finetuning methods with substantially fewer samples.

Theory: In Appendix B, we provide theoretical backing for these empirical results. Specifically,
we demonstrate 1) SGFT can lead to highly effective policies even when there is a large dynamics
gap and 2) SGFT can be paired with a base model-based RL method to learn effectively in low-
data regimes where the learned model is likely to be highly inaccurate. Specifically, we show that
our approach enables the use of short-horizon model predictions, which overcomes the fundamental
challenge of compounding errors [28] faced by MBRL methods.

Related Work: A detailed discussion of prior work is left to appendix A.

Preliminaries: Let s € S and @ € A be state and action spaces. Our goal is to control a
real-world environment defined by unknown dynamics s’ ~ ppeqi(-|s,a) by solving the MDP
M, = (8, A, Dreats P2qrs 7> y) With initial real-world state distribution pC_;, reward function r,
and discount factor v € [0, 1). Given policy 7, we let d7,,(s) denote the distribution over trajec-
tories generated by applying 7 with initial condition sy = s. Defining the value function under 7

= ¢ L
by Via(s) = Eg,ar, (s[>0, 7'7e(s0)], our objective is: 77, < sup,E, 0 [VT,(s)]. De-
fine the optimal value V% ,(s) := sup, VT _,(s). We assume access to a simulation environment
s' ~ psim(s,a) which defines an approximation My, = (S, A, Dsim, P> 75 7). We let Toim

denote a policy pretrained in M g;,,,, with Vi, the associated value function.

2 Simulation-Guided Fine-Tuning

2.1 Reward Shaping and Horizon Shortening

We implement our horizon-shortening approach using the Potential-Based Reward Shaping (PRBS)
formalism [29], which replaces the reward r(s) with 7(s,s’) = r(s) + y®(s") — ®(s) for some
function ®. Rather than optimizing the original infinite-horizon objective we will instead investigate
optimizing the H-step return Zf:f)l N = Zf:)l ytry +yH®(sg) — ®(sg), where the equality
follows by telescoping out terms. Intuitively, the addition of the potential term encourages policy
search algorithms to follow ® by increasing its value during each transition. Here, the v ®(sz)
term can be interpreted as a fixed approximation to the true long-horizon returns Y4 V% . (sp),
while —®(s() again acts as a baseline to reduce variance. While this biases the returns, optimizing
the H-step return from a given initial condition presents a significantly more tractable problem.

2.2 H-step Simulation-Guided Expert Policies

We propose to set (s) = Vi (s) (i.e. the value of the policy 7y, with respect to M;,,,) and
optimize the reshaped reward 7(s,s’) = 7(s) + YVsim(s') — Viim(s) over H-steps from every
initial condition s € S, as a mean to adapt mwg;,, from M;,, to M,.cq;. We will use ‘tilde’ notation
T = {70, H1,- .., TH H-1} to denote non-stationary policies of horizon H, where 7, is the
policy applied at time ¢. Consider the following H-step returns under the real-world dynamics:

H-1

Vi (s) =B |7 Vam(sg) + Y 7'(se) = Vaim(s0)|s0 = s,as ~ maa(lse) |- (D)
t=0

Vi (s) = sup VHﬁH (s) Qy(s,a) = ES,NPT&G,Z(S7G‘) [7V13—1(3/) + 7(s, 5/)] (2)

TH
Note that the —V;p, (o) term in Equation (3) is not affected by the choice of 7y, and does not
affect the ordering of policies. Thus, V¥ is equivalent to the planning objective used by model
predictive control (MPC) methods [30, 31, 32, 33] with H-step look-ahead and a terminal reward of
Vsim (when the ground truth dynamics are known). Thus, we define the H-step simulation guided
MPC expert via: w5 (+|s) < max, Q% (s,7(s)), which simply applies the optimal action under
the H-step look ahead at each state. Intuitively, 77, will greedily follow V;,, at every state when
H =1, and as we take H — oo the behavior of g will recover the behavior of 7* Thus, 73; can

real*
be viewed as a policy which has adapted the behavior of 7g;,, to follow V;,, along the real-world



dynamics, and for smaller values of H we should expect 77; to retain more of the behavior of 7g;y,.
However, because we do not know the p,..,; we do not know the actions taken by this expert policy.

2.3 The SGFT Framework Algorithm 1 Simulation-Guided Fine-tuning ( SGFT)
Even though we do not have di- Require: Pretrained policy 7, and value function Vi,
rect access to 7y, we can implic- 1D T < Tsim

itly learn its actions by optimizing 2 for each iteration k do

policies to maximize the H-step re- 3  fortime stczp‘t ): L,...,T do

turn Equation (3) starting from every g ~ |5

o .\ Observe the state s;.1 and the reward ;.
initial condition s € S. Thus, we 41 t

. , Tt < 1t + YWeim(st+1) — Viim(st)
propose the conceptual Simulation- D« DU (54, a4, 1, Se11)

R A A

Guided Fine-Tuning (SGFT) frame- end for
work, which is defined via pseudo- Approx. optimize 7 <+ max, Q% (s, 7(s J))
code in Algorithm 1. SGFT fine- Vs, € D using observed transitions D.

tunes 7g;,, to succeed under the real- 10: end for
world dynamics by iteratively 1) un-
rolling the current policy to collect transitions from p;..,; and 2) using the current data set D of
transitions to approximately optimize m < max, Q5 (s, 7(s;)) at each state s; the agent has
visited. In [32] a model-free method for approximating the optimization in step 2) is proposed,
and we discuss how this step can be performed with model-based methods below. By optimizing
7 max, Q7 (s,m(s;)), SGFT is implicitly attempting to learn and approximate the actions taken
T at every state the agent has visited (which is reminiscent of the learning loop used by DAgger
[34], with the obvious caveat that in our case the expert are not directly available).

2.4 Leveraging Short Model Roll-outs

Model-based reinforcement learning (MBRL) holds the promise of learning a generative model p
to rapidly learn effective policies with significantly less real-world data than model-free methods
[28]. However, as discussed in appendix A, the central challenge for MBRL is that small errors in p
can quickly compound over multiple steps, degrading the quality of predictions. As a consequence,
learning a model which is accurate enough to solve long-horizon problems can often take as much
data as solving the task with modern model-free methods [35, 36]. By boot-strapping V., in
simulation where data is plentiful, the SGFT framework enables agents to act effectively over long
horizons using only short, local predictions about the real-world dynamics. As our experiments
demonstrate, this substantially improves performance compared to model-free approaches. In what
follows, we denote the following returns under the model for 7 = {7} "

H-1

Vi (s) =E [ Vam(sm) + Y 7'1(s1) = Vaim(s0)[s0 = 8, ar ~ T s(-|s¢), 5141 ~ D(st, at)]
t=0

Vir(s) :=sup V" (s)  Qir(s,a) = Egop(s,a) [717;;,1(5’) +7(s, 8’)] : 3)

TH

Note the corresponding MPC policy which uses  is given by: 7% (+|s) < arg max, Q% (s, 7). We
next discuss two broad approaches which use p to approximately learn 77, at each iteration.

Improved Sample Efficiency with Data Augmentation (Algorithm 2). The generative model p
can be used for data augmentation by generating a data set of synthetic rollouts Dto supplement the
real-world data set D [28, 37, 38]. The combined data-set can then be fed to any policy optimization
strategy, such as generic model-free algorithms. We are specifically interested in state-of-the-art
Dyna-style algorithms [28] which, in our context, branch H-step rollouts from states the agent has
visited previously. As Algorithm 2 shows, after each data-collection phase, this approach updates
the generative model then repeatedly a) generates a data set D of synthetic H-step rollouts under
the current policy 7 starting from states in D b) approximately solves m <— maxz Q% (s, 7(s)) at
observed real-world states using the augmented data set D U D and a base model-free method. In
Section 3, we implement this approach with SAC [39].



Algorithm 2 Dyna-SGFT

Require: Policy 7, and value V. Set m <— Tgipm.
1: for each iteration k do
2:  Generate rollout {(s¢, as, 7¢, S¢41) } . under 7.
Tt = 1t +YVaim(St41) — Veim (s
D« DU (St, ag, ’Ft, St+1)
Fit generative model p with D.
Generate synthetic branched rollouts D under 7.
Approx. optimize 7 < max, Q7 (s, 7(s;))
Vs; € D using augmented dataset D U D
8: end for

AN A S

Online Planning (Algorithm 3).
The most straightforward way to ap- Algorithm 3 MPC-SGFT

proximate the behavior of 7 is sim- Require: Pretrained value Vj;,,, and initialized model p.
ply to apply the MPC controller 77 . for each iteration k do

generated using the current best guess Generate rollout {(s¢, az, ¢, St41) H—( under 5.
for the dynamics p. Algorithm 3 pro- 3 Tt < 16 + YVeim(St41) — Vsim(S¢e)

vides general pseudo code for this ap- 4 D+ DU (8¢, a¢,Tt, St41)-

proach, which iteratively 1) rolls out  5: Fit generative model p with D.

7%, (which is calculated using online ~_6: end for

optimization and p [40]) then 2) up-

dates the model on the current data set of transitions D. This broad approach encompasses a wide
array of methods [41, 42] . In Section 3, we implemented this approach using the TDMPC-2 [31].

3 Experiments

We aim to answer the following questions: (1) Can SGFT facilitate tractable online fine-tuning of
policies for dynamic, real-world manipulation tasks? (2) Does SGFT improve the sample-efficiency
of online fine-tuning over benchmarks? (3) Can SGFT learn policies which outperform direct trans-
fer techniques which leverage extensive domain randomization and/or system identification?

To answer these questions, we test a variety of methods on three real-world manipulation tasks
illustrated in Figure 3, demonstrating that both instantiations of SGFT excel at learning policies with
minimal real-world data. Specifically, we consider Hammering, Insertion, and Pushing tasks, and
detail the task set-ups and sim-to-real gaps in Appendix D. Each of these tasks is evaluated using
a Franka FR3 robot operating with either Cartesian position control or joint position control. We
evaluate the following classes of methods:

Hammering Success Rate Insertion Success Rate
07

/ﬂ

=

€
0 5 10 15 20 25 30 3 40 €7 0 25 50 75 100 125 150 175 200
Number of Real-World Rollouts

e Success Rate

Simulation
Running Average Success Rate

Number of Real-World Rollouts

Pushing Success Rate
= = Domain Randomization

Recurrent Policy + Domain Randomization

- = ASID

—— TDMPC2
QL

— SAC

—— PBRS-SAC

—— SGFT-TDMPC (Ours)

—— SGFT-SAC (Ours)

Real World

Running Average Success Rate

0 20 40 60 80 100

Fig. 3: Sim-to-Real Setup Simulation setup for Fig. 4: Real-world success rates during the course
pretraining (top) and execution of real-world fine- of online fine-tuning. We plot task success rates over
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insertion (middle), and pushing (right). Sec. 3. We see that SGFT yields significant improve-

ments in success and efficiency.



SGFT Instantiations. We implement concrete instantiations of the general Dyna-SGFT and
MPC-SGFT frameworks sketched in Algorithms 2 and 3. SGFT-SAC fits a model to real world
transitions to perform data augmentation and uses SAC as a base model-free policy optimization
algorithm. We use H = 1 for all our expirements. SGFT-TDMPC-2 uses TDMPC-2 [31] as a
backbone. The base method learns a critic, a policy, and an approximate dynamics model through
interaction data. It then performs MPC using the approximate model and learned critic as a terminal
reward. To integrate this method with SGFT, when transferring to the real-world we simply freeze
the critic learned in simulation and use the reshaped objective in Equation (3) for the online planning
objective. For our experiments, we use { = 4 and default hyperparameters [31].

Baseline Fine-tuning Methods. The SAC baseline fine-tunes the pre-trained policy to solve the
original MDP M,..,; using SAC [39] — it does not use of shaping or horizon shortening. PBRS fine-
tunes the policy under a reshaped infinite-horizon MDP using the reshaped reward 7 and SAC [39]
as the policy optimizer; namely, this approach does not leverage horizon shortening. TDMPC-2
fine-tunes the entire TDMPC-2 architecture [31] in the real world, but does not leverage reward
shaping. This serves as a state-of-the-art baseline for MBRL. IQL fine-tunes the pre-trained policy
to solve the original MDP M,..,; using IQL [43]. It does not make use of reward shaping or horizon
shortening. This serves as a state-of-the-art baseline for fine-tuning methods.

Baseline Sim-to-Real Methods. Our Domain Randomization baseline refers to policies trained
with extensive domain randomization in simulation and transferred directly to the real world. These
policies rely only on the previous observation. Recurrent Policy + Domain Randomization uses
policies conditioned on histories of observations, similar to methods such as [11]. ASID [14] is
a system identification method that performs targeted exploration in the real-world to identify the
dynamics parameters of the simulator that best match the real-world scene. Once the parameters are
identified, a policy is trained under the parameters in simulation then deployed zero-shot.

3.1 Analysis

The results for real-world evaluation during fine-tuning on these three tasks are presented in Fig. 4.
For all three tasks, zero-shot performance seen at the start of the plot is quite poor due to the dy-
namics gap between sim and real. Moreover, the poor performance of system identification methods
such as ASID highlight the fact that these gaps are due to more than parameter misidentification, but
rather stem from fundamental misspecification.

The second class of comparison methods include offline pretraining with online finetuning tech-
niques like IQL [43] and SAC [39]. Whether model-free or model-based, the SGFT finetuning
methods (ours) substantially outperform these techniques in terms of efficiency and asymptotic per-
formance. Moreover, they prevent catastrophic forgetting, wherein finetuning leads to periods of
sharp degradation in the policies effectiveness. This suggests that simulation can offer more guid-
ance during real-world policy search than just an initialization for subsequent finetuning. Our full
system consistently leads to significant improvement from fine-tuning, achieving 100% success for
hammering within a few minutes and pushing within an hour, and 70% success for the long-horizon
insertion task within two hours. The fact that SGFT outperforms both TD-MPC2 [31] and PBRS-
SAC, suggests that efficient finetuning requires a combination of both short model rollouts plus
value-driven reward shaping. And lastly, note that SGFT offers improvements on top of both SAC
and TDMPC2, showing the generality of the proposed paradigm. Additional evaluations and vi-
sualizations are in the Appendix, namely a set of sim-to-sim transfer results following standard
benchmarks (Appendix H), and visualizations of transferred value functions (Appendix G).

4 Limitations and Future Work

In this work, we present SGFT, a technique for efficient sim-to-real finetuning using off-policy
RL. The key idea in SGFT is to leverage learned value functions and models from simulation to
provide guidance for exploration even when simulation does not perfectly match reality through a
combination of short-horizon model hallucinations and potential-based reward shaping. There are



several limitations of SGFT that open avenues for improvement. Firstly, scaling SGFT to work
from raw perceptual inputs rather than low-dimensional states would make this paradigm broadly
applicable. Secondly, it is important to scale SGFT to higher dimensional action spaces and longer
horizon tasks. Thirdly, our choice of off-policy RL method can display a degree of instability and a
more efficient and stable base algorithm should be considered.
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A Related Work

Simulation-to-Reality Transfer. In this work, we assume that perception is approximately matched
and focus primarily on the dynamics gap. To bridge this dynamics gap, two classes of methods have
been popular - 1) adapting simulation parameters to real-world data and 2) learning adaptive or ro-
bust policies to account for changing real-world dynamics. While going back from the real world
to simulation can help target the simulation parameters more accurately [44, 45, 14], it cannot
overcome inherent model misspecification, as we show in our experimental evaluation. Learning
adaptive policies to account for changing real-world dynamics [46, 11, 47] can account for some
types of dynamics change, but is unable to guide exploration and adapt beyond the training range.
Perhaps most related is [13, 18], where simulation policies are fine-tuned with off-policy RL. How-
ever, besides initialization, simulation is not used to guide exploration throughout fine-tuning. In
contrast, our work proposes using simulation information throughout the process of fine-tuning to
improve efficiency.

Fine-tuning in Reinforcement Learning. Our work is related to algorithms for fine-tuning in
RL with online data collection, primarily from offline RL or imitation initializations. These algo-
rithms typically aim to provide an initialization that can continue improving with standard off-policy
RL [48, 49, 43, 50, 51]. They initialize policies and Q-functions from offline data and continue train-
ing them with standard RL methods, but do not use the pre-training data beyond initialization and
populating the replay buffer. In this work, we utilize the pretraining in simulation not just for initial-
ization, but also to provide guidance throughout the improvement process.

Reward Design in Reinforcement Learning. A significant component of our methodology is
learning dense reward shaping from simulation to guide real-world fine-tuning. This is closely tied
to the problem of reward design and reward inference in RL [52]. While a challenging problem
tabula rasa, prior techniques have attempted to infer rewards from expert demos [53, 54], success
examples [55, 56], LLMs [57, 58] or heuristics [59, 60]. We rely on simulation to provide reward
supervision using the PBRS formalism [29], and shorten the horizon of the learning task to im-
prove the sample comlexity of real-world learning [61, 62]. A final complementary line of work to
our comes from [22, 23, 24, 25] which relabels rewards from off-task (simulated) data, effectively
up-weighting transitions which approximately match the dynamics observed in the target domain.
While these works focus on the retrieval of useful samples from prior data sets with shifted dynam-
ics, our approach uses prior data to guided the discovery of novel sequences of states and actions in
the target domain. In principle, these techniques could be used in conjunction, although we leave
this to future work.

Model-Based Reinforcement Learning. A significant body of work on model-based RL learns
models for the dynamics to perform data augmentation [63, 64, 28, 65, 66] for downstream policy
optimization algorithms, plan online using the model [41, 42] and model predictive control (MPC),
or to be used as a control variate to reduce variance of policy gradient methods [67, 68, 69, 70].
The central challenge for each of these model-based methods is that small inaccuracies in predictive
models can quickly compound over time leading to large model-bias. An effective critic can be
used to shorten search horizons [31, 33, 71] yielding easier decision-making problems, but learning
such a critic from scratch can still require large amounts of on-task data. We demonstrate that for
many real-world continuous control problems critics learned entirely in simulation can be robustly
transferred to the real-world and substantially accelerate model-based learning.

B Theoretical Analysis

In this section we analyze the effectiveness of the H-step simulation-guided expert 77;. Specifically,
we seek suboptimality bounds for this agent and to understand when the behavior of this idealized
policy will be robust to the errors made by MBRL techniqus which leverage an approximate model p
for p,eq; that has been learned from real-world data. We are particularly interested in understanding
how SGFT with short prediction horizons H can mitigate errors in p, as this will be the case we face
when fine-tuning in the real-world with a small number of samples. To set the stage for this analysis,
we first relate the results from several prior theoretical analyses from the RL literature.
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Proposition 1. Suppose that maxscs |Vsim(s)—V,% ., (s)| < eand that ||p(s, a) —preai (s, a)|| < o

Then for H sufficiently small and for each s € S we have:

H
* e g gl
—Vii(s) <O ——aH 4
real(s) real(s) = (1 _,YO( + 1_,YHE) ’ )

where 73, is the MPC policy under the approximate mode as in ??

This result is a direct translation of [33, Theorem 3.1] to the notation our setting, where the big
O notation suppresses problem dependent constants and lower-order terms for small values of H
which are not important for our discussion. To understand the bound, first set o« = 0 so that there is
no modeling error (and we recover the behavior of 77;). In this case, we are incentivized to make
H larger. Intuitively, this follows from the fact that V;,,, (sx) can be viewed as an approximation to
V¥ . (su) in the H-step look ahead objective Equation (3). Because this approximation is scaled by
~H | the effect of errors in Vi, is diminished for larger values of H. Note, however, that this result
scales poorly for small values of H. This is especially true for long-horizon problems where v ~ 1.
On the other hand, the term involving « captures how errors in the model accumulate for different
horizons H, leading to mistakes in decision making. This term incentivizes us to make H as small
as possible. In particular, we are interested in understanding how we can mitigate large values of «,
which will arise in low-data regimes.

However, because results like ?? simply assume uniform worst-cases bounds on the difference
between between the magnitudes of Vy;,, and V© ;, they do not capture the fact that V;,,, may still
preserve an ordering over states that is useful for guiding real-world decision making. That is: when
the geometry of Vy;,, enables SGFT to guide policy search algorithms towards effective policies
under the real dynamics. We use the following definition from [61], which is similar to properties
from other works [62, 72]:

Definition 1. We say that Vy;,,, is improvable with respect to M ..q; if for each s € S we have:
mt?XEs’Np,.wl(s,a) [’Y‘/sim(s/)] - Vsim(s) > *7"(5)- ®))

Namely, Vy;,,, is improvable with respect to M., if there exists a policy which can increase
Vsim enough over time for each state (with respect to the reward function). A quick intuition we
make precise later is the following: as long as V;,,, reaches a maximum at desirable states in the
real world (such as at desired positions for an object being manipulated), then if V;,,, is improvable
with respect to M,..o; we can greedily follow Vy;,,, over short horizon to reach these desirable states.
Vsim 1s learned under the simulation dynamics and policy 7y, such that Vi, (s) = E[yViin (s)) +
r(s)|[s" ~ Psim(s,a), a ~ msim(:|8)], and thus is constructed to be improvable with respect to
Mim. We use the following pedagogical example to begin building an intuition for why we might
expect Vg;m to also be improvable with respect to M.

Pedagogical Example. Consider the following case where the real and simulated dynamics are
both deterministic, namely, 8’ = freqi(s,a) and s’ = freq(s, a) for some real and simulated tran-
sition maps freq; and fs;,,. Further assume for simplicity that 7, is deterministic. Specifically,
consider the case where s = (s1,52) € S C R?, a € A = R, and the dynamics are given by:

fsim (s, a) = [ii] - E;] +At {? sin(a;l) + a}

frear(s,a) = [zﬂ = [2] + At [? sin(z1) +£22+ 6(81,82)}

These are the equations of motion for a simple pendulum [73] under an Euler discretization with
time-step At, where s; is the angle of the arm, s is the angular velocity, a is the torque applied by
the motor, g is the gravitational constant, and [ is the length of the arm. The real-world dynamics
contains an unmodeled terms e(s1, s2), which might correspond to complex frictional or damping
terms. Consider the policy for the real-world given by: 7,.cq1(S) = Tsim(s) — e(s1, s2), and observe
that fsim(57 7rsim(s)) = freal (57 7r7"60,l(8))' This lmphes that ’y‘/sim(freal (57 Treal (8))) _‘/;im(s) =
YWaim (fsim (8, Tsim(8))) — Vaim(s) = —r(s), and thus Vi, is improvable with respect to M,.cq;
(because it is improvable with respect to M;,,, by definition). Note that 74, and 7.4 can differ
substantially for a large gap e(s1, s2).
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Main Insight. To make this property precise, we observe the fact: suppose for any state s, there
is some a such that preq (-], a) = psim(-|S, Tsim(8)); then Vi, is improvable with respect to
M eqi- More generally, for many continuous control tasks, it is reasonable to expect that pg;.,
approximately captures the geometry of what motions are possible under p,..q;, even if the actions
required to realize those motions in the two MDPs differ substantially, and thus it is reasonable to
assume Vy;,,, is improvable. This intuition is high-lighted by our real-world learning examples in
cases where we use SGFT with a prediction horizon of H = 1; in these cases the learned policy is
able to greedily follows V;,,, at each state and reach the goal, even in the face of large dynamics
gaps. We now present our main theoretical result:

Theorem 1. Let the Assumptions of Proposition 1 hold. Further suppose that V., is improvable
with respect t0 M.cqi. Then for H sufficiently small and each s € S we have:

o) = Vi) < 0 (a4 47e) ©

where 73, is the MPC policy under the approximate mode as in ??.

Proof can be found in the Appendix. At a high-level, the proof uses arguments similar to [72] to
bound the suboptimality of the expert policy 77;, and then combines this bound with the perturbation
bounds from [33] to bound how errors in the dynamics lead to additional suboptimaly. Note that
that the dependence on H and « is identical to the bound from Proposition ?? above. However,
the scaling for the term involving e is improved substantially for small values of H, especially for
long-horizon problems where v ~ 1. Thus, we can more readily use small values of H is combat
large model-bias when Vj;,,, is improvable with respect to M..,;. This provides insight into how
SGFT can rapidly learn effective policy in the real world by using short model rollouts with a coarse
model to approximate the behaviors of 77;.

C Proofs

We first present several Lemma’s used in the proof of 1.

Lemma 1. [33, Lemma A.1.] Suppose that ||p(s,a) — preai(s,a)|1 < a. Further suppose Ar =
maXgim r(8) — Ming, r(s) and AV = maxgim Vsim (8) — ming, Viim(s) are finite. Then, for
each policy ™ we may bound the H -step returns under the model and true dynamics by:

e SV

7
5 5 )

IV5(5) = Vil < (
Proof. This result follows imediatly from the proof of [33, Lemma A.1.], with changes to notation
and noting that we assume access to the true reward. O

Lemma 2. Suppose that ||p(s,a) — Dreat(s,a)|l1 < «. Further suppose Ar = maxg;y, 7(s) —
ming;, 7(s) and AV = maxgim Vsim (8) — milgim Vsim () are finite. Then for each state s € S

we have:
1— H-1

Vi) - Vilo) < (111 ar 1A ) ®

where Ty < maxz, V7H(s).

Proof. Let % «+ maxz, V/i(s) be the optimal policy under the true dynamics. By Lemma 1 we

have both that .
y g 1—~""" Ar AV
Vi(s) <V H(3)+7<1_,Y2 ’YH2) ~aH. ©))
e e 1—~H-1A AV
Vi (s) < Vi (s) +9 <7 & + vH) . (10)
11—y 2 2
Combining these two bounds with the fact that V7 (s) < ng’ (s) yields the desired result. O
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Lemma 3. Suppose that sup, Egp . (5,0) [V Vsim (8")] = Veim(s) > —r(s). Then we have Vi (s) >
Vii_1(s) for each s € S. Then for each s € S we have:

Vir(s) = Vi1 (s) (11)

Proof. Fix an initial condition s9 € S. Let 7w be arbitrary, and fix the shorthand 7* =
{mg,...,m_} for the time-varying policy 7* «— maxz Vj5_,(so). Then, concatenate these poli-
cies to define: @ = {n7, ..., 7} _o, 7}, which is simply the result of applying the optimal policy for
the (H — 1)-step look ahead objective Equation (3) starting from s, followed by applying 7 for a
single step. Letting the following distributions over trajectories by generated by 7*, by the definition
of Vi:

Vi (s0)

>E

H-1
’YH‘/sim(SH) + Z 'Ytr(st) - Vvszm(SO)‘|

t=1
=E [v"Viim(su) = v WVaim(sm—1) + 7" r(sp_1)]

+E

H-2
VI Waim (1) + Y 'r(se) — Vsim(so)]

=1
=E |:’YHVS7JW(8H) — YT Wi (sm—1) +¥Hr(sg_1) + Vﬁ_l(so)}

Now, since our choice of 7 used to define 7 was arbitrary, we choose 7 to be deterministic and
such that By, (5,0)[YVsim(8')] = Visim(s) > —r(s) at each state s € S, as guaranteed by the
assumption made for the result. This choice of policy grantees that:

E |:7HV9i77L($H) - 7H71V91'77L(3H—1) + 'YHT(SH—l):| Z O (12)

The desired result follows immediately by combining the two preceding bounds, and noting that
our choice of initial condition was arbitrary, meaning the preceding analysis holds for all initial
conditions. O

Lemma 4. Suppose that Vs, is improvable and further suppose that maxsecs |Vsim(s) —
V()] < e Then any policy m which satisfies Aj;(s,m) = Q% (s, m) — Vii(s) > —d will

satisfy:

é
r*eal(s) - V;T;al(s) S 7H6 + ﬁ (13)

Proof. Our goal is first to bound how Q%; (s, 7) changes on expectation when applying the given
policy for a single step. We have that:

Qi (s,m)+6 > Vii(s) (14)
Vi (s) > Vi_i(s) (15)
Qu(s,m) =E[Vi_1(s') +7(s,8")] (16)

where the first inequality follows from the Assumption of the theorem, the second inequality follows
from Lemma 3 and is simply the definition of Q%;. Letting s’ ~ pycqi(s, a) with a ~ 7(-|s), we can
take expectations can combine the previous relation to obtain:

VEQu (s m) +7(s, 8470 = 4E [V (s') +7(s.8)| + Z E [7Vi 1 (s) + 7(s, 8')] = Qs (s, 7).

(17)
That is:
VE Q5 (8", m)] + 7(s) + 75 > Q; (s, 7). (18)
Alternatively:
7(s) = Qy (s, m) —VE[Qy (s, )] — 0. (19)
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Next, we use this bound to provide a lower bound for V.7, ,(s). Because the previous analysis holds
at all states when we apply 7, the following holds over the distribution of trajectories generated by

applying 7 starting from the initial condition s :

Eoru(®) [Z V'7(s0) | = Viea(s) = Va(so)
t=0

>Eyr (s) [Z vt (Qﬁ(st, ) = Q% (St41, W))] —8y A
t=0 t=0

i "0
= Qu(s0,m) — mv

where we have repeatedly telescoped out sums to cancel out terms.
Thus, we have the lower-bound:

x 5
aa(s) > Qi (5,7) + Vaim(50) = 7 20)
Next, we may bound:
H-1
Vi (s0) + Vaim(s0) 2 B 2z o) Y Vi (sm) + Z; v (se) (21)
t=

H-1

'YH‘/SZ'm(SH> - ’YH r*eal(sH) + ’VHVYr*eal(sH) + Z ’ytr(st)
t=0

o eat (s0)

=E i (g [V Veim(sm) = v Vieai(sm)] + Viai (s0)-

Invoking the assumption that max; |Viim(s) — Vi

™ a1(8)] < €, we can combined this with the pre-
ceding bound to yield:

Vii(s0) + Vaim(s0) = View(s) —="e. (22)
Finally, once more invoking the fact that Q%;(s, ) 4+ § > V};(s) for each s € S and combining this
with Equation (20) and Equation (21), we obtain that:
90
L=y
Yo

> Vi (s0) + Veim(s0) — m -0

T‘I;al(s) Z Q?{(Svﬂ-) + ‘/51771(30) -

from which the state result follows immediately. O
Proof of Theorem 1:

Proof. The result follows directly from a combination of Lemma 4 and Lemma 2 by suppressing
problem-dependent constants and lower order terms in the discount factor . O

D Environment Overviews:

Hammering is a highly dynamic task involving force and contact dynamics that are impractical to
precisely model in simulation. We construct such a task where the robot is tasked with hammering
a nail in a board. The nail has high, variable dry friction along its shaft. In order to hammer the nail
into the board, the agent must hit the nail with high force repeatedly. The dynamics are inherently
misspecified between sim and real here due to the infeasibility of precisely modeling the properties
of the nail and its contact behavior with the hammer and board.
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Insertion [74] involves the robot grasping a table leg and accurately inserting it into a table hole. The
contact dynamics between the leg and the table differ between simulation and real-world conditions.
In the simulation, the robot successfully completes the task by wiggling the leg into the hole, but
in the real world this precise motion becomes challenging due to inherent noise in the real-world
observations as well as contact discrepancies between the leg and the table hole.

Pushing requires pushing a puck of unknown mass and friction forward to the edge of the table
without it falling off the edge. Here, the underlying feedback controller of the real world robot
inherently behaves differently from simulation. Additionally, retrieving and processing sensor in-
formation from cameras incurs variable amounts of latency. As a result, the controller executes each
commanded action for variable amounts of time. These factors all contribute to the dynamics shift
between sim and real, requiring real-world fine-tuning to reconcile.

E Environment Details

Sim2Real Environment. We use a 7-DoF Franka FR3 robot with a 1-DoF parallel-jaw gripper. Two
calibrated Intel Realsense D455 cameras are mounted across from the robot to capture position of
the object by color-thresholding pointcloud readings or retrieving pose estimation from aruco tags.
Commands are sent to the controller at SHz. We restrict the end-effector workspace of the robot in a
rectangle for safety so the robot arm doesn’t collide dangerously with the table and objects outside
the workspace. We conduct extensive domain randomization and randomize the initial gripper pose
during simulation training. The reward is computed from measured proprioception of the robot and
estimated pose of the object. Details for each task are listed below.

Hammering. For hammering, the action is 3-dimensional and sets delta joint targets for 3 joints
of the robot using joint position control. The observation space is 12-dimensional and includes end-
effector cartesian xyz, joint angles of the 3 movable joints, joint velocites of the 3 movable joints, the
z position of the nail, and the xz position of the goal. Each trajectory is 50 timesteps. In simulation,
we randomize over the position, damping, height, radius, mass, and thickness of the nail. Details
are listed in Tab. 1.

The reward function is parameterized as () = —10 - Tnaji—goat (£) Where Tnail—goat = (Tnail)> —
(rgoal) - represents the distance in the z dimension of the nail head to the goal, which we set to be the
height of the board the nail is on.

Puck Pushing. For puck pushing, the action is 2-dimensional and sets delta cartesian Xy position
targets using end-effector position control. The observation space is 4-dimensional and includes
end-effector cartesian xy and the xy position of the puck object. Each trajectory is 40 timesteps. In
simulation, we randomize over the position of the puck. Details are listed listed in Tab. 2.

Let re. be the cartesian position of the end effector and r,; be the cartesian position of the puck
object. The reward function is parameterized as 7(t) = —7ce—goal (£) — Tobj—goat (£) + Tthreshold () —
Ttable (t) Where ree—goal (t) = [|Tee(t) — Fopj(t) + [3.5cm, 0.0cm, 0.0cm]|| represents the distance of the
end effector to the back of the puck, 7obj—goal (t) = ||(Tobj(t))> —55cm|| represents the distance of the
puck to the goal (which is the edge of the table along the x dimension), Tnreshold (t) = I[Tobj—goal (£) >
2.5cm] represents a goal reaching binary signal, and 7upie(t) = I[(ropj(t)). < 0.0] represents a
binary signal for when the object falls of the table.

Inserting. For inserting, the action is 3-dimensional and sets delta cartesian xyz position tar-
gets using end effector position control. The observation space is 9-dimensional and includes
end-effector cartesian xyz, the xyz of the leg, and the xyz of the table hole. Each trajectory is
40 timesteps. In simulation, we randomize the initial gripper position, position of the table, and
friction of both the table and the leg.

Let rpo1 (t) and rpes () represent the Cartesian positions of the leg and table hole. Let:

xdistance(t) = Clip (|rposl,ac(t) — Tpos2,z (t)|7 0.0, 0-1)
ydistance(t) = CllP (|rposl,z (t) - rposZ,z(t) |7 0.0, 01)
Zdistance(t) = clip (|rposl,y(t) — Tpos2,y (t)‘, 0.0, 01)
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Let the success condition be defined as:
Tsuccess (t) =1 [xdistance(t) < 0.01and ydistance<t) < 0.01and Zdistance(t) < 0~01]

The reward function is now:

T(t) = Tsuccess(t) — 100 * (xdistance(t)2 + ydistamce(t)2 + Zdistance(t)2>

Sim2Sim Environment. We additionally attempt to model a sim2real dynamics gap in simu-
lation by taking the hammering environment and create a proxy for the real environment by fixing
the domain randomization parameters, fixing the initial gripper pose, and rescaling the action mag-
nitudes before rolling out in the environment.

F Implementation Details

Algorithm Details. We use SAC as our base off-policy RL algorithm for training in simulation and
finetuning in the real world. For our method, we additionally add in two networks: a dynamics model
which predicts next state given current state and action, and a state-conditioned value network which
regresses towards the Q-value estimates for actions taken by the current policy. These networks are
training jointly with the actor and critic during SAC training in simulation.

Network Architectures. The Q-network, value network, and dynamics model are all parame-
terized by a two-layer MLP of size 512. The dynamics model is implemented as a delta dynamics
model where model predictions are added to the input state to generate next states. The policy net-
work produces the mean p, and a state-dependent log standard deviation log o, which is jointly
learned from the action distribution. The policy network is parameterized by a two-layer MLP of
size 512, with a mean head and log standard deviation head on top parameterized by a FC layer.

Pretraining in Simulation. For hammering and puck pushing, we collect 25,000,000 transitions
of random actions and pre-compute the mean and standard deviation of each observation across
this dataset. We train SAC in simulation on the desired task by sampling 50-50 from the random
action dataset and the replay buffer. We normalize our observations by the pre-computed mean
and standard deviation before passing them into the networks. We additionally add Gaussian noise
centered at 0 with standard deviation 0.004 to our observations with 30% probability during training.
For inserting, we train SAC in simulation with no normalization. We train SAC with autotuned
temperature set initially to 1 and a UTD of 1. We use Adam optimizer with a learning rate of
3 x 10™%, batch size of 256, and discount factor v = .99.

Finetuning in Real World. We pre-collect 20 real-world trajectories with the policy learned in
simulation to fill the empty replay buffer. We then reset the critic with random weights and continue
training SAC with a fixed temperature of o = 0.01 and with a UTD of 2d with the pretrained actor
and dynamics model. We freeze the value network learned from simulation and use it to relabel
PBRS rewards during finetuning. During finetuning, for each state sampled from the replay buffer,
we additionally hallucinate 5 branches off and add it to the training batch. As a result, our batch size
effectively becomes 1536. The policy, Q-network, and dynamics model are all trained jointly on the
real data during SAC finetuning. We don’t train on any simulation data during real-world finetuning
because we empirically found it didn’t help finetuning performance in our settings.
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Table 1: Domain randomization of hammer- Table 2: Domain randomization of puck

ing task in simulation

pushing task in simulation

Name Range Name Range
Nail x position (m) [0.3,0.4] Puck x position (m) [0.0, 0.3]
Nail z position (m) [0.55, 0.65] Puck y position (m) [-0.25, 0.25]
Nail damping [250.0, 2500.0]

Nail half height (m) [0.02, 0.06]

Nail radius (m) [0.005, 0.015]

Nail head radius (m) [0.03, 0.04]

Nail head thickness (m) [0.001, 0.01]

Hammer mass (kg) [0.015, 0.15]

G Qualitative Results

We analyze the characteristics of hal-
lucinated states and value functions
in Fig. 5. We visualize a trajec-
tory of executing puck pushing in
simulation using the learned policy
in this plot. The red dots indicate
states along a real rollout in simula-
tion. The blue dots indicate halluci-
nated states branching off real states
generated by the learned dynamics
model. The green heatmap indicates
the value function estimates at differ-
ent states. A corresponding image of
the state is shown for two states. The
trajectory shown in the figure shows
the learned policy moving closer to
the puck before pushing it. The value
function heatmap shows higher val-
ues when the end effector is closer to
the puck and lower values when fur-
ther. Hallucinated states branching
off each state show generated states
for finetuning the learned policy.
Note that it is hard to directly
visualize states and values due to
the high-dimensionality of the state

Visualization of Puck Pushing Trajectory
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Fig. 5: Visualization of real rollout, hallucinated states, and

value function. The red dots indicate states along a real rollout
in simulation. The blue dots indicate hallucinated states branch-
ing off real states generated by the learned dynamics model. The
green heatmap indicates the value function estimates at different
states. A corresponding image of the state is shown for two states.
Since it is hard to directly visualize states and values due to the
high-dimensionality of the state space, we only show a part of the
trajectory where the puck does not move. This allows us to visual-
ize states and values along changes in only end effector xy.

space. To get around this for puck pushing, we only show a part of the trajectory where the puck
does not move. This allows us to visualize states and values along changes in only end effector xy.
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H Sim-to-Sim Experiments

Here we additionally test each of the proposed methods on the sim-to-sim set-up from [75], which
is meant to mock sim-to-real gaps but for familiar RL benchmark tasks. The results are depicted
in Figure for the Walker Walk and Cheetah run environments. For both tasks, we use the precise
settings from [75]. Note that the general trend of these results matches our real world experiments —
SGFT substantially accelerates learning and overcoming the dynamics gap between the ‘simulation’
and ‘real environments’.

Cheetah Run Walker Walk

“Real" Env Normalized Return

£ O A A A A

1000 Steps 1000 Steps

== Domain Randomization
Recurrent Policy + Domain Randomization
- ASID
—— TDMPC2
o oL o
— SAC
—— PBRS-SAC
~—— SGFT-TDMPC (Ours)
= SGFT-SAC (Ours)

Fig. 6: Normalized Rewards for Sim-to-Sim Transfer. We plot the normalized rewards for two sim-to-sim
transfer tasks, where the rewards are normalized by the maximum reward achieved by any method.
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