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Abstract

End-to-end automatic speech recognition sys-
tems often fail to transcribe domain-specific
named entities, causing catastrophic failures
in downstream tasks. Numerous fast and
lightweight named entity correction (NEC)
models have been proposed in recent years.
These models, mainly leveraging phonetic-
level edit distance algorithms, have shown im-
pressive performances. However, when the
forms of the wrongly-transcribed words(s) and
the ground-truth entity are significantly dif-
ferent, these methods often fail to locate the
wrongly transcribed words in hypothesis, thus
limiting their usage. We propose a novel NEC
method that utilizes speech sound features to
retrieve candidate entities. With speech sound
features and candidate entities, we inovatively
design a generative method to annotate entity
errors in ASR transcripts and replace the text
with correct entities. This method is effective in
scenarios of word form difference. We test our
method using open-source and self-constructed
test sets. The results demonstrate that our NEC
method can bring significant improvement to
entity accuracy. We will open source our self-
constructed test set and training data.

1 Introduction

End-to-end automatic speech recognition (ASR)
systems (Graves and Jaitly, 2014; Chorowski et al.,
2014; Graves, 2012) achieve significant improve-
ments in recent years and the wide usage of weak
supervised (Radford et al., 2022) and unsupervised
(et.al, 2023b) data further improves ASR perfor-
mance. SOTA ASR models achieve considerably
low word error rate (WER) on open-source ASR
test sets, such as GigaSpeech (et.al, 2021) or Lib-
riSpeech (Panayotov et al., 2015). However, they
often mistranscribe domain-specific words, such
as person names, locations or organizations, into
common words, causing severe misunderstanding.
In recent years, numerous works (Pundak et al.,
2018; et.al, 2020b; Dutta et al., 2020; Le, 2021)
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Figure 1: The drawback of NEC methods based on
phonetic-level similarity algorithms in scenarios when
the word form of the ground-truth entity is greatly dif-
ferent from that of the to-be-corrected text.

propose NEC methods to correct named entity er-
rors in ASR transcripts. We divide these methods
into two categories: (1) correct errors along with
transcript generation; and (2) correct errors after
transcript generation, namely, post-editing errors.
In category (1), a number of methods (Bruguier,
2019; et.al, 2020a; Huber et al., 2021; Wang et al.,
2023) train additional modules to equip ASR mod-
els with the capability of contextual bias. Other
methods (Guo et al., 2019; Zhang and Huang, 2020;
Zhang et al., 2019; Ma et al., 2023) directly use pre-
trained models (Devlin et al., 2019; et.al, 2020c)
of text to correct errors in transcripts. Methods in
category (1) require modifications to ASR systems
in order to equip ASR systems the capability of
error correction, so these methods can hardly be
applied to third-party ASR systems.

In contrast, methods in category (2) require no
modification to ASR systems, so post-editing NEC
methods are more applicable, especially when us-
ing ASR systems that are running in the cloud. Re-
cent works under this category focus on solving is-
sues like slow inference speed and lack of phonetic
constraints due to the use of non-autoregressive
models (Leng et al., 2022b,a; et.al, 2023a).

Among those, fast and lightweight methods
based on text and phonetic-level similarity com-



puted by edit distance algorithm have shown signifi-
cant performance (Raghuvanshi, 2019; et.al, 2020a)
(we refer this method as PED-NEC hereinafter).
However, although this method is simple and ef-
fective, its performance deteriorates greatly in sce-
narios when there is a great difference between the
word forms of the ground-truth entity and the to-
be-corrected text. When the forms of entity and
related incorrect text in ASR transcripts are similar,
we can easily locate mistakes by traversing entity
datastore. However, when the forms are different,
it is hard to locate the to-be-corrected words by
simply traversing the ground-truth entity datastore.

As shown in Figure 1, the Chinese ASR model
mistakenly transcribes "KiE F A" (large lan-
guage model) as "K JR 1 A" (large original
model). Methods based on text and phonetic-level
edit distance have difficulties to determine whether
the correct entity is "KIEZ" (large model) or "X
THF A" (large language model), because the
word form of the incorrect content is different from
the correct entity. This issue is especially com-
mon for loanwords and entities that contain digits.
For example, a Chinese ASR system transcribes
"ChatGPT" as "YJf¥GPD", making it particularly
challenging for NEC methods that are based on
phonetic similarity search.

To address the issue above mentioned, we inno-
vatively propose an NEC method using a genera-
tive approach to annotate to-be-corrected text in
transcript. To be more specific, we utilize speech
sound feature, candidate named entity, and ASR
transcript to generate (label) to-be-corrected words
in the transcript, and perform correction accord-
ingly. This NEC method, which is based on error
annotation, achieves end-to-end text correction af-
ter identifying the to-be-corrected text, without the
need to consider word form changes, so it is supe-
rior to previous rule-based replacement approaches.
We validate the effectiveness of our method on both
open-source Aishell (Bu et al., 2017) test sets and
self-constructed BuzzWord set, and results show
that our method outperforms PED-NEC. Partic-
ularly, our method significantly outperforms the
PED-NEC method when the word forms of the to-
be-corrected text and correct entity are different, as
well as on our challenging BuzzWord test set.

2 Method

The rationale of PED-NEC is that ASR systems
often mistranscribe entities to phonetically similar

common words. PED-NEC is a two-step approach:
(1) entity retrieval based on speech sound similarity
and (2) text correction. Compared to PED-NEC,
our method replaces step (1) with direct use of
audio for retrieval, which we believe helps solve
NEC errors such as "{Jf#GPD". Then we employ
a generative approach for text correction.

Our method is based on a pre-trained Attention-
based Encoder-Decoder (AED) ASR system. The
correction process is shown in Figure 2. A datas-
tore is constructed in advance to store audio-text
pairs of entities. After the speech segment and
ASR transcript are obtained, speech retrieval is per-
formed to determine whether a part of the speech
segment shares similar speech sound features with
any candidate entity in the datastore. If yes, we
then concatenate the candidate entity and the ASR
transcript as a prompt to guide the correction model
to generate the possible wrong word(s) in the ASR
transcript corresponding to the correct entity. Fi-
nally, we replace the wrong text with the correct
entity in the datastore. We detail the process of
each step in the following part of this section.

2.1 Datastore Creation

For the list of entities X = {z1, x2, ...z, } wWe col-
lected, we can obtain their speech sounds

Speechy, = TTS(x;) (1)

via text-to-speech (TTS) engine. Then we input the
TTS-generated audios to encoder, and use the out-
put of the last layer of the encoder as the phonetic
representation of the entity z;. To improve retrieval
accuracy and reduce memory usage, we add a Con-
volutional Neural Network (CNN) layer to the end
of the encoder. So the audio representation of entity
x; 1s denoted as:

¥, = CNN(Encoder(Speechy,)) ()

As a result, the datastore stores key-value
(representation-entity) pairs

{2}, 21), (xh, x2), ...(x}, x;)...} 3)

2.2 Entity Retrieval

We then input the speech segment s to the encoder
and get its representation s’ from the output of the
last layer of the encoder:

s’ = CNN(Encoder(s)) 4
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Figure 2: Our method consists of two steps: The left part (SS) denotes datastore construction and candidate entity
retrieval. The right part (GL) denotes concatenating candidate entities and ASR transcript as a prompt to guide
model generate errors in the transcript. Finally, error correction is done by text replacement.

We introduce self-attention network (SAN) and
feed-forward network(FFN) to calculate the proba-
bility p; that s contains a candidate entity x} in the
datastore. The probability is denoted as:

p; = Sigmoid(FFN(SAN(q = 2} k,v = §')))
(&)
It should be noted that the input SAN and q are
representations of . k and v are key and value of
candidate entity s’. In addition, we apply average
polling after FFN for final classification.
Finally, we obtain the probabilities

{p1,p2,...pi--.} (6)

of whether any entity in the datastore is in the
speech segment. We select top K candidate en-
tities for further correction if the probability p; is
higher than the threshold we set.

2.3 Error Correction

We obtain several candidate entities through entity
retrieval as described above. As shown in Figure 2,
we concatenate entities with symbol "llI" and then
concatenate the entity string with ASR transcript
using "<EC>". The entity+transcript string is used
as a prompt to guide the correction model generate
wrong entities in the transcript that share similar
sound features as the candidiate entity. The process
is actually a generative annotation method as the
correction model outputs one or several words in
the original ASR transcript. Our generative method
is insensitive to word form difference between the
to-be-corrected text and candidate entity, thereby
solving the issue described in Figure 1.

In addition, our method also possesses the ca-
pability of Entity Rejection. If the model cannot

Type Predict Errors

1 <empty> lll <empty> Ill Error3

2 Errorl Ill Error2 Ill Error3

3 Errorl-1,Errorl-2 Ill <empty> lll Error3

Table 1: Several possible forms of prediction errors
when there are three candidate entities.

match a candidate entity with a possible wrong
entity in the transcript, it will generate symbol
"<empty>" to indicate no result is returned. We
believe this method can easily identify the to-be-
corrected text, as it combines the original audio,
the candidate entity, and the incorrect transcript.
The model aims to find the to-be-corrected text that
shares similar speech sounds and aligns with lan-
guage model. The final step is to replace wrong
text with the ground-truth entity in the datastore.
Using a generative approach to predict incorrect
text, we can easily handle various error correction
scenarios. As shown in Table 1, where three candi-
date entities are retrieved, the returned result from
the correction model may have different formats.
If a candidate entity does not match any piece of
text in transcript, an "<empty>" symbol is returned
to skip correction. In addition, when a candidate
entity matches more than one mistake (type 3 in
Table 1), our method can correct all of them.

3 Experimental Setup
3.1 Training Data

To train the correction model, labeled entities in
the ground-truth transcripts are required. Thanks
to Chen et al. (2022) and Yadav et al. (2020), we
obtained 54,129 Chinese entities in Aishell dataset.
We refer to their labeling framework to construct
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Figure 3: Constructing generative labeling training data
using speech with ground-truth transcript.

our training data. Audio-text pairs that contain
labeled entities are used as positive samples while
pairs with no entity are treated as negative samples
(ten times the number of positive samples). Speech
sounds for entities are generated via TTS!.

As shown in Figure 3, to equip the pre-trained
model with error correction capability, the pre-
labeled entity data mentioned above is used to con-
struct fine-tuning data. We first use the Whisper-
base model to generate ASR transcripts that may
contain incorrect entities, and align them with cor-
rect ones using edit distance. The amount of fine-
tuning data is less than the data used for training
the classification model. We only use 10k training
data. To enable the model to generate "<empty>"
when no correction is needed, 20% prompts con-
tain entities that are not in the transcript, or only
partly correct (for example, if the entity that needs
to be corrected is "3 />—F", the entity in our
prompt might be "3 /L>F ", thus the expected re-
sult is "<empty>").

It should be noted that all of our training data
can be automatically constructed based on the cur-
rent open-source data, making it easy for other
researchers to reproduce our experiments.

3.2 Test Set

We use two test sets to verify the effectiveness of
our NEC method. One is the Aishell test set, and
the other is the BuzzWord test set that we con-
structed. We merge all the deduplicated NEs (a
total of 3,101) from both the dev and test sets of
Aishell to serve as the NE database for the Aishell
test set. To better demonstrate the effectiveness of
our method in challenging scenarios, we construct
a BuzzWord test set. Some of these buzzwords are

"https://github.com/espnet/espnet

long entities, loanwords, or entities consisting of
digits, which are really challenging to ASR sys-
tems. The word forms of these words transcribed
by ASR systems often vary greatly to that of the
ground-truth buzzwords.

The BuzzWord test set contains 1500 short
speech segments and corresponding ground-truth
transcripts from January 2023 to January 2024. In
the test set, we construct 500 positive test cases that
contains buzzwords and 1000 negative test cases
without buzzwords. To make our test set more
close to real error correction scenarios, we take
speech diversity into consideration. For each buz-
zword, we collect 10 positive test cases from at
least 5 speakers, and we carefully balance female
and male voices. Negative samples are also from
those speakers. These buzzwords appear at the be-
ginning, in the middle, or at the end of the speech
segment, and a buzzword may appear more than
once in one speech segment. For details about the
buzzwords test set, see Appendix Table 5.

Although we only have 50 buzzwords, our ex-
periment shows that this test set poses a great chal-
lenge to existing ASR systems.

3.3 Evaluation Metrics

Followed by Wang et al. (2024)’s work, we assess
the performance of various NEC methods using
four key metrics:

¢ CER: measures the total character error rate
of the entire test set.

* NNE-CER: evaluates the character error rate
for characters within the utterance that do not
form part of an entity.

¢ NE-CER: determines the character error rate
for characters that constitute entities within
the utterance.

* NE-Recall: gauges the recall rate of entities
within the utterance that are accurately recog-
nized.

3.4 Parameters

The ASR AED pre-trained model we used is
Whisper-base?. In speech classification, we use
a one-dimensional CNN with a window size of 3
and a stride of 2. The dimension of the SAN is 512,
and the hidden layer dimension of FFN is 2048.
During training, we use one GPU, with a batch size

Zhttps://github.com/openai/whisper



AISHELL Test Set (%) Word Form Variation Set (%)
Model CER| NNE CER|] NE CER|] NE Recallt|CER] NNE CER| NE CERJ NE Recallf
Whisper | 10.47 10.00 15.41 70.85 18.99 18.10 25.34 254
PED-NEC | 10.40 10.42 10.85 83.34 17.60 18.32 13.58 50.79
PED+GL | 10.00 10.00 10.03 84.34 16.76 18.12 12.55 50.85
SS+NEC | 10.26 10.41 8.34 86.20 17.01 18.19 13.05 50.82
SS+GL 9.85 10.01 7.41 87.31 11.45 18.10 7.53 86.51

Table 2: Our error correction results on the Aishell test set and the Word Form Variation Set we constructed.

BuzzWord Test Set (%)
Model NNE NE NE
CER| CER| CER] Recallt

Whisper 16.23 15.29 4649 12.22
PED-NEC | 10.67 1549 23.62 61.82
PED+GL 15.00 1529 129 79.96
SS+NEC 16.01 1547 1740 70.03
SS+GL 14.77 1529 17.26 87.47

Table 3: The experiment results of our error correction
method on the BuzzWord test set.

of 512 and a learning rate of 5e-5. We use a con-
structed dev set to determine the convergence of the
model. The encoder parameters of the pre-trained
model are frozen during training and fine-tuning.
During fine-tuning, the batch size is set to 64 and
the learning rate to le-4. During entity retrieval,
we select a candidate entity as prompt if the prob-
ability is greater than 0.3, with a maximum of 5
candidate entities in one speech segment.

3.5 Baseline System

The ASR results for all test sets are generated by
Whisper, which is trained on a large amount of
weakly supervised data. We used Whisper-large
v23 in our experiment. For system comparison, we
focus on the method based on Phonetic-level Edit
Distance (Raghuvanshi, 2019), namely the previ-
ously mentioned PED-NEC, as a strong baseline.
Our method use the same implementation method
as Wang et al. (2024)*, which additionally includes
a preliminary Corrupted Entity Detection (CED)
module. The implementation details of the baseline
are described in Appendix A.3. We also test our
method on commercial ASR systems like iFlytek®
and Amazon® on the BuzzWord test set.

*https://github.com/openai/whisper
*https://github.com/Amiannn/Dancer
>https://www.xfyun.cn/services/Ifasr
®https://aws.amazon.com/transcribe

4 Result

In addition to comparing with PED-NEC, our
method has three different variants. PED+GL is
to find candidate results using PED, and then cor-
rect them using our generative annotation method
(GL). SS+NEC determines whether a speech seg-
ment contains a certain entity based on the entity
speech sound and the input speech segment (SS),
and then applies the PED-NEC approach for cor-
rection. SS+GL is shown in Figure 2. Which is
to find candidate results using SS and then correct
them using GL.

We verify the effectiveness of our method on the
Aishell and self-constructed BuzzWord test sets.
On the Aishell test set, we specifically compare per-
formances of different NEC methods in scenario
when the word form of the to-be-correct text is dif-
ferent from the word form of the candidate entity.
In addition, we also test our method upon commer-
cial ASR systems to demonstrate generalizability
of our method (Appendix Table 6)

4.1 Aishell Result

Experiment results are shown in Table 2. On the
AISHELL test set, Whisper already achieves a rel-
atively high accuracy in terms of NE transcription,
with a Recall of 70.85%. Our baseline error cor-
rection method, PED-NEC, further increases the
Recall to 83.34% upon Whisper. The improvement
is significant, demonstrating PED-NEC is an ef-
fective method. However, it should be noted the
PED-NEC slightly increase NNE-CER, indicating
that this method has a tendency of over-correction.

When we use PED for entity retrieval and GL for
correction (PED+GL), we observe improvements
on all four metrics, with an increase of more than
one point in terms of entity recall. However, NNE-
CER achieves similar performance as the baseline,
indicating that over-correction is rare when GL is
used. When the entity retrieval employs the SS
method, but error correction still uses the PED-



Result

Ref: 2| F#H2050FE )5

Ours: 3| FHA250FE/L 5

(chang jiang bai xtn) 5t A 5370 T Hi i 0

ASR: 2| 2850 f5 KT I H 2 (chdng jiang bai xu yan)#t S 76 TR % i O
PED-NEC: %] I 42 50 )5 14 & [ /18 2 (14n jian bai xt yan)it R A T KT & N
(chang jiang bai xin)g = 5310 T KT K HiiE O
Explanation: The ASR system wrongly treats the word "#7 (xtin)" as a linking pronunciation
of two words "JIEZ (xi1 ytin)", and thus mistranscribes the word.

Ref:

2 | PED-NEC:
Ours:

(hud shuod ling yao)X M FEProfE/ M L 2 1 RE_F#VE & B = F7K e

ASR: “E1i101 (hud shud ling yao)X W FEProfE/ ML ITIA M RE_E#VE & 65 M 7K
01X W BEProfES NI AR I RE_H#VH & 6 = 7K

XX BEProfES ML TR & P BE L #VE & B i 7K v

Explanation: A mistranscription of Chinese words "Z## (ling y20)" to numbers "01 (ling yao)"

Ref:

Ours:

(mi dé zhong ni)"

H A — R JEF RN 22 B

ASR: KAE(HE (mi dé zhong ni) B A& — 1 IEH IEF AN 22 B

PED-NEC: KfE{f JE(mi dé zhong nif) B FE— MR ARH BN 2 BIEUT

B — N ER BRI 2 B

Explanation: A mistranscription of English word "Midjourney" to Chinese words " K& {H g

Table 4: Examples of comparing PED-NEC and our method when the word form of transcribed entity results and

the word form of the entity are different.

NEC approach (SS+NEC), we observe varying de-
grees of improvement in both NE-CER and NE-
Recall. However, both CER and NNE-CER de-
crease, indicating that the SS-based entity retrieval
method performs better but still fails to address
cases of over-correction. Our proposed SS+GL
method gets the lowest CER (9.85) and highest NE
recall (87.31%). And NNE-CER is about 10, which
is very close to the best result.

We construct a Word Form Variation set by man-
ually selecting 50 NEs from the AiShell test set
of which the word forms of the incorrect text and
the ground-truth entity are different (some word
form changes are due to the addition of punctu-
ation marks). On this test set, we find that our
method significantly outperforms PED-NEC.

4.2 BuzzWord Result

A majority of the entities in our BuzzWord test
set are newly-created words from January 2023
to January 2024, so most of them are OOVs to
ASR systems. In addition, many of the entities are
combinations of Chinese characters, English letters,
and digits. As the word form of the incorrect text
generated by ASR system often differs from that of
the ground-truth entity, this test set is challenging
for entity retrieval and correction.

As shown in Table 3, the NE-Recall of Whisper
is only 12.22%, indicating correction of these buz-

zwords is urgently required. Although PEC-NEC
remains effective, its NE-Recall is only 61.82%.
However, when PEC-NEC is used along with our
proposed GL, the best NE-Recall can reach 79.96%
while we observe different levels of improvements
regarding other metrics. The reason is that our
proposed GL is capable of deciding when no cor-
rection is required. Moreover, the PED+GL sig-
nificantly outperforms the SS+NEC, which also
demonstrates the superiority of the GL. Our method
is much more noise tolerant and the correction per-
formance is not compromised. We discuss this ca-
pability in detail in section 5.2. Our SS+GL method
achieves the highest NE-Recall (87.47%), a 26%
improvement over PED-NEC, and the lowest CER
(14.77), demonstrating its effectiveness.

4.3 Case Study

As shown in Table 4, we list some cases when
PED-NEC fails to correct entities due to word form
difference between the to-be-corrected text and
ground-truth entity, while our method succeeds.
Regarding case No.1, ASR system transcribes
"RV HEF" (Yangtze River Chinese Sturgeon) as
"KYTLHJHZ=", where the to-be-corrected text is
longer. PED-NEC mis-corrects part of the entity
"KYL" to a totally wrong entity "#5 &i". Our
method, however, precisely annotates the to-be-
corrected text and replaces it with the ground-truth
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entity. Regarding case No.2, ASR system tran-
scribes "TEMIUR FE" (Asus Lingyao) as "#2Hi01",
turning part of the Chinese characters into num-
bers, which is a very tricky case for correction.
PED-NEC fails to identify the entity boundary and
leaves the digits uncorrected, but our method makes
a correct replacement. Regarding case No.3, ASR
system transcribes the English entity "Midjourney"
as Chinese characters "JK{&ff J2". PED-NEC fails
to make a replacement but our method again per-
forms well.

5 Analysis

5.1 Joint Annotation

To better analyze the roles of speech segment, can-
didate entity and ASR transcript in error annotation,
we check the cross attention of ASR transcript and
speech segment, as well as the self-attention of
prompt. As shown in Figure 4, to analyze the cross
attention, we trim speech audios to segments that
align with the transcripts. We use the average value
of each audio frame and text to denote the cross
attention.

As expected, the text ("KEE(H ") generated by
the annotation model, the candidate entities ("Mid-
journey"), and the to-be-corrected text (" KFE(H
JE") in the transcript all have high attention values
with the same segment of the speech signal. Simi-
larly, we analyze the relationship between the anno-
tation result and the prompt. We find that the anno-
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Figure 5: Error Correction CER at different retrieval
threshold.

tation result pays a lot of attention to the candidate
entity and the corresponding to-be-corrected text
(although performances vary at each layer). The
cross-attention and self-attention heatmap again
corroborate our previous hypothesis. We believe
this approach is able to accurately annotate the to-
be-corrected text that shares similar speech sounds
to the candidate entity. This approach remains ef-
fective when the word form of the to-be-corrected
words is different from that of the candidate entity.

5.2 Entity Rejection

Both steps of our method have the capability of
entity rejection. In step 1, entity retrieval, we can
filter out content with low similarity. In step 2,
generative annotation, we can also reject entities



PinYin: l&o shr jido de féi chang héo
Transcript: & % I # &9 I E 7
Candidate:

s F

Figure 6: This case contains two pieces of text that
sound the same as the candidate entities, but only one
of them needs correction. The first "¥5FN" is a person’s
name that should be corrected to "¥55". Although
the pronunciation of the second piece of text "HHiE"
is the same as the candidate entity, it does not require
correction.

by generating the symbol "<empty>". Since step
2 has the ability to reject correction, so we can
allow more candidate entities retrieved in the step 1,
without worrying about the accumulation of errors
brought to step 2.

Our retrieval step is noise-tolerant and does not
require precisely accurate retrieval results. Figure
5 presents different F1 scores in the retrieval step
based on different filter thresholds we set. Accord-
ing to the figure, the highest retrieval F1 score does
not result in the best correction performance. In-
stead, higher recall and lower precision scores lead
to the best correction accuracy, indicating that our
correction method is fault-tolerant in terms of the
retrieval results.

If multiple words/phrases sound similar in the
transcript but only one of them needs correc-
tion, phonetic-level similarity-based algorithms can
hardly distinguish which one to correct. As shown
in Figure 6, the candidate entity "¥H5F" is a per-
son’s name, but in the transcript, there are two
pieces of text that sound the same as the candidate
entity, "#H " (a person name but using a different
Chinese character) and "#515" (means Korean lan-
guage). We need to correct the first piece of text
"§H " (another person name) without correcting
the second phonetically identical word "#51E" (Ko-
rean language). PED-NEC corrects both pieces of
text, leading to over-correction. Interestingly, our
generative approach only corrects the first word and
skips the second one, indicating that our model has
the ability to determine which of the phonetically-
similar words need correction.

We believe such capability benefits from the use
of the generative model’s language model ability,
which allows the model to learn that the candidate
entity might be a person’s name. Since the first

piece of text is more like a person’s name while the
second piece of text is not relevant, so the model
only corrects the first piece of text. According to
the heatmap shown in Figure 4, the annotated result,
which needs to be corrected, pays a lot of attention
to the contex as well.

It should be noted that as shown in Table 1, our
method has the ability to annotate multiple incor-
rect forms of a candidate entity in one piece of ASR
transcript.

5.3 Corrupted Entity Detection

When the number of entities increases, PED-NEC
requires an important preliminary module, which
is called Corrupted Entity Detection (CED). CED
can detect NEs that are incorrectly transcribed in
the ASR transcript, allowing PED-NEC to correct
only these detected results. This effectively avoids
over-correcting some words that are phonetically
similar but are actually not entities. However, in
our method, we did not use this preliminary mod-
ule. We believe our GL method already possesses
the capability of CED. Our training goal is to gen-
erate corrupted entities based on speech segment
and prompt, indicating our model already has the
capability of CED. This is also a potential advan-
tage of our proposed generative correction method:
it simultaneously performs CED and correction.

6 Conclusion

This article focuses on post-editing ASR errors and
proposes a new generative error correction method
to address a drawback of PED-NEC: fails to correct
entities when the word form of the to-be-corrected
text differs greatly from that of the ground-truth
entity. Our method uses a generative approach to
annotate to-be-corrected text in transcript based on
speech segment, candidate entity and ASR tran-
script, and make replacement accordingly. This
generative method is flexible and applicable to var-
ious entity correction scenarios. Our method also
has the ability of entity rejection, an ability to de-
cide when correction is not required. This ability
allows more candidate entities in entity retrieval
and further improves correction performance. Our
method outperforms the baseline (PED-NE) on the
open-source Aishell test set and our BuzzWord test
set, no matter using the open-source Whisper or
commercial ASR engines, thus demonstrating gen-
eralizability of our method.



Limitations

Our method employs a Post-Correction strategy, so
latency is a concern. Our method consists of two
steps: NE retrieval and NE correction. Although
our generative correction method only annotates
to-be-corrected text, resulting in minimal time con-
sumption, entity retrieval can become significantly
time-consuming when there are many entities in
the datastore. In such cases, on one hand, we can
replace the retrieval with PED, which is the previ-
ously mentioned PED+GL method to reduce the
overall latency; on the other hand, in the future,
we plan to turn our retrieval approach into vector
search, which can significantly accelerate speed
through the use of existing mature vector search
engines.
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A Appendix
A.1 BuzzWord Test Set

To better demonstrate the generalizability of our
method, we construct a new test set. We collect 50
buzzwords in Chinese from different areas (includ-
ing tech, entertainment, social news, etc.) since
January 2023. For each buzzwords, as shown in
Table 5, we collect 5 videos (i.e. 5 speakers) on
Bilibili’ or YouTube®.In every video, we extract
two sentences that contains the buzzwords as posi-
tive examples and 4 sentences that does not contain
the buzzword as negative examples. Finally, we get
a 1500-sentence test set with 500 positive examples
and 1000 negative examples. The duration of the
audio recordings ranges from 5 to 15 seconds.

A.2 Entity Info

We also analyze the number of entity occurrences
in the training data, as shown in Figure 7. We found
that the majority of training data only contains one
entity per sentence, with a minority of sentences
containing two entities. To address the correction
of more entities, it is necessary to build a more
diverse training dataset.

"http://bilibili.com/
8https://www.youtube.com/
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Speaker | Positive | Negative
S1 2 4
S2 2 4
Entity S3 2 4
S4 2 4
S5 2 4

Table 5: The details of creating one entity’s positive and
negative samples in our challenge test set.
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Figure 7: Histogram of the distribution of entity counts
in training data

A.3 Experimental Details

We are grateful for the work of Wang et al. (2024).
The baseline method PED-NEC was implemented
entirely according to their open-source code’. We
used their bert-base CED method as the preliminary
module for error correction in PED-NEC.

It should be noted that their CED module did
not perform well in our BuzzWord test set, result-
ing in many corrupted entities not being detected.
Consequently, we ultimately used the PED-NEC
method without CED on the BuzzWord test set. We
adjusted different similarity thresholds and selected
the overall best CER result as the final outcome for
PED-NEC.

A.4 Correction for Commercial Engine

To better verify the generalizability of our method,
we also conducted error correction comparative
experiments on the results of commercial engines
(iFlytek'” and Amazon''). The results of the ex-
periments on the BuzzWord test set showed that
our method still significantly outperforms the PED-
NEC method.

*https://github.com/Amiannn/Dancer
https://www.xfyun.cn/services/Ifasr
"https://aws.amazon.com/transcribe
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BuzzWord Test Set (%)

Model NNE NE NE
CER| CER] CER] Recallt

iFlytek 1248 11.18 5646  19.18
PED-NEC | 12.29 1141 4526 4642
SS+GL 11.28 11.19 14.09 81.71
Amazon 25.88 2440 73.67 9.84

PED-NEC | 2533 2446 59.53 39.36
SS+GL 23.23 2440 1942  80.02

Table 6: The commercial engine experiment results of our error correction method on the BuzzWord test set.

A.5 Correction Cases
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No. Result

Ref: TEEIMANIFIHERE ( (chd a &r zhong)) AR fi. .

ASR: THERIMENTAIHER (B (chd ér zhong)) AR {E...

PED-NEC:F & FMH{ TR (45 (chd er zhong)) HIRHE...

1 | Ours: WEFIMENIIER ( (chd a ér zhong)) I {E...

Explanation: "M (2)" is a common filler word in Chinese. Perhaps the ASR system
deliberately skips the word as a result of disfluency detection, or simply fails to transcribe
the word.

Ref: HEHZINNEREERAM ( (cang lan jué)) #2& K )R HE

ASR: HEH AN MR B IEIEAUM AL (ta zai zheyié K H) 08

PED-NEC: B2 F Iyt Z R IEfE AU 7EIX (1a zai zhe)kik K

2 | Ours: HEFINNMHZEEIENRAL (cang ldn jué)g K K

Explanation: "% = #" is an OOV word to the ASR system. In addition, the background
music in the audio makes it even harder to transcribe the entity. As a result, the transcribed
result is total different from the ground-truth in terms of pronunciation.

Ref: BE TR H AR AR, F5h (héu dou)fpi# B H L.

ASR: 1Ezh B AT REVE HSER & R A 73 AMIE D) (h6u dong)fim & B HAK..
PED-NEC: /&7 3 I BEPEH SN2 2 R A 7 AMED) (héu dong) i aE & H5E..

Ours: BE ATV H SR BIRA A /M (héu dou) i EE B H L.
Explanation: A mistranscription of "##J% (héu dou) to phonetically-similar words "#ZZf]
(héu dong)."

Ref: T Z5t = focus FEHA T RAE A HH FH H AT — AR -
ASR: FE L Z FocusfEHA A1 AR AR A FH A1 1 ChestU MOB i — > 2 O #T 2&
4 | PED-NEC: FZ & FocustE RN THIRAEAHA FH B AT I ChestIMOB A — P A M R E

Ours: FZHfl 2 Focus7EF A TAN SR AE A H A FH AT T i — R B
Explanation: A mistranscription of "ChatGLM" to "ChestIM".
Ref:7E/OR S |, FIHTL BT FE S0 F-Bard 27 T KIEEHT -

ASR: FEIO K% I Check GPTHRIFTL N 35 F%5F F-Bard%2 [ 1 A 5 T
5 | PED-NEC: ZEIO K% I Check GPTHIHT AN ) 7% % FBard42 77 T A 5 5T

Ours: 7FEIOKZ I FOHTO N B TE 5T F-Bard S [ T K 58T

Explanation: A mistranscription of "ChatGPT" to "Check GPT".

Ref: T LUXHAAISRIRH K KB HIBLRAEIX IR A AT Y .

ASR: Ft LUXHATIRYE AR B HILE AR A AT Hmatebook 5516 (di)

PED-NEC: ft UXHIHIARWE 7 K KB WU AEIX IR A AT 1) 00k 516 (di)

Ours: FT LUXHANLSRME H KRB R AEIZ IR A AT Y
Explanation: A mistranscription of English letter "D" to Chinese word "8 (di)", as they
share similar pronunciations.

Table 7: More examples of comparing PED-NEC and our method when the word form of the transcribed entity
results and the word form of the entity are different.
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