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Abstract

The issue of fairness in decision-making is a critical one, especially given the variety
of stakeholder demands for differing and mutually incompatible versions of fairness.
Adopting a strategic interaction perspective provides an alternative to enforcing
a singular standard of fairness. We present a web-based software application,
FairPlay, that enables multiple stakeholders to debias datasets collaboratively. With
FairPlay, users can negotiate and arrive at a mutually acceptable outcome without
a universally agreed-upon theory of fairness. We have conducted user studies
that demonstrate the success of FairPlay, with users reaching consensus within
about five rounds of gameplay, illustrating the application’s potential for enhancing
fairness in Al systems.

1 INTRODUCTION

Fairness remains an elusive goal in our increasingly data-driven world, hindered by the Impossibility
of Fairness [17], emerging from the diversity of ideological beliefs surrounding the concept of fairness,
creating a scenario where achieving a universally agreed-upon definition becomes unfeasible.

Although the literature has defined a myriad of notions to quantify fairness, each measures and
emphasizes different aspects of what can be considered “fair”. Many are difficult/impossible to
combine [27, 10], but ultimately, we must keep in mind (as noted in [9]) there is no universal means
to measure fairness, and at present no clear guideline(s) on which measures are “best” [8].

This problem’s essence is deeply rooted in context-specific nuances, making it crucial to tailor
solutions to the individual characteristics of each case. Consequently, it becomes vital for human
experts to define what constitutes fairness in each distinct scenario. As the range of situations where
models are deployed for decision-making expands, so does the necessity for a diverse group of people
to scrutinize these models for fairness. To facilitate this, a variety of interfaces have been created,
enabling experts to assess different fairness metrics and determine the best strategies for mitigating
bias in datasets or models [32]. These tools are designed to empower those with in-depth knowledge
in their respective fields to define and implement fairness in their models. However, a notable gap in
these tools is the lack of a collaborative approach to bias mitigation activities.
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Our approach is rooted in a more practical and collaborative method, inspired by the practice of
negotiation for consensus building. We acknowledge and utilize ideological diversity as a strength,
channeling it to bring together various stakeholders to collectively define fairness for their specific
tasks. We build our software on the foundation of a previously published web-based software, D-BIAS
[19]. D-BIAS is a visual and interactive human-in-the-loop method designed for the pre-processing
phase of debiasing algorithmic decision systems (ADS) by way of a causal model initially derived
from the original (potentially biased) ADS training data.

Our system features an enhanced web interface that shifts D-BIAS from a single-user mode to
a multi-user framework. Here, professionals from different fields or different stakeholders work
together to identify the most fitting and fair causal structure for their specific task, promoting a
consensus-based methodology. Then, once consensus has been reached, the de-biased data generated
by the causal model can be used to train any ADS.

In this paper, we present our structured collaborative method in the form of a game, and throughout
the text, we use the terms ’users’, ’players’, and ’stakeholders’ interchangeably.

2 Related Work

Different fairness metrics and definitions have been developed to quantify and measure bias in
machine learning models [8, 31, 13, 26, 4, 20]. These metrics provide quantitative measures to assess
the fairness of decisions made by the models across different groups. Different notions and measures
can be mutually incompatible and entail unavoidable tradeoffs [26, 16]. There is no consensus on a
single most appropriate definition of fairness [18]. Determining the right measure to be used must
take into account the proper legal, ethical, and social context [31]. For a given application in a given
context, algorithms can not be expected to determine the most appropriate definition of fairness and
decide a desirable tradeoff between different metrics that is acceptable to all stakeholders. On the
other hand, a human trusted by the majority of stakeholders can make an informed decision when
presented with the required information [36]. Hence, introducing a human in the loop can improve
perceived fairness. As for the aspect of trust, people are more likely to trust a system if they can
tinker with it, even if this means making it perform imperfectly [12].

Understanding and interpreting these fairness approaches might be challenging, especially for non-
experts or individuals without a strong technical background such as the stakeholders in a given task.
Therefore, in recent years, efforts to visualize and explain these techniques have been developed
[32]. Some of these methods include: Silva [43], FairVis [6], FairRankVis [42], Discrilens [40],
FairSight [1], What-If toolkit (WIT) [41], Aequitas[33], Al Fairness 360 (AIF360) [3] and D-BIAS
[19]. These tools are crucial to enable a broader audience to understand and engage with fairness in
machine learning. Most of these tools focus on bias identification. Some of them, such as FairSight
and AIF360, also permit debiasing. D-BIAS, which this paper is built upon, is similar to Silva which
also features a graphical causal model in its interface. Silva’s empirical study showed that users could
interpret causal networks and found them helpful in identifying algorithmic bias [43]. However, like
most other visual tools, Silva is limited to bias identification. D-BIAS presents a tool that supports
both bias identification and mitigation using a graphical causal model.

Various approaches have been proposed to achieve fairness in machine learning [8, 31]. Pre-processing
[7, 24], in-processing [39] and post-processing methods [25] each tackle the problem at different
stages of a machine learning pipeline. Research has shown that teams typically look to their training
datasets, not their ML models, as the most important place to intervene to improve fairness in their
products [22, 32]. D-BIAS and hence our work relates closely with the pre-processing stage where
we make changes to the output label based on users’ decisions.

Consensus-building mechanisms have been extensively studied in fields such as multi-agent systems
[28], social choice theory [29], and deliberative decision-making [38] to address challenges. The
most important challenge is the aim to reach an agreement or consensus among multiple stakeholders
with diverse preferences and perspectives. Innes argues a number of conditions need to hold for
a process to be labeled consensus building [23]. If these do not hold, failure of various kinds is
likely. Including a full range of stakeholders, meaningfulness of the task to all participants, mutual
understanding of interests, a dialogue where all are heard and respected, a self-organizing process, and
accessible information are among these conditions. To aid in reaching the aforementioned conditions,



visualizations have been extensively used to provide a graphical representation of the deliberative
process, illustrating arguments, preferences, and their evolution over time [46, 15, 14].

The lack of collaborative tools in fairness visualization is a significant gap, given the importance of
collective approaches in this field [21]. Fairness is a concept that varies greatly depending on the
context and individual perspectives [35]; a single person or a non-interactive tool might overlook
these nuances. Collaborative visualization tools, like the FairPlay system discussed in this paper,
drive active participation and collective decision-making by integrating cooperative elements and
gamification [21]. These strategies do more than just engage individuals; they create an environment
where the pursuit of fairness becomes a shared goal and players recognize that others understand
their positions. According to Scheff [34], these two elements are essential for reaching a consensus.
Without such tools, opportunities for richer, more inclusive discussions and solutions that could
promote more effective implementation of fairness in machine learning systems by leveraging the
collective intelligence and insights of a wider group of stakeholders, are missed [4].

3 FairPlay Game Design

The transformation of the D-BIAS platform into FairPlay, a collaborative environment, involved an
intricate design process aimed at creating an engaging experience. This redesign aligns with the
guidelines set forth in the fairness toolkit rubric [32] and incorporates elements identified as crucial
for successful consensus-building in related work [23]. The game mechanics and user interface were
thoughtfully developed to emphasize interactivity and gamification, aiming to cultivate a cooperative
atmosphere where players can actively participate in modifying the causal graph. The structure of
the game encourages a self-organizing approach, ensuring that each stakeholder is heard and their
metrics and evaluations are accessible to all, promoting mutual understanding of interests.

Game Configuration. Before entering the game, the configuration page allows players to adjust
multiple variables including but not limited to the dataset, the algorithm used for monitoring classifi-
cation performance metrics, and their roles as illustrated in Figure 1. More information about game
configurations is available in Appendix A.1

The Game. Upon entering the game, with the chosen game configuration, the game constructs the
initial causal network, along with initial game metrics for all players. The game features two main
panels: the causal network view panel, with which players interact and manipulate, and the game
metrics panel, which tracks and displays the game metrics to guide player decisions. The game
interface is illustrated in Figure 2. Details about each of these panels is available in Appendix A.2.

FairPlay integrates into a machine learning pipeline as follows. Initially, the default causal model is
constructed using the raw data intended for training the ML model (first module in Figure 4). The
game then begins, with players iteratively tuning the causal model to adjust the default outcomes
according to their priorities (center module in Figure 4). The game concludes once the players have
met their objectives, resulting in debiased data, which can then be used to train an ML model. It is
assumed that the ML model itself does not introduce new biases; otherwise, an additional ML model
debiasing step would be necessary. The upper-right module in Figure 4 focuses on analyzing user
data generated during the game. Appendix B provides technical details on the visual interface and
data storage for post-game analysis as well as a diagram presenting the flow of the game.

4 Experiments and Results

To evaluate the effectiveness of FairPlay, our research question aimed to determine whether consensus
can be achieved among players in a multi-player game environment while modifying the causal graph
to mitigate bias. To answer this question we conducted four studies with different groups. Details on
the users and the study setup are available in Appendix C.

4.1 Results

In our studies, the game continued for 2 to 5 rounds, lasting about 60-90 minutes. By the end of each
game, all players achieved improved metrics reflective of their objectives. In the rest of this section,
we briefly discuss the results. Details and more information are available in Appendix D.



Evaluating classifiers on the final debiased datasets shows that models trained on these datasets
achieve better individual fairness and improved parity, demonstrating the effectiveness in reducing
bias. Although there is a slight decrease in accuracy and F1-score, this reflects a deliberate trade-off
for increased fairness, consistent with existing research on the accuracy-fairness tradeoff [30][45].

The post-game analysis showed that participants perceived the FairPlay game as contributing to a fairer
system, with an average agreement rating of 3.7 out of 5 in response to the statement, "I think that the
activities led to a fairer system." Players engaged actively, modifying the causal network according
to their priorities, with their decisions shaped by their ethical leanings—Deontologists focused on
down-weighting sensitive variables, while Consequentialists adjusted parameters to achieve better
outcome metrics. Despite differing approaches, all user studies ended in consensus, demonstrating
the game’s effectiveness in facilitating agreement through intuitive features and insightful metrics.
Additionally, the game had a positive, though moderate, impact on educating participants about
fairness and bias, as indicated by an average rating of 3.3 out of 5 on a related survey question.

User satisfaction was measured using the System Usability Scale (SUS)[5], where it received a score
of 68.05, indicating above-average usability. Users found the tool’s functions well-integrated and
user-friendly, with minimal inconsistency, reflecting its effectiveness and cohesive design.

In all four studies, there was a noticeable decrease in edge thickness from the default in the first round,
indicating that players quickly acted on their initial assessments of the causal network. After the first
round, changes became less drastic, with edge weights stabilizing, suggesting that users reached an
early consensus or satisfaction with the network. While the process was consistent across studies,
the final outcomes varied, reflecting the subjective nature of the decisions made by participants. The
final causal networks showed sparse connections, especially for sensitive attributes like Age, Race,
and Gender, resulting in simple network topologies. Players generally avoided unfavorable outcomes
for most attributes, though some trade-offs were accepted, particularly concerning individuals with
low work experience. Overall, the studies suggest that while satisfying all definitions of fairness is
challenging, players were able to reach a consensus on key factors influencing decisions, optimizing
benefits for their desired groups without adhering to a specific fairness definition.

5 Discussion

Our platform was designed to help users collaboratively determine the causal structure of their
datasets, a task that would be significantly challenging without such a tool. Traditional approaches,
like stakeholder discussions, lack the ability to modify and observe changes in the causal network,
making consensus unlikely and poorly informed. Our interface addresses these challenges by
structuring the negotiation process, ensuring all perspectives are considered, and providing users with
the information needed for informed decisions. The Consensus Reaching Process (CRP) aims to
achieve two key goals: reflecting better partial agreement and guiding the process until a high level
of consensus is reached among decision-makers [44]. In all four user studies, stakeholders expressed
satisfaction with the causal network. The game concluded only when every stakeholder confirmed
complete satisfaction with the current state, meeting the CRP’s conditions. This confirms the success
of our platform in achieving consensus among participants.

6 Conclusion

As algorithms increasingly serve as decision-makers, auditing them for ethical concerns is critical,
yet research shows that meeting all fairness criteria is often challenging. This highlights the need for
context-specific audits, ideally conducted by diverse teams to counteract individual biases. FairPlay
supports this collaborative approach, enabling stakeholders or domain experts to systematically
identify relevant features in datasets. The varied outcomes and distinct causal structures from the
four user studies demonstrate the importance of such tools, as different groups may reach unique
agreements. The consensus achieved in all studies confirms FairPlay’s effectiveness, highlighting the
importance of tools that support informed, collaborative decision-making in algorithmic audits.
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A Game Design Details

A.1 Game Configuration

Before entering the game, the configuration page allows players to select the specific dataset they
want to work on, choose the machine learning algorithm to be applied, and express their preferences
for certain population groups as illustrated in Figure 1.

FairPlay primarily concentrates on pre-processing methods, targeting the dataset preparation stage
before it is utilized in any training process. The configuration page enables users to select their
desired dataset. In this study, a Hiring dataset was used, but the approach is readily applicable to
other tabular datasets. The "Hiring’ dataset is a synthetic dataset that was originally introduced in
D-BIAS [19], designed to mimic a typical hiring scenario for controlled experimentation and analysis.
It consists of 4,000 entries, each representing a fictional job candidate, with key data entry fields
including age, gender, race, work experience, Grade Point Average (GPA), SAT score, college rank,
major, and a binary hire decision variable. Once the dataset is selected, its features are displayed for
the user and a label (outcome) variable is chosen. The initial causal network (a directed acyclic graph)
is inferred using the PC algorithm, a causal discovery method named after its creators Peter Spirtes
and Clark Glymour [37]. The default p-value is set to 0.01, ensuring a high level of confidence in
the results for most scenarios. Users can proceed with this default setting without needing a deep
understanding of p-values. For those with specific requirements, the system allows adjustments to
the p-value, assuming users understand the implications of such changes. On the configuration page,
users also have the option to pick from common ML algorithms like Logistic Regression, SVM, Naive
Bayes, kNN, Decision Tree, or Neural Network. The chosen algorithm plays a role in continuously
monitoring and logging classification performance metrics, providing valuable insights into how data
debiasing impacts the model.

Players can select their role, a feature not available in D-BIAS, a single-user platform. Additionally,
players specify a population group based on attributes they consider important. By clicking on the
‘Create Group’ button, a pop-up page appears for selecting features and their respective values for user
preferences selection or group creation. This involves specifying preferred features and value ranges
for those features, aiding in the creation of group-based evaluations that assist in more informed
decision-making throughout the game. While currently limited to one group per player, future updates
could enable handling multiple groups or sub-groups.

A reset option is also available for restarting the game. By selecting "Enter Game", players move into
the main game environment.

Dataset Hiring (Synthetic) v ML Algorithm Logistic Regression v
Label Variable Job v Select Player Hiring agency v
Nominal Variables Gender

Age

Work Experience

Major

Grade Point Average hm1 |

SAT score C

College Rank

Job
P-value © 0.01 © 0.05 © 0.10 Reset Game

Figure 1: FairPlay: Game Configuration. This is the main configuration panel of the application. For
the results discussed in this paper, the groups were already pre-configured to make the played games
comparable.



A.2 The Game

A.2.1 Causal Network Link Editor

The central mechanism of the game resides in the causal network view, situated in the left panel
(see figure 2). All features of the chosen dataset are represented as nodes in the network, and each
edge represents a causal relation. The edge’s width encodes the magnitude of the corresponding
standardized beta regression coefficient which signifies the importance of the source node in predicting
the target node, and the arrow indicates the direction of the causal relationship. For instance, in the
Hiring dataset, the feature "Age" influences the feature "Work Experience", which directly affects the
target node "Job".

A slight deviation from the base system D-BIAS, we have streamlined the causal edge operation
in a manner that simplifies the gaming perspective. In this study, we have omitted additional edge
operations, including adding, deleting, directing, and reversing causal edges, to focus on weight
instead of topology. The default causal network is presumed to encompass all pertinent edge
connections, and the weight of each edge can be adjusted within a range. By selecting an edge,
players can change the edge weight by sliding the slider up or down, between -100 percent to +100
percent of its original weight.

Limiting the range of edge weight adjustments from -100 percent to +100 percent rather than
allowing users to change it to any value is a deliberate design choice. By presenting a bounded range,
users can focus on the relative impact of the edge weights rather than being overwhelmed by the
entire numerical spectrum. Additionally, the restricted range ensures that users adhere to practical
boundaries and prevents extreme or unrealistic adjustments that could disrupt the overall fairness
dynamics of the game. By defining a reasonable range, the design maintains the coherence and
balance of the gameplay, preventing unintended consequences that may arise from arbitrary edge
weight modifications.

A.2.2 Game Metrics and Charts

Each player’s move depends on the current state of the causal network, group concerns, game metrics
and score. This information is located on the right panel of the game interface in figure 2. At the
top left, the current player is displayed. In the game, once a player adjusts the causal network and
clicks "Apply", the game’s metrics are updated, allowing the player to review these metrics and other
players’ scores before ending their turn with "End Turn". This two-stage process is designed to
encourage active reflection on the actions taken. The pause for reviewing metrics ensures players
consider the impact of their changes and weigh any potential trade-offs, thereby promoting thoughtful
and deliberate decision-making. Moreover, the game’s design restricts players from making further
alterations to the network once they’ve clicked "Apply". This rule is implemented to prevent players
from continuously adjusting the causal network, ensuring that every participant gets a fair opportunity
to play. Within each round, players are allowed a single opportunity to modify as many edges as they
wish. After making these changes and clicking "Apply", they can then observe the outcomes of their
actions, maintaining a balanced and orderly flow of FairPlay.

The edge history chart (see figure 2 (b)), a line chart, tracks edge changes throughout the game,
highlighting the top three edges with the highest percent change in edge weight. The X-axis indicates
the player who made the change, while the Y-axis tracks the percent change in edge weight. If a
specific edge is selected, the chart updates to show the history of that particular edge instead. This
functionality ensures that all edge changes are accounted for, whether they are among the top three
or not. The chart showcasing frequently changing edges not only aids in identifying conflicts and
areas of disagreement among players but also directs their attention toward these conflicts, thereby
expediting the process of reaching a consensus.

The Aggregate edge history chart (see figure 2 (c)) displays the aggregate edge change count per
round, indicating if the game is progressing towards a common consensus. In an optimal scenario,
the total count of edge changes in the final round should be the lowest of all rounds, ideally reaching
ZEero.

The stakeholder attribute priority chart (see figure 2 (h)) reflects the priorities of the current player,
determined by the selections they made on the game’s configuration page, specifically the group they
formed. For our study, we’ve simplified all features to a binary scale, assigning each a value of either



0 or 1; we found that this made choices clearer and easier to navigate. Based on the groups users
have created, the priority chart will showcase players’ level of care. The chart visually represents
the extent to which players value each feature, based on the groups they have established. If both
levels of a feature’s bar are colored blue, it implies the player equally values each subgroup of the
target variable. Conversely, if both levels of a feature’s bar chart appear gray, it indicates that the
player doesn’t consider these attributes or features as central to their goals. A more comprehensive
explanation of how these colors are assigned will be provided in Section 4.

The attribute outcome chart (see figure 2 (g)), shows the number of individuals from each subgroup
being hired based on the current causal network setup. It is a diverging heatmap with 11 color levels,
ranging from red (lowest level), to gray (neutral), to dark blue (highest level). This chart indicates
how many people from each subgroup were hired.

The aggregate attribute disparity chart (see figure 2 (f)) shows the differences in hiring outcomes
relative to the current player’s desired outcome. This provides a measure of deviation between the
actual outcome versus the player’s preferred outcome.

Incorporating charts that display the group that each player cares about, the current state, and the
difference between their desired and current status enables players to track their advancements,
identify the areas that require further modifications, and make informed decisions accordingly.
Making this kind of information available to players is crucial to a successful consensus reaching
process [23]. Moreover, the visual depiction of the difference between the desired and current status
serves as a motivating factor, encouraging players to actively engage in the game and work towards
narrowing the gaps.

The stakeholder total loss and gain chart (see Figure 2 (d)) provides players with a simple and effective
way to assess their performance in the game and compare it to others. By indicating increases in
scores with green and decreases with red on top of the bars, the chart allows players to easily observe
their progress and relative standing. This visual representation serves as a tool for players to track
their overall performance and gain insights into how they are doing compared to their peers. Further
information regarding the calculation of these values will be elaborated upon in Section 4.

Located at the bottom left, a stack of players’ cards (see Figure 2 (e)) grants users access to their
role-specific general goals and objectives within the game, providing them with insights into the
intended outcomes they strive to achieve in their respective roles. It should be mentioned that in actual
scenarios, where players are genuine stakeholders with clear intentions, these cards are redundant and
therefore not needed. However, in our user studies, volunteers were asked to assume specific roles 2,
To assist these users in remembering their objectives while playing these roles, we incorporated these
cards as a helpful reminder .

B Methodology

FairPlay is developed on the foundation of the previously published debiasing application, D-BIAS.
In order to understand the system, we discuss its intricate aspects methodically. Figure 4 shows an
overview. First, the default (initial) causal model is constructed from the Raw Data that would be
used to train the ML model (first module in Figure 4). The default outcomes are also displayed in
the game interface. Then the game begins where the players seek to change the default outcomes
per their priorities via iterative tuning of the causal model (center module in Figure 4). The game
ends when the players have achieved their goals which results in the Debiased Data. Figure 3 shows
the overall flow of the game, from when the players enter the game to when the game ends. The
Debiased Data can then be used to train any ML model. Here it is assumed that the ML model will
not introduce biases on its own, else an independent ML model debiasing step would be required.
The upper-right-most module of Figure 4 deals with analyzing user data produced during the game.

In the following, we describe each of these three modules in detail. We begin by examining the
technical aspects of the visual interface, followed by an exploration of the data storage for post-game
analysis.

2For the final user study we recruited individuals with professions that matched these roles to some extent.
3The cards are displayed in Appendix F.
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B.1 Before the Game: Game Setup

Before the game begins, two crucial steps must be taken. Firstly, the construction of the causal
network is required. Secondly, the players need to select the groups they care about based on their
respective roles.

Generating Default Causal Model The authors of the D-BIAS paper provide a comprehensive
explanation of the process used to generate the causal model, employing a widely-used causal
discovery algorithm known as the PC algorithm [11]. The causal network is created utilizing the PC
algorithm, which infers causal connections between variables based on conditional independence
tests and orientation rules using the given p-value. Each node in the network symbolizes a data
attribute, and the edges signify causal relations. Since automated causal inference can introduce
incorrect or incorrectly directed edges, expert users would usually inspect the generated network and
correct any errors. Therefore, our system can also read in a pre-validated DAG created by experts
using tools like D-BIAS or other reliable methods, ensuring the accuracy and relevance of the causal
model. For our studies, we have used the fully corrected model presented in the D-BIAS paper [19].

The relationships between nodes are quantified using linear Structural Equation Models (SEM),
which estimate the value of each node as a linear combination of its parent nodes. The regression
coefficients in the model indicate the strength of causal relationships. Within this framework, a
distinction is made between endogenous variables, nodes that have at least one edge leading into
them, and exogenous variables, independent variables that have no parent nodes.

Creating Groups In the configuration page, players are required to create a group as explained in
section 3. A group is a set of prioritized attributes of the features, for example, for the GPA feature a
player might prefer the high-GPA attribute. In the current game, it means that the player prefers that
jobs are given to candidates with higher GPAs. Note that a player has a fixed budget of priorities. The
more attributes the player selects the less priority is given to each. This ensures that players make
thoughtful decisions about which attributes are most important to them.

The stakeholder attribute priority chart (see Figure 2 (h)) visually represents the selected and non-
selected attributes for each variable, with the blue bars indicating the chosen attributes and the gray
bars representing the non-selected ones. The objective of each player is to equally distribute their
goal among the total selected attributes. For instance, if a player cares about 10 attributes, their level
of concern for each attribute will be 10 percent (refer to Algorithm 1, Line 4-15), leading accordingly
to lighter shades of blue for these attributes in the stakeholder attribute priority chart. We track and
report various insights on groups for all the candidates using game analysis (see section B.3).

B.2 During the Game: Players Tune the Causal Model and Debias the Data

During the game, the system aims to monitor modifications to the causal network, calculate metrics,
and gather other game metrics. The computed metrics serve as valuable information for players,
aiding them in making informed decisions for their next moves.

FairPlay

Before game During game After game
_ .| Construct | Audt Tune _Compute | Game

Causal Model Causal Model Metadata

Debiased

Raw Dat
aw Data Data

Figure 4: FairPlay System Overview. Detailed explanations are provided in the main text above.
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Tuning the Causal Model Once a player modifies the edge weight, we proceed to update the
causal network with the new edge weight. Subsequently, we create a checkpoint of the updated causal
network, labeling it as the “Current Causal Network”. Each new version of the updated causal
network will be associated with this label, while older versions will be checkpointed for further
analysis.

Debiased Dataset Whenever a modification is made to the causal network, the system generates a
new dataset that differs slightly from the original data. The ultimate debiased dataset corresponds
to the final causal network obtained after the game concludes. All intermediate datasets generated
throughout the process leading to the final game stage are utilized for post-game analysis tracking.
The algorithm for generating the debiased dataset is explained in the original D-BIAS paper [19]
(Refer to Algorithm 1 in the original paper).

Computing the Game Metrics The attribute outcome chart, Figure 2(g), offers a graphical display
of the hiring outcomes according to the existing causal network at any point in the game. This
illustrates the count of individuals from each subgroup whose label variable equals one, indicating
in the present scenario that they have gotten the job. Players also have the ability to compare job
status changes relative to both the current and original causal networks, allowing for a comprehensive
assessment of the causal changes’ impact on hiring outcomes (refer to Algorithm 1, Line 19-32). Two
states of the outcome metric are being maintained, one for the current causal network and another for
the original causal network. By tracking candidate groups and aggregating over the label (outcome)
feature, corresponding to the "Job" feature in here, attribute-wise outcome metrics can be computed
and presented in the aggregate chart, revealing deviations between actual and desired outcomes (refer
to Algorithm 1, Line 34-42). These visualizations empower players to gain a deeper understanding of
the game dynamics and make informed decisions to align their actions with their desired outcomes.

Another essential game metric is the total loss and gain, which represents the scores accumulated
by each player throughout the game. This metric is computed by aggregating the sum of pair-wise
multiplications between each player’s group and the outcome (refer to Algorithm 1, Line 45-52).
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Algorithm 1 Compute Game Metrics

1: group + Object containing attributes, players care about.

2: data < DataFrame-like object containing tabular data including target variable.
3: colummns + data.columns

4: procedure COMPUTINGGROUPS

5: Input: group

6: Output: Attribute wise percent care of each players

7:  Initialize attCare

8: for player from 1 to group.length do > 1:n based index
9: for col, val in group[player].items() do

10: if data[col] == val then

11: attCarelkey][val] + attCarelkey]|[val] + 1

12: end if

13: end for

14:  end for

15: Return attCare

16: end procedure

17: Initialize groups

18: groups +— COMPUTINGGROUPS > Calling ComputingGroups and assigning the result
19: procedure COMPUTINGOUTCOME

20: Input: data

21:  Output: Attribute wise job distribution

22:  Initialize att.Job

23: for col in columns do

24: if data[col] == 0 then

%g: attJob[col][0] < data[data[col] == 0 & data[data.target] == 1].shape[0]
: else

27: attJob[col][1] < data[datalcol] == 1 & data[data.target] == 1].shape[0]

28: end if

29: end for

30: Return attJob

31: end procedure

32: Initialize outcome

33: outcome +— COMPUTINGOUTCOME > Calling ComputingOutcome and assigning the result
34: procedure COMPUTINGAGGREGATE

35: Input: groups, outcome

36: Output: Attribute wise hiring diferences.

37: Initialize att Aggregate

38: for player from 1 to group.length do

39: attAggregate[player] < groups|[player] — outcome

40: end for

41: Return att Aggregate

42: end procedure

43: Initialize aggregate

44 aggregate < COMPUTINGAGGREGATE > Calling ComputingAggregate and assigning the result
45: procedure COMPUTINGTOTALOSSGAIN

46: Input: groups, outcome

47: Output: Attribute wise hiring diferences.

48: Initialize att Aggregate

49: for player from 1 to group.length do

50: attAggregate[player] < groups[player] — outcome

51:  end for

52: Return att Aggregate

53: end procedure

54: TInitialize totalLossGain

55: totalLossGain <— COMPUTINGTOTALOSSGAIN > Calling ComputingTotaLossGain and assigning the result
56: Return groups, outcome, aggregate, total LossGain

B.3 After the Game: Data Collection and Game Analysis

In this section of the system overview, our primary emphasis lies on the post-game analysis and
evaluation of the game. This phase involves scrutinizing several aspects, including the causal network
changes, game moves, and conducting analysis.

Every move the players make during the game is saved, and the data gathered opens room for
extensive analysis after the game. This systematic tracking of changes in the causal network and each
players outcomes allows for a comprehensive understanding of the evolving network and facilitates
the evaluation of player interventions.

Another part of our post-game analysis includes ML metrics that play a crucial role in evaluating the
performance of the machine learning algorithm. The algorithm used to assess these classification
metrics is selected on the game configuration page (refer to Section A.1 or Figure 1) and we track
several standard ML metrics: Predicted Accuracy, representing the model’s overall correctness.
Predicted F1, a balanced measure of precision and recall. Individual Fairness, defined as the mean
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percentage of a data point’s k-nearest neighbors that have a different output label, measuring equality
and consistency in decision-making within a system. Parity, a metric used to assess equality in
outcomes across demographic groups.

Analyzing game metrics is crucial for assessing the impact of causal changes on the current debiased
data compared to the original data. To prevent information overload, we currently track these metrics
internally for analysis purposes, without displaying them to players. By incorporating these diverse
metrics, we can effectively analyze the outcome of players’ actions, final hiring decisions, and overall
game progression.

C Experiments

To evaluate the effectiveness of FairPlay, our research question aimed to determine whether consensus
can be achieved among players in a multi-player game environment while modifying the causal graph
to mitigate bias. The study goals were:

* G1: Assess the game’s ability to educate and engage players in the complexities of bias
mitigation through their interactions and feedback during gameplay.

* G2: Gather insights into the consensus-building process within the game, observing how
players collaboratively modify the causal graph and reach a consensus on removing bias
and how they perceive the process and the outcome of FairPlay.

* G3: Analyze the outcome of the process, the debiased datasets, using accuracy and fairness
metrics.

* G4: Collect feedback on the usability of the game interface and mechanics.

For the user studies, we recruited volunteers online, from individuals affiliated with the Computer
Science department at a major university. For the first three studies, this included employees and
students. For the fourth study, we looked for participants with experience in industry for the specific
roles we needed for the study. A total of 20 volunteers were sought for participation. On average,
participants demonstrated familiarity with AI, ML, and fairness, along with a solid understanding of
current issues in these domains. The participants were not limited to a specific demographic group.
More details about the demographic information of participants and their backgrounds are available
in Appendix E.

Once we received responses from interested individuals, we randomly divided them into three groups
of five participants each. Additionally, for the last user study, we recruited 5 participants separately,
each with real-world experiences in a particular role we needed. The games were scheduled to be
conducted remotely via Zoom, allowing for remote participation and not requiring players to be
co-located. The game was played synchronously, with each player taking their turn to make changes
to the causal network. During the game sessions, players took turns and requested remote access to
the host’s screen to play their respective turns. Once a player ended their turn by clicking “End Turn,”
the next player could make their move. This synchronous play style ensured that every participant
could get a fair opportunity to play, maintaining a balanced and orderly flow of gameplay in which
participants could observe other players’ actions and understand their goals better.

In real-world applications, users would typically access the game through a web address on their own
systems and would only be able to make changes to the game during their turn. However, for the user
studies, we conducted sessions over Zoom to monitor user interactions and discussions. To maintain
consistency across our first three studies, we predefined profile preferences and the groups each player
cared about, rather than allowing users to make these selections themselves. We thoroughly explained
these preferences to participants so they could act in line with their assigned roles. Player cards were
used to help users keep track of their goals. The roles selected for this particular dataset and user
studies included Hiring Agency, Employer, Union Representative, Co-workers, and Manager. These
roles represent stakeholders involved in debiasing training data for a job-applicant decision system
in a real-world context as previously discussed. More information about these roles and each role’s
goals and preferences is discussed in Appendix F.

A fourth user study was conducted with participants recruited based on their experience in one of
the aforementioned roles to better approximate real-world conditions. In this study, participants
selected their own preferences based on their experience in that position before starting the game.
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This approach allowed us to assess our goals in a more realistic scenario and ensured that the observed
results were not solely influenced by how we designed each role’s preferences.

To familiarize participants with the FairPlay game mechanics, we began each user-study session with
a ten-minute informational video. This video detailed how the game functions and how players could
utilize its features to achieve their objectives. Following the video presentation, we conducted a brief
question-and-answer session to address any queries participants had about the game.

Once all questions were addressed, the game commenced with each of the five players selecting a
unique role. In a given round, players were tasked with modifying the weights in the causal diagram
to align them with their respective goals. Upon satisfaction with their adjustments, players hit the
’Apply’ button to review the results of their interventions. Subsequently, they ended their turn,
allowing the next player to perform their modifications.

At the conclusion of a full round involving all five players, a popup displaying all players’ scores
was shown. Players were then asked whether a consensus to accept the current network had been
reached or if they wished to continue modifying it. If even a single player opted to continue, the
game extended into another round.

D Results

D.1 Machine Learning Metrics Analysis

Evaluating how classifiers perform on the final debiased datasets, particularly in terms of accuracy
and fairness, is vital (G3). Accuracy is a primary concern in real-world applications, and having a
fairer dataset is what the process aims to achieve. To evaluate the effectiveness, we consider 4 metrics
displayed in Table 1. Predicted Accuracy, reflecting the model’s overall correctness, is conventionally
sought at higher values; however, the debiased models reveal lower scores, signaling a deliberate
trade-off for heightened fairness. Similarly, Predicted F1, a metric balancing precision and recall,
is typically favored at higher values, yet the debiased models exhibit lower figures. Examining
Individual Fairness, where lower scores indicate reduced disparate treatment among individuals, the
debiased models consistently achieve significantly better (lower) values, indicative of a noteworthy
improvement. Assessing Parity, a metric gauging equality in outcomes across demographic groups,
higher values are preferred, and the debiased models generally exhibit enhanced parity values. These
findings align with existing research on the tradeoff between accuracy and fairness [30][45].

User Study 1 User Study 2 User Study 3 User Study 4
Original | Debiased | Original | Debiased | Original | Debiased | Original | Debiased
Predicted Accuracy 0.76 063V 0.76 069V 0.76 063V 0.76 063V

Predicted F1 0.58 044V 0.58 053V 0.58 044V 0.58 044V
Individual Fairness 22.11 0.28 22.11 3.21 22.11 1.73 22.11 0.04
Parity 35.96 47.45 35.96 45.9 35.96 45.86 35.96 47.69

Table 1: ML Metrics observed during all four user studies. The green color indicates improvement,
and the direction of the triangles shows how the value changed. For example, a green triangle pointing
down means the value decreased, and lower values are preferred for this feature, so this decrease
represents an improvement.

D.2 Behavioral Observations

Our initial analysis of whether players perceived the final outcome as fair (G2) was assessed through
a question in our post-game survey. Participants were asked to rate their agreement with the statement:
"I think that the activities led to a fairer system." on a scale from 1 (strongly disagree) to 5 (strongly
agree). On average, users rated this question 3.7, suggesting that they believed the collaboration had
a positive impact.

Also, throughout the user studies, participants were encouraged to vocalize their thoughts while
playing, discussing the factors influencing their decisions each round. With their consent, the studies
were recorded for more in-depth analysis later on. This was to be able to analyze the consensus-
building process in FairPlay in more detail (G2).
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Qualitative analysis of players’ dialogues throughout the game helped us assess whether the dashboard
features were assisting or confusing them. The dashboard appeared intuitive to players, even those
with no prior experience with causal networks. Players modified edges based on attributes they were
supposed to care about, stating things like, "I’'m doing this because I care about feature X." They
also adjusted edges previously edited by others, saying, "I don’t care about this feature, so I don’t
want this to play a role." Additionally, players predicted how their changes would affect the groups
they cared about, with statements such as, "I want more people with feature X to get the job." In
most cases, their predictions aligned with the results shown in the right panel plots after clicking the
"Apply" button, indicating that they were able to use the causal network correctly to achieve their
desired outcomes.

We can analyze user behaviors when it comes to the right panel and how insightful it was in the game
through the lens of two different philosophical schools of thought: Consequentialism (which focuses
on outcomes) and Deontology (which focuses on the morality of actions) [2]. Prior to the studies, all
participants were asked whether their ethical approach aligned more closely with Deontological or
Consequentialist principles. 72.7% of participants identified as Deontologists, while 27.3% identified
as Consequentialists. This distinction in mindsets was evident in the way users made their decisions.
Some players adjusted the network to achieve the best outcome metrics for their groups, while others
prioritized setting the network parameters correctly, regardless of the outcomes shown by the plots.
The Deontologist players showed a strong preference for down-weighting edges that emerged from
the sensitive variables regardless of the consequences of their metric outcomes, hence not paying too
much attention to the right panel. If we consider only the Consequentialist players, we notice they
were more likely to fiddle with parameters in either direction while searching for the best outcome
metrics. They would first look at the panel on the right to see how their groups are doing, modify
edges accordingly, and then observe the outcomes on the right panel more thoroughly.

Despite these differences between strategies, a consensus was eventually reached in all user studies,
demonstrating the game’s ability to facilitate mutual agreement even among diverse objectives
by providing intuitive means of modifying the network and insightful metrics to help users make
decisions (G2).

To determine if the game educated players about the complexities of bias mitigation (G1), we asked
users to rate the following statement in our post-game survey on a scale from 1 (strongly disagree)
to 5 (strongly agree): "The game improved my understanding of fairness and bias in automated
decision systems." The average score was 3.3, indicating that the game had an overall positive effect
on educating the players.

D.3 System Usability Score Analysis

One of the key indicators of a tool’s success, irrespective of its features and objectives, is its perceived
effectiveness, efficiency, and user satisfaction (G4). To assess this, we utilized the standard System
Usability Scale [5] (created by John Brook at Digital Equipment Corporation in 1986), which employs
a 5-point Likert scale. After completing the study, users were requested to fill out a feedback form.
The user feedback statistics, as shown in Figure 5, reveal that the statement players disagreed with
the most was "I thought there was too much inconsistency in FairPlay", while the statement the
players agreed with the most was "I found the various functions in FairPlay were well integrated."
This reflects that the tool’s visual presentations and functionalities were cohesively aligned and
user-friendly. The overall SUS score was 68.05, positioning FairPlay as a positive and intuitive
system, especially since SUS scores above 68 are considered above average.

D.4 Insights

In this section, we discuss the specifics of the four user studies and examine the outcomes of each
game upon conclusion.

Figure 6 shows the progression of edge-weight adjustments made by players in each round.

In all four studies, there’s a sharp decline in edge thickness from the default to the first round. This
suggests that players were quick to act on their initial assessments of the causal network. Furthermore,
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1 think that | would like to use this game frequently.

Ifaund the game unnecessarily somplex.
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Figure 5: FairPlay Feedback Results
FairPlay Feedback Results

6 User Study 1 6 User Study 2
5 54
4 4
3 3]
2 4 24
14 1
0 s o4
T T T T T T T T T
default 1 2 3 4 5 default 1 2
ﬁ —8— Gender-=Major —8— Major-=Job
1] —8— Gender-=Job —&— SAT_score->Grade_Point_Average
£ —8— Race->College_Rank —8— Grade_Point_Average->job
; —8— Age->Work_Experience  —&— SAT_score->College_Rank
§ —8— Work_Experience->Job —8— College_Rank->job
6 User Study 3 6 User Study 4
5 51
4 44
3 34
2 24
1 14
0 04
T T T T T T T T
default 1 2 3 default 1 2 3
Rounds

Figure 6: FairPlay User Studies: Edge Weights vs. Round for all User Studies

nearly all edge-weights dropped below 1 in the opening round and remained low, hinting at the
strength of initial user impressions.

By the second round and onwards, changes become less drastic, and edge weights appear to stabilize.
This could indicate that users reached some form of consensus or satisfaction with the state of the
causal network early on.

While the general trend across rounds is similar, the final edge weights vary between studies,
suggesting that while the process is consistent, the outcomes are subjective and influenced by the
unique dynamics and decisions of the participants in each user study.

Figure 7 displays the final causal networks and the aggregate attribute disparity charts at the conclusion
of the gameplay.
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Upon examining the final causal networks, a consistent pattern becomes evident across all four games.
We observe sparse networks with many edges reduced to minimal weights, particularly for sensitive
attributes like Age, Race, and Gender. This pruning of dependencies results in simple network
topologies.

User Study 1 User Study 2 User Study 3 User Study 4
Mojor Major
i / Gender . i
0.00 lajor lajor
Gender = ‘Gender Gender 3
3 Age B
0,00 Age
Age N
Ag 000 ork oxporiance et Job T Workexperience —s————— Job ~
008 Work experence sob
= Work experience. > — K.
oft — /
Grade point average S T —r— = /
Seacs poled pversoe 1 Sras polot sverage y. Grade point average /
g / v VA
93— Collegerank T Race
\’\ ‘score
Sat score 000 " Collegorank 2ot s College rank e /
Race _— /
Race Sat score College rank
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Aggregate Aggregate Aggregate
Aggregate
Age- Age- Age-
College_Rank - College. Ragk— Age- College_Rank
Gender- gG}naer— College_Rank- —
Grade_Point_Average - Gender- Grade_Point_Average
Major- — Grade_Point_Average- M . point_Average- — Major - —
Major- — — Race

Major-
Race- Rce=] SAT_score
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Work_Experience - Work_Experience -

Race-
SAT_score-
Work_Experience -

Figure 7: FairPlay Matrix. This figure compares the causal networks created by each set of players
(top row) and the aggregate attribute disparity charts (bottom row)

When we turn to aggregate attribute disparity charts, it’s evident that players managed to avoid
unfavorable outcomes (marked by red shades) for almost all attributes across all games. However,
exceptions are observed in Games 2, 3, and 4, concerning individuals with low work experience. This
finding suggests that players accepted that individuals with less work experience may not be selected
for the job, despite at least one participant valuing this attribute (otherwise it wouldn’t be displayed
in a red shade). This shows that users are willing to accept trade-offs in order to reach a consensus
(The same holds true for Major in the fourth study).

Drawing insights from Figure 7 as a whole, players seem to be striving for maximum scores for
their groups, as indicated by the aggregate attribute disparity charts. Interestingly, it appears possible
to optimize benefits for the desired groups for everyone without explicitly taking any particular
definition of fairness into account. This demonstrates that although satisfying all definitions of
fairness might be challenging, as suggested by the literature, reaching a consensus on what factors
should influence the final decision in a specific context is achievable. Users were able to negotiate
and agree on trade-offs, indicating a collective prioritization of certain attributes over others to reach
a shared understanding of fairness within the specific context of the game.

E Participants Demographics and Backgrounds

The demographic information of the users is provided in Figures 8,9 and 10. Figures 11 and 12 give
some insights on participants backgrounds and familiarity with related concepts.
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Age Ranges (Years)

020

s 21-30

31-40

m 41-50

51-60

l 651-70

71-80

Figure 8: Participants’ age range.
F

Gender
M
. F

Figure 9: Participants’ gender. Provided options included "Non-Binary" and "Prefer Not to Answer'
as well.

Pacific Islander/ Native Hawaiian
Asian (75%)

African American/Black

White (25%)
Middle Eastern/North African
Native American/Alaska Native

Prefer not to answer

Figure 10: Participants’ ethnicity.
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@ Secondary/High school graduate or

equivalent
18.2%

@ Associate's
Bachelor's
@ Master's
@ Doctoral Degree Program ( Ph.D.)
18.2% @ Doctoral Degree Professional
@ Industry Recognized Certification

@ Technical Training Program
@ None of the above

Figure 11: Participants’ educational level.

I Notatall M Slightly Familiar Moderately Familiar [l Very Familiar
50%

25%

Machine Learning Causal Inference Data Preparation

Figure 12: Participants’ familiarity with related concepts.

F Player’s Roles

The goals and objectives for each role were developed by analyzing job descriptions and requirements
on recruitment websites such as LinkedIn and Indeed. The preferences selected for the players in our
initial three user studies were aligned with the goals illustrated in Figure 13. These preferences were
not engineered to simplify reaching consensus by aligning the goals for all players. As indicated
by the goals on the cards, some roles prioritize experience and talent, while others emphasize equal
opportunities for all groups. There are goals and preferences that are aligned, as well as those that are
in opposition, to ensure that the studies closely resemble real-world scenarios.
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Hiring Agency Employer Coworkers

év‘\f
-

Motivation Motivation

minimize employee turnover Q increase revenue Q have easy-going & understanding coworkers,
minimize insurance costs Q receive value for money so conflicts and arguments are minimized
predict job performance and employee Q avoid risking company’s reputation O look for team workers who get their tasks
engagement O wants people who have few responsibilities done on time and don’t push it on others
recruit, retain, inspire and engage top talents outside work and can dedicate most of their O have colleagues who are good at their jobs
maximize commission payments time and energy to work so they can be asked for help if needed

Manager H Union Representative H

2 0add

- —— =V -

Motivation Motivation

Q have a team of top talents QO ensure employee welfare

O delegate tasks to team members as much Q ensure employees have a work-life balance
as possible Q make sure no one is working extra and

O master shrinking budgets and timelines everyone is being paid enough

Q have people who can show up in Q ensure equal participation of all groups

emergencies Q ensure equal opportunity for everyone

Figure 13: Cards shown on the game interface to remind players of their goals for a particular role.

Roles Age Gender College Rank | Grade Point Average Major Work Experience Race
Hiring Agency | Both groups — Elite Above 3 Computer Science Both groups —
Employer Above 42 Both groups — Above 3 — Above 24 Both Groups
M: Above 42 Male Elite Above 3 Computer Science Above 24 ‘White
Coworkers — Both groups | Both groups Above 3 Both groups Above 24 —
Union Rep. Both groups | Both groups — — — Both groups Both Groups

Table 2: Preferences set for players in the first three user studies based on their roles. A line indicates
that the role did not have any preference for that particular feature.
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