
Profiling and Analyzing Climate Change Statements in IPCC Reports

Anonymous ACL submission

Abstract
We propose new methods to extract and profile001
the climate change statements from the Sixth002
Assessment Reports of the Intergovernmental003
Panel on Climate Change (IPCC). We represent004
the 9,728 statements from the latest IPCC re-005
ports (AR6) with associated uncertainty levels006
and glossary terms. We profile their distribu-007
tions across different parts of the 6000+ page008
AR6 reports. We also present a few case studies009
centered around the glossary term “wetland”,010
namely linking related statements across sum-011
mary sections and chapter content, finding and012
profiling supporting references, and comparing013
them with large language models for statement014
summarization. We believe this work marks015
an initial step towards in-depth information ex-016
traction regarding climate change. It lays the017
groundwork for more advanced automated anal-018
ysis of climate-related statements and broader019
integrative scientific assessments.020

1 Introduction021

A scientific statement is a factual statement which022

prescribes or entails the conditions for its verifica-023

tion (Miller, 1947). Statements are often viewed as024

a basic unit of scientific discourse. With the scien-025

tific literature growing rapidly in volume, keeping026

track of a large set of related statements is a widely-027

recognized challenge across diverse fields such as028

biomedicine, public health and law (Achakulvisut029

et al., 2019; Li et al., 2021; Wuehrl et al., 2023; Sur-030

deanu et al., 2010; Li et al., 2022). Climate change031

poses a complex and multifaceted challenge to032

modern science (Klenk and Meehan, 2015). Keep-033

ing track of the scientific literature and scientific034

statements is also a pressing need in this domain,035

where research findings should inform critical pol-036

icy decisions and enhance public understanding037

(Kasperson and Stern, 2010).038

The Intergovernmental Panel on Climate Change039

(IPCC) is the United Nations (UN) body for assess-040

ing the science related to climate change (IPCC,041

Figure 1: Turning IPCC statements into structured text.
(Top) An input text segment from the IPCC AR6 WGII
report. (Bottom) System output – semi-structured repre-
sentation of the corresponding statement.

2024b). One important output from IPCC are the in- 042

tegrative assessment report series – the latest sixth 043

Assessment Reports (AR6) were released between 044

2021 and 2023 (Arias et al., 2021; Adler et al., 045

2022; Shukla et al., 2022). These integrative as- 046

sessment reports present both opportunities and 047

challenges for computational tools for science. On 048

the one hand, the IPCC has developed protocols 049

to recruit experts (IPCC, 2024a), evaluate a large 050

body of literature (IPCC, 2024b), and encode un- 051

certainties and consensus (Mastrandrea et al., 2010) 052

– which may mean that the scientific statements are 053

more robust, and resulting documents are easier 054

to automatically parse than research papers in gen- 055

eral. On the other hand, AR6 alone has 743 authors 056

and review editors (IPCC, 2024a). The result of 057

this large-scale collaboration is an assessment re- 058

port AR6 totalling 10,000+ pages. We posit that 059

the volume of information here is still too large 060

for anyone to read and comprehend; therefore au- 061

tomated tools will be helpful but largely missing 062

– since most work on NLP for science, including 063

climate science (Callaghan et al., 2021), focuses 064

on paper collections. 065

This work takes the first few steps towards ex- 066

tracting information from IPCC reports. First, we 067

design and implement a tool to extract scientific 068

statements from IPCC Working Group (WG) re- 069
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ports. An example of the extracted statements, con-070

taining its text, uncertainty (i.e., confidence and071

likelihood) levels, source and key terms, is shown072

in Figure 1. Second, we present a comprehensive073

profile of 9,728 statements across three IPCC WG074

reports (Section 4). Profiling these statements with075

confidence and likelihood levels provides insights076

into the robustness and reliability of the informa-077

tion, which is crucial for informed decision-making.078

Our analysis shows that WGII has a higher propor-079

tion of high and very-high confidence statements,080

and 36.34% of statements appear in different sum-081

mary content rather than chapter content. Addition-082

ally, profiling the distribution of key terms in state-083

ments across the reports helps in understanding084

the thematic focus and terminological consistency.085

Lastly, we present three case studies that take the086

first steps towards linking related statements (Sec-087

tion 5)to highlight the connections between dif-088

ferent parts of the reports; identifying supporting089

references (Section 7) to provide a deeper context090

for the statements; and comparing statement sum-091

marization with those by large language models092

(Section 6 to assess the effectiveness of automated093

tools in summarizing complex scientific informa-094

tion.095

We hope that this constitutes a useful first step096

towards analysing other integrated assessment re-097

ports (Mach and Field, 2017), which include and098

obviously not limited to the Millennium Ecosys-099

tem Assessment (Assessment, 2005), the Global100

Energy Assessment (Global Energy Assessment,101

2012), and upcoming assessment on AI that forms102

the foundation for UN AI Governance (UN Advi-103

sory Body on Artificial Intelligence, 2023). We will104

release the statements at https://anonymous.com.105

2 Related Work106

Statement or claim extraction from scientific docu-107

ments is a crucial task across various domains. In108

the biomedical field, Achakulvisut et al. (2019)109

utilize a Bi-LSTM with a CRF layer for state-110

ment extraction, while Li et al. (2021) and Wuehrl111

et al. (2023) introduce methods for tagging rel-112

evant text segments and leveraging entity recog-113

nition for statement verification, respectively. In114

legal texts, Surdeanu et al. (2010) employ a hier-115

archically structured model for extraction. For the116

COVID-19 pandemic, Li et al. (2022) build a sys-117

tem to extract, structure, and monitor statements118

from various sources in real-time. Unlike them,119

our work addresses a new problem in building NLP120

tools for climate change (Stede and Patz, 2021). 121

For the climate change domain, there is research 122

that focuses on extracting climate-related state- 123

ments as datasets for downstream tasks such as 124

fact-checking. The datasets include Climate Fever 125

(Diggelmann et al., 2020), Climate Feedback (Wal- 126

ter et al., 2020), and Skeptical Science (Winkler 127

et al., 2021). However, these sources derive state- 128

ments from social media, news, websites, etc., 129

not from IPCC reports.Specifically, Lacombe et al. 130

(2023) provide a dataset by extracting statements 131

from three IPCC Sixth Assessment Reports, align- 132

ing with our goal. However, their PDF extraction 133

method misses some statements, introduces inac- 134

curacies, and overlooks statements with likelihood 135

levels. Additionally, their classification based on 136

confidence labels is unreasonable, as experienced 137

climate experts consider multiple factors beyond 138

the statements themselves. 139

3 IPCC Reports and Scientific Statements 140

Therein 141

The IPCC Sixth Assessment Report comprises 142

three Working Group (WG) reports, which are re- 143

leased sequentially from 2021 to 2022. They are 144

WGI (2021), focusing on the Physical Science Ba- 145

sis; WGII (2022), on Impacts, Adaptation, and 146

Vulnerability; and WGIII (2022), on Mitigation of 147

Climate Change. The structure of each WG report 148

consists of a Summary for Policymakers, a Techni- 149

cal Summary, and a set of numbered chapters. The 150

three WG reports have 12, 18 and 17 chapters, re- 151

spectively. We leave analyzing the Special Reports 152

and Synthesis Report of AR6 as future work. 153

Statements are one of the scientific building 154

blocks of IPCC reports, with each statement clearly 155

categorized by confidence levels and likelihoods, 156

to provide a nuanced and comprehensive overview 157

of climate impacts and risks. Confidence and like- 158

lihood levels, which are key metrics used by the 159

IPCC, express scientific uncertainty. Confidence 160

levels in the IPCC assessment process reflect the va- 161

lidity of a statement based on the type, amount, and 162

quality of evidence supporting it, while likelihood 163

levels denote the probability of the occurrence of 164

an event or outcome, calculated through statistical 165

methods and expert judgment. The IPCC provides 166

a framework that details the confidence and like- 167

lihood levels (Adler et al., 2022). The framework 168

structure can be found in Figure 5 in Appendix A.1. 169

Confidence is assessed using a 5-level scale that 170

includes the categories of very low, low, medium, 171
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WGI WGII WGIII Total
Source Page Para. Word Page Para. Word Page Para. Word Page Para. Word
SummPol 32 132 9,243 34 45 5,140 51 581 22,046 117 758 36,429
TechSumm 112 340 34,449 84 207 28,728 102 499 45,053 298 1,046 108,230
ChapSumm 42 207 26,764 61 428 46,157 43 254 30,734 146 889 103,655
ChapBody 1,740 4,419 732,260 2,341 6,427 833,961 1,599 6,240 757,115 5,680 17,086 2,323,336
Total 1,926 5,098 802,716 2,520 7,107 913,986 1,795 7,574 854,948 6,241 19,779 2,571,650

Table 1: Basic profile of IPCC AR6 Working Group (WGI, WGII, WGIII) Reports, containing the number of pages,
paragraphs and words by content type: Summary for Policymakers (SummPol), Technical Summary (TechSumm),
Executive Summary of Chapters (ChapSumm) and the remaining Chapter contents (ChapCont).

high, and very high confidence. The likelihood is172

divided into 10 scales, from exceptionally unlikely173

(0-1%) to virtually certain (99-100%).174

We store the three reports by first chunking them175

into paragraphs (excluding figures, plots, etc.) and176

injecting the paragraphs into the Elasticsearch1177

database to facilitate search and analysis. An over-178

all dataset profile is in Table 1, showing that the179

three WG reports collectively have more than 6,000180

pages, nearly 20K paragraphs, and more than 2.5181

million words. Various summary content, includ-182

ing the Summaries for Policymakers (SummPol),183

Technical Summaries (TechSumm), and Chapter184

Executive Summaries (ChapSumm), constitutes ap-185

proximately 10% of the entire AR6. Note that An-186

nexes, Atlas, and Front Matter are excluded from187

Table 1.188

4 Extracting and Profiling Statements189

from IPCC AR6190

We propose a method to automatically extract sci-191

entific statements from IPCC reports and represent192

each statement s as a faceted tuple:193

s = {t, c, l, o, w}.194

Here t represents the statement text; c and l repre-195

sent the confidence and likelihood level associated196

with statement s, respectively – either of which can197

be absent; o specifies the source of s in the IPCC198

reports, including the relevant working group, chap-199

ter, and section; w refers to a set of key terms from200

IPCC Glossary that appear in the statement text.201

The extraction method are described below, and an202

example extraction result is in Figure 1.203

4.1 Extracting Statement Text204

The data source for extraction is the HTML web-205

pages234 for the AR6 WGI, WGII and WGIII206

reports. While the PDF versions of the reports207

are available, we find HTML parsing more re-208

1https://www.elastic.co/
2https://www.ipcc.ch/report/ar6/wg1/
3https://www.ipcc.ch/report/ar6/wg2/
4https://www.ipcc.ch/report/ar6/wg3/

liable despite recent developments in PDF ex- 209

traction tools (Bast and Korzen, 2017; Meuschke 210

et al., 2023). We assume that each statement 211

has a confidence level or a likelihood level 212

tag. In the HTML file, such tags are in italics 213

(e.g., <span class="condensed_italic">high confi- 214

dence</span>). We split the whole reports into 215

individual sentences and extract sentences with the 216

italic confidence or likelihood tags as statements. 217

The extracted statements are processed by: (1) 218

eliminating footnotes embedded within sentences 219

using the HTML tag "_idFootnoteLink _idGenCol- 220

orInherit"; (2) filtering out statements with fewer 221

than 50 characters. Such short and abnormal state- 222

ments arise from the limitations of our sentence 223

segmentation method, which depends on ending 224

punctuation marks like periods and question marks; 225

(3) The executive summary HTML of Chapter 9 in 226

the WGIII report is not available. Therefore, we 227

conduct a manual examination of the correspond- 228

ing PDF and include the statements. Furthermore, 229

we encounter instances where a sentence includes 230

multiple statements, e.g., “. . .wetland vegetation 231

will increase with SLR (high confidence). . . im- 232

pacts than deeper estuaries with well-developed 233

sediments (medium confidence). . ..” (cf. the third 234

statement in Table 3). Such complex sentences 235

condense multiple pieces of information into a co- 236

herent structure, offering a concise summary that 237

facilitates comparison. If these elements are sepa- 238

rated, their meaning becomes fragmented. In such 239

instances, we treat them as a single comprehensive 240

statement and assign the confidence or likelihood 241

level of the last-mentioned tag. 242

While all 5 confidence levels are found in the 243

dataset, the 10 likelihood levels are used less con- 244

sistently. In the reports, a few new wordings are 245

found in the tags that aren’t in the set of pre-defined 246

likelihood levels, such as ‘high certainty’. We then 247

manually merge all of the variants into the given 248

10 scales. Details are in Appendix A.4. 249
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Figure 2: A treemap of statements by confidence levels (very high, high, medium, low, very low) and sources
(ChapBody, ChapSumm, TechSumm, SummPol) for IPCC AR6 WGI, WGII, and WGIII reports. Block sizes
correspond to the number of statements.

4.2 Detecting Glossary Terms in Statements250

The IPCC includes a glossary at the end of its re-251

ports. This glossary comprises a collection of key-252

words accompanied by their respective definitions.253

We collect terms from IPCC-glossary portal5, by254

storing all the terms found in the glossaries of AR5,255

AR6, and the special reports published between256

AR5 and AR6. Variations of the same word, such257

as “aerosol” and “aerosols”, are both present in258

the glossary. Given their grammatical and semantic259

similarities, we lemmatize and combine them into a260

single entity “aerosol”. In total, we have identified261

1,504 terms defined by IPCC that could potentially262

match the statement text.263

To identify the presence of key terms in state-264

ments, we employ the SpaCy6 tokenization and265

lemmatization tools from on both the terms and266

the statement text, then do the token-level match-267

ing. Additionally, we convert the statement text to268

lowercase and eliminate punctuation.269

4.3 Overall statement profile270

We obtained 9,728 statements, which is in excess of271

the 8,094 statements extracted by (Lacombe et al.,272

2023). We denote the 9,728 statements as set S;273

the subset of 8,581 statements with confidence lev-274

els as set C = {s ∈ S,where sc ̸= ϕ}; the subset275

of 1,508 statements with likelihood levels as set L276

= {s ∈ S,where sl ̸= ϕ}. Set C contains 3,117277

statements from WGI, 4,620 from WGII, and 844278

from WGIII. Set L includes 1,210 statements from279

WGI, 271 from WGII, and 27 from WGIII. There280

5https://apps.ipcc.ch/glossary/
6https://spacy.io/

are 361 statements that include both confidence and 281

likelihood levels. 91.2% of C and 89.2% of L con- 282

tain at least one key term. The overall distribution 283

aligns with observations on integrative assessment 284

(Mach and Field, 2017) – confidence is most ap- 285

plicable when characterizing statements in WGII 286

(on impacts, adaptation, and vulnerability) because 287

cross-disciplinary evidence is often required for 288

such inquiry. By contrast, likelihood is more com- 289

mon in WGI (on physical science) since statements 290

could come from single lines of inquiry or similar 291

inquiries whose likelihoods could be aggregated. 292

Figure 2 contains a breakdown of confidence 293

levels across different parts of each WG report. 294

In general, most of the statements in C are found 295

within the chapter bodies. Over 90% of the overall 296

statements have confidence levels above medium 297

(i.e., medium, high, or very high). Specifically, 298

high confidence is the most common confidence 299

level for statements in most chapters, except for 300

those in the chapter bodies of the WGI and WGIII 301

reports. As for L, most of the statements are found 302

in chapter bodies as well, and the majority of them 303

have a likely label. A detailed distribution is shown 304

in Table 4, Appendix A.1. 305

Figure 3 shows the frequency of key terms oc- 306

curring in C and their distributions in the three WG 307

reports. As expected, general concepts such as “cli- 308

mate”, and “climate change” are dominant terms in 309

the statements. Other popular topics in the climate 310

change domain, like “emissions”, “ecosystem”, 311

and “global warming”, are also emphasized. More 312

specific terms, such as “sea ice” and “RCP8.5”, 313

are covered by a certain number of statements as 314

well. This reveals that our extracted statements 315

4

https://apps.ipcc.ch/glossary/
https://spacy.io/


Figure 3: Frequency and breakdown of the top 57 terms (occurring 100 times or more) in set C of IPCC AR6
statements. Top:The number of times each term appears on log scale. Bottom: The proportion of each key term in
each of WGI, II and III.

WGII
12.ES

Disruption in water flows will significantly degrade
ecosystems such as high-elevation wetlands and af-
fect farming communities, public health and energy
production (high confidence).

WGII
12.3

Disruptions in water flows will significantly degrade
or eliminate high-elevation wetlands (high confi-
dence) (Bury et al., 2013; Dangles et al., 2017; Mark
et al., 2017; Polk et al., 2017; Cuesta et al., 2019).

Table 2: One statement from D and one from N with
a similarity score higher than threshold θ = 0.78. Key
terms in the statements are highlighted.

offer comprehensive coverage in summarizing a316

variety of climate change-related findings. Specif-317

ically, the most frequently occurring terms in the318

statements from different working groups closely319

align with the themes of each WG. Statements from320

WGI (The Physical Science Basis) focus on mit-321

igation strategies and foundational terms such as322

“evidence”, “global”, and “anthropogenic”. WGII323

(Impacts, Adaptation, and Vulnerability) empha-324

sizes terms like “vulnerability”, “risk”, “impacts”,325

and “adaptation”. Meanwhile, WGIII (Mitigation326

of Climate Change) heavily utilizes terms such327

as “mitigation”, “emissions”, and “technological”.328

These identified terms, especially when paired, can329

provide deep insights into thematic overlaps and in-330

terdependencies between different areas of climate331

science. For example, the combination of “emis-332

sions” and “mitigation” can highlight the direct333

relationship between the volume of emissions and334

the effectiveness of mitigation strategies. Further-335

more, lower-frequency terms may uncover niche336

topics or emerging trends in climate science that337

have not yet reached mainstream recognition, pre-338

senting vital directions for our future research.339

Glossary terms (and their combinations) can be340

further used to identify statements related to spe- 341

cific topics of interest. In the rest of this paper, 342

we present a few case studies of linking, support- 343

ing, and comparing related scientific facts using 344

statements. 345

5 Case Study 1: Linking Statements 346

Across AR6 347

We define two statements to be linked if they con- 348

vey similar meanings or ideas, and pertain to com- 349

parable contexts or topics. In this section, we link 350

related statements across different parts of IPCC 351

AR6. Since using the collection of 9000+ state- 352

ments individually does not seem practical for read- 353

ers of the IPCC report, we believe being able to 354

identify topically similar and scientifically related 355

groups is a tangible first step. 356

We build this case study around the glossary term 357

“wetland” – chosen due to both its relevance in our 358

geographical area and the fact that the number of 359

related statements forms a small yet diverse set for 360

building intuition and manual checking of validity. 361

We focuses on two sets of statements: set N con- 362

tains all 5,232 statements in Chapter bodies, and 363

set D contains 12 statements containing “wetland” 364

in the summary sections – SummPol, TechSumm 365

and ChapSumm. Both are proper subsets of set C 366

which contains all statements with confidence. 367

We compare these two sets of statements to high- 368

light the contrast between the broader discourse 369

and specific mentions in summaries. This compari- 370

son reveals the extent and consistency of wetland- 371

related discussions across detailed and summary 372

contexts, helping us understand the prominence of 373

these issues. 374

Throughout this section, glossary terms are high- 375

5



WGII
TS.D

Restoration of wetlands could support livelihoods and help sequester carbon (medium confidence),
provided they are allowed accommodation space.

WGII
12.ES

Inclusive water regimes that overcome social inequalities and approaches including nature-based
solutions, such as wetland restoration and water storage and infiltration infrastructure, with
synergies for ecosystem conservation and disaster risk reduction, have been found to be more
successful for adaptation and sustainable development (high confidence).

WGII 3.4 Without careful management of freshwater inputs, sediment augmentation and/or the restoration
of shorelines to more natural states, transformation and loss of intertidal areas and wetland
vegetation will increase with SLR (high confidence) (Doughty et al., 2019; Leuven et al., 2019;
Yu et al., 2019; Raw et al., 2020; Shih, 2020; Stein et al., 2020), with small, shallow microtidal
estuaries being more vulnerable to impacts than deeper estuaries with well-developed sediments
(medium confidence) (Leuven et al., 2019; Williamson and Guinder, 2021).

WGIII 7.4 There is medium confidence that coastal wetland restoration has a technical potential of 0.3
(0.04–0.84) gtco2-eq yr –1 of which 0.1 (0.05–0.2) gtco2-eq yr –1 is available up to usd100
tco2–1.

WGIII 7.4 There is high confidence that coastal wetlands, especially mangroves, contain large carbon stocks
relative to other ecosystems and medium confidence that restoration will reinstate pre-disturbance
carbon sequestration rates.

WGIII 7.4 There is low confidence on the response of coastal wetlands to climate change; however, there is
high confidence that coastal wetland restoration will provide a suite of valuable co-benefits.

Table 3: Statements that contain both “wetland” and “restoration” key terms.

lighted and categorized into nine distinct groups376

using a term-clustering scheme we developed with377

GPT-4, described in detail in Appendix A.3.378

Measuring Similarity We posit that related state-379

ments should exhibit topical similarity. There ap-380

pear to be two primary approaches: analyzing381

semantic similarity and filtering and intersecting382

by glossary terms. In this section, we first apply383

the semantic similarity analysis, followed by the384

glossary term method. To measure the pair-wise385

similarity, we first embed statements di ∈ D and386

nj ∈ N into 1,536-dimensional vectors using the387

text-embedding-3-small model of OpenAI em-388

bedding API. We then calculate the cosine similar-389

ity between di and nj .390

The average similarity score between each di391

and all statements in N approximates 0.5 (detailed392

distribution is in Figure 6 in Appendix A.2). It393

suggests a moderate level of relatedness between394

statements in summary and base chapters.395

To establish links between statements based396

on their similarity scores, we define a threshold397

θ ∈ [0, 1]. Statements di and nj are considered398

linked if their similarity score Sim(di, nj) > θ.399

We explored threshold values from 0.5 to 0.99 in400

increments of 0.01 and computed the average dif-401

ference in similarity scores between linked and402

unlinked statement pairs. The trend of these dif-403

ferences (illustrated in Figure 7, Appendix A.2)404

reveals the steepest increase in the gap as θ tran-405

sitions from 0.77 to 0.78. Consequently, we set406

θ = 0.78, linking statements only when their simi-407

larity scores exceed this value.408

Results and Discussion Table 2 shows the result 409

that only one pair of statements from set D (of 12 410

wetland-related statements) and N are above the 411

threshold, both originating from the same chap- 412

ter’s (WGII Chapter 12) executive summary and 413

body. Upon reading these statements, we confirm 414

that they are essentially the same statement pitched 415

at different levels of detail. This outcome demon- 416

strates the high precision of this semantic similarity- 417

based method. However, the method may miss 418

valid links as the recall is undetermined. This limi- 419

tation may stem from the complexity in sentence 420

structures and wording, and whole-sentence em- 421

bedding may not adequately capture these nuances. 422

The key terms in the base chapter statement (i.e., 423

{“wetland”}) is a subset of those in the summary 424

chapter statement (i.e., {“ecosystem”, “wetland”, 425

“health”, “energy”}). This observation prompts fur- 426

ther investigation into whether key term overlaps 427

could indicate potential links between statements. 428

To assess the potential for further matching, we 429

(the authors of this work) examine all six state- 430

ments that include the glossary term “restoration” 431

(in blue) as well as “wetland” (in green) – two from 432

summary chapters and four from chapter bodies, 433

shown in Table 3. Despite the fact that glossary 434

terms among these statements intersect, we did not 435

identify any additional pairs that could be linked. 436

For example, the first and fourth statements both 437

mention that wetland restoration benefits carbon 438

sequestration, but the first is broader and mentions 439

additional benefits such as supporting livelihoods, 440

while the fourth is more detailed and quantitative. 441
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Figure 4: Word clouds generated from the abstracts of papers supporting the statements s1(left) and s2 (right).

It encourages us to explore the integration of multi-442

dimensional features for linking statements in fu-443

ture work, beyond mere semantic similarity or key444

term matching. For completeness, all 26 statements445

from Chapter body text with the glossary term “wet-446

land”, are listed in Table 8 in Appendix A.3, and447

we denote this set N ′.448

6 Case Study 2: Supporting References449

In this section, we attempt to identify the scientific450

research supporting a statement by extracting its451

cited references (named supporting references).452

While this may be a trivial task for statements con-453

taining local citations, it becomes more complex in454

general because many statements summarize sev-455

eral paragraphs or reference entire sections that456

include numerous irrelevant citations.457

Method We select one statement s1 from the458

set N ′ as a case study: “Otherwise, wetland459

ecosystems must migrate either inland or upstream,460

or face gradual submergence in deeper, increas-461

ingly saline water (very high confidence) (Section462

3.4.2.4; Andres et al., 2019; Jones et al., 2019b;463

Cohen et al., 2020; Mafi-Gholami et al., 2020;464

Magolan and Halls, 2020; Sklar et al., 2021).” This465

statement contains both a reference to WGII Sec-466

tion 3.4.2.4 and six local citations. From the section467

content, we aim to find the evidence sentences that468

contain the citation information that the statement469

may refer to. In particular, we select sentences that470

contain at least one local citation as candidate evi-471

dence sentences and compute similarities between472

the statement and each candidate evidence sentence473

using the same methodology as in Section 5.474

Section 3.4.2.4 contains a total of 21 candidate475

evidence sentences and their resulting similarity476

scores range from 0.39 to 0.69. We select the three477

sentences with the highest scores (details in Table 6,478

Appendix A.5) together with the six local citations479

for a total of 17 supporting references to s1.480

Results and Discussion By obtaining and con-481

catenating the abstracts of the 17 supporting ref-482

erences via OpenAlex7, we built a word cloud, as 483

shown on the left in Figure 4. Major keywords 484

specific to s1 that are present in its word cloud, 485

including “mangrove” (i.e., one kind of wetland), 486

“salinity”, “increase” and “wetland”, also occur in 487

s1, which indicates the relativity between the sup- 488

porting references and s1. 489

As a comparison, we perform the same analy- 490

sis on another statement s2: “Appropriately imple- 491

mented ecosystem-based mitigation, such as refor- 492

estation with climate-resilient native species (Sec- 493

tion 13.3.1.4), peatland and wetland restoration, 494

and agroecology (Section 13.5.2), can enhance car- 495

bon sequestration or storage (medium confidence) 496

(Seddon et al., 2020).” yielding a total of 14 sup- 497

porting references, of which 13 are used to con- 498

struct the word cloud on the right in Figure 4, as 499

one reference was not found on OpenAlex. Con- 500

trasting with s1, the major keywords for s2 are “car- 501

bon”, “forest”, “mitigation”, “tree”, and “ecosys- 502

tem”. The difference in major keywords between 503

the two word clouds supports our supporting refer- 504

ence detection methodology: Although both s1 and 505

s2 mention “wetland”, their context and emphasis 506

differ significantly, aligning with their respective 507

statements. This variation potentially validates the 508

precision of our approach in using text-based anal- 509

ysis to extract and link supporting references to 510

statements. However, the recall of this method still 511

needs to be evaluated in future work. 512

7 Case Study 3: A Comparison with GPT 513

Extracted Statements 514

We further conduct a case study to evaluate the 515

quality of our generated statements by comparing 516

them with those generated by large language mod- 517

els (LLMs). 518

Method We focus on the question “What are the 519

main scientific statements on wetland restoration 520

in IPCC reports?” The specific LLM used was 521

the GPT-4 model (OpenAI, 2023) and the details 522

7https://docs.openalex.org/
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of the prompt given to GPT-4 are detailed in Ap-523

pendix A.6. Inspired by the pioneering work of524

ChatClimate (Vaghefi et al., 2023), which builds a525

retrieval-augmented-generation (RAG)-based con-526

versational LLM using IPCC reports, we explored527

two methodologies: (1) pure zero-shot learning528

with GPT, where we provided the prompt directly529

to the model for statement extraction; and (2) RAG-530

based GPT, which involved enhancing the GPT-531

4 model’s performance by providing the top five532

retrieved IPCC paragraphs relevant to the query.533

These paragraphs were selected based on the co-534

sine similarity between each paragraph in our Elas-535

ticsearch database and the query. Additionally, we536

extracted statements from our database that con-537

tained the key terms “wetland” and “restoration”538

(as shown in Table 3) for comparison.539

Results and Discussion The full results gener-540

ated by the three methods are presented in Table 7541

in Appendix A.6. Unlike our method, the zero-shot542

GPT model often produces statements that cite in-543

accurate IPCC sections. For instance, all three544

generated statements that cite “WGII Section 6.5”545

are incorrect – The term “wetland” does not ap-546

pear in that section. Furthermore, the RAG-based547

GPT model, assisted by the top five retrieved para-548

graphs, exhibits improved accuracy in identifying549

IPCC sections related to wetland restoration (e.g.,550

IPCC WGIII Section 7.4). However, it still tends to551

excessively condense content and generate halluci-552

nations, similar to the zero-shot GPT model. This553

decreases the quality of the generated statements.554

For instance, consider the sentence “Their restora-555

tion and rewetting is crucial to meet 1.5°C–2°C556

pathways by 2050” from the second statement gen-557

erated by the RAG-based GPT model. In the cited558

section (i.e., IPCC WGIII Section 7.4), we find559

sentences such as “. . . both peatland protection and560

peatland restoration (Section 7.4.2.7) are needed to561

achieve a 2°C mitigation . . . ” and “. . . peatlands,562

coastal wetlands, and forests are particularly impor-563

tant as most carbon lost from these ecosystems is564

irrecoverable through restoration by the 2050 time-565

line . . . ”. However, there is insufficient evidence to566

justify summarizing these specific details into the567

broader statement provided by the model.568

Thus, only our statements contain the scientific569

publication information that the statement refers to,570

e.g., “. . . Doughty et al., 2019; Leuven et al., . . .”571

(cf. the third statement in Table 3). As mentioned in572

Section 6, such references provide important scien-573

tific evidence supporting the statements. Addition- 574

ally, the GPT-generated statements lack uncertainty 575

assessment information as we do. Confidence and 576

likelihood levels are crucial for evaluating the va- 577

lidity and probability of the statements. On the 578

other hand, our own generated statements also face 579

issues: they are not comprehensive enough because 580

we directly select sentences from the IPCC reports. 581

For example, it is difficult for readers to fully under- 582

stand the fourth statement “... wetland restoration 583

has a technical potential of 0.3 (0.04–0.84) gtco2- 584

eq yr –1 of which 0.1 (0.05–0.2) gtco2-eq yr –1 is 585

available up to usd100 tco2–1.” that we generated, 586

as it stands alone with no in-context information. 587

Providing background information such as expla- 588

nations of terms (e.g., “gtco2-eq”) may potentially 589

enhance comprehension, which urges us to seek en- 590

gagement with more climate experts in the future. 591

8 Conclusion 592

Reading, comprehending, and tracking scientific 593

statements in large-scale literature, especially in the 594

complex climate change domain, is a critical but 595

challenging task. In this paper, we take the first few 596

steps towards profiling and analyzing statements 597

from the IPCC assessment reports. By automating 598

the process, we provide researchers, policymakers, 599

and stakeholders with a more accessible way to nav- 600

igate the extensive and complex information found 601

in IPCC reports. We aim to enable more informed 602

decision-making and foster a deeper understanding 603

of climate change dynamics. 604

Discussion We reflect on several limitations in 605

the current dataset and methods, which could guide 606

our future work. Previous IPCC assessment reports 607

such as AR5 and AR4 are only available in PDF for- 608

mat, necessitating the exploration of advanced PDF 609

parsing tools. Once extracted, evolution of state- 610

ments across the different assessment reports over 611

the last few decades could be explored. The results 612

of linking statements (cf. Section 5) underscore 613

the current challenges in understanding complex 614

climate-related statements using matching-based 615

and data-driven methods. Additionally, as men- 616

tioned in Section 7, a systematic evaluation is re- 617

quired to assess the coverage and validity of the 618

supporting references. We believe that further en- 619

gaging in cross-disciplinary collaborations involv- 620

ing climate scientists and linguists can enhance 621

our interpretation of statements and help pave the 622

way for designing tools that can ultimately help 623

scientists, policy-makers and other stakeholders. 624
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A Appendix769

A.1770

IPCC conducted guidelines for determining the de-771

gree of certainty of statements, which is mapped772

into the confidence and likelihood levels in our773

statement profile. The guideline framework is774

shown in Figure 5.775

Besides the distribution of the statements with776

confidence levels (C) shown in the main context777

(cf. Figure 2), the distribution of the statements778

according to the likelihood levels (L) is shown in779

Table 4. Similar to C, the majority of statements780

in L also located in chapter bodies. And the likeli-781

hood labels are quite imbalanced, over 80% of L782

are with a likely label or a very likely label.783

A.2 Semantic Similarity between Statements 784

As described in Section 5, we calculate the cosine 785

similarity between each statement (di) in the 12- 786

statement set D and all the statements in N . Figure 787

6 illustrates the distribution of similarity scores for 788

each di, with each box representing these scores. 789

To determine the threshold θ for defining similar 790

statements, we compared the average similarity 791

score between linked and unlinked statements un- 792

der various candidate thresholds. The results are 793

shown in Figure 7. Notably, the steepest increase 794

in the gap occurs between 0.77 and 0.78, leading 795

us to set θ = 0.78. 796

A.3 Statements with the Key Term ‘wetland’ 797

The 38 statements that contain the key term “Wet- 798

land” are shown in Table 3. 799

And the categories of the key terms that are high- 800

lighted in different colors in the Table 3 are gen- 801

erated by asking ChatGPT to categorize the key 802

terms three times and the ensemble result of the 803

three-time categorization. The mapping dictionary 804

is defined in Table 5, each cluster of key terms is 805

named as a category based on their meanings in 806

climate change domain. 807

A.4 Merging Likelihood Level Variations 808

We (the authors of this paper) found 12 variations 809

of the likelihood levels and manually combined 810

them based on domain knowledge. The dictionary 811

provided below illustrates the mapping relation- 812

ships, where the variation is the key and the corre- 813

sponding original likelihood level is the value. 814

{ virtual certainty: virtually certain, very 815

likely to be virtually certain: ’virtually 816

certain’, 817

high certainty: virtually certain, highly 818

likely: very likely, more or less likely: 819

likely, more likely: likely, likely than 820

not: more likely than not, as likely as 821

not: about as likely as not, 822

less likely: unlikely, 823

not likely: unlikely, 824

large uncertainty: unlikely, deep uncer- 825

tainty: extremely unlikely } 826

Out of the 1,508 statements in set L, 29 of them 827

have variant levels of likelihood and have been 828

matched to the original 10 scales using the dictio- 829

nary above. 830
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Figure 5: The IPCC AR6 framework for applying expert judgment in the evaluation of degrees such as confidence
and likelihood of statements (cf. IPCC AR6 WGII Figure TS.1).

Total SummPol TechSumm Chapters
ChapSumm ChapBody

Virtually certain 184 (12.20%) 3 (7.69%) 38 (24.52%) 22 (14.10%) 121 (10.45%)

Extremely likely 30 (1.99%) 0 4 (2.58%) 1 (0.64%) 25 (2.16%)

Very likely 450 (29.84%) 18 (46.15%) 38 (24.52%) 38 (24.36%) 356 (30.74%)

Likely 772 (51.19%) 17 (43.59%) 73 (47.10%) 90 (57.69%) 592 (51.12%)

More likely than not 11 (0.73%) 0 1 (0.65%) 1 (0.64%) 9 (0.78%)

About as likely as not 4 (0.27%) 0 0 1 (0.64%) 4 (0.35%)

Unlikely 26 (1.72%) 0 0 0 25 (2.16%)

Very unlikely 11 (0.73%) 0 0 2 (1.28%) 9 (0.78%)

Extremely unlikely 20 (1.33%) 1 (2.56%) 1 (0.65%) 1 (0.64%) 17 (1.47%)

Total 1,508 39 155 156 1,158

Table 4: Distribution of likelihood levels in Statements, including the number of statements by likelihood label:
Summary for Policymakers (SummPol), Technical Summary (TechSumm), Executive Summary of Chapters
(ChapSumm) and the remaining Chapter contents (ChapCont).

A.5 Evidence Sentences for Reference831

Checking832

Given the 21 candidate evidence sentences and the833

statement s1, the top three evidence sentences with834

the highest similarity scores are shown in Table 6.835

Based on the abstracts of the 17 cited papers in 836

the three evidence sentences, we build a word cloud 837

of the concatenated abstracts. Specifically, we ap- 838

ply tokenization and lemmatization using SpaCy, 839

and remove English stopwords (along with ‘cli- 840
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Figure 6: Comparative distribution of semantic similarity scores between each statement in D (Statement 1–12) and
all statements in N .

Category Key Terms
Climate Pro-
cesses

Climate variability, Climate
change, Global warming, Green
infrastructure

Climate Im-
pact

Sea level rise (SLR), Flood,
Drought, Heat island, Impacts

Ecosystem
Services

Biodiversity, Carbon sequestra-
tion, Ecosystem, Cultural ser-
vices, Wetland

Climate Re-
sponse

Adaptation, Mitigation, Re-
silience, Sustainable develop-
ment, Restoration, Reforestation

Risk and Vul-
nerability

Risk, Disaster risk, Vulnerability,
Uncertainty, Trade-off

Energy and
Resources

Fossil fuels, Bioenergy, Energy,
Biomass

Socio-
economic
Factors

Inequality, Livelihood, Access
(to food), Health, Opportunities

Management
and Policy

Adaptive capacity, Capacity, For-
est management, Land use,
Emissions, Agreement

Miscellaneous Assets, Stock, Driver, Tech-
nical potential, Region, Con-
fidence, Urban, Potential, In-
frastructure, Measures, Transfor-
mation, Drivers, Soil erosion,
Land, Scenario, Emission sce-
nario, Peatlands, Evidence, Cost,
Settlements, Sequestration, Car-
bon stock, Forest, Extinction,
Agroecology, Co-benefits

Table 5: The ChatGPT categorized key term categories.

Similarity score Evidence sentence
0.69 Elevated water levels also alter sub-

mergence patterns for intertidal habi-
tat (high confidence) (Andres et al.,
2019), moving high-water levels in-
land (high confidence) (Peteet et al.,
2018; Appeaning Addo et al., 2020;
Liu et al., 2020e) and increasing the
salinity of coastal water tables and
soils (high confidence) (Eswar et al.,
2021).

0.65 These processes favour inland and/or
upstream migration of intertidal habi-
tat, where it is unconstrained by in-
frastructure, topography or other envi-
ronmental features (high confidence)
(Kirwan and Gedan, 2019; Parker and
Boyer, 2019; Langston et al., 2020;
Magolan and Halls, 2020; Saintilan et
al., 2020).

0.63 Along estuarine shorelines, chang-
ing submergence patterns and up-
stream penetration of saline waters
interact synergistically to stress inter-
tidal plants, changing species com-
position and reducing above-ground
biomass, in some cases favouring in-
vasive species (Xue et al., 2018; Buff-
ington et al., 2020; Gallego-Tévar et
al., 2020).

Table 6: The three most similar evidence sentences to
s1 and their corresponding similarity scores.
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Figure 7: Setting different threshold θ, the correspond-
ing difference in average similarity score between linked
and not linked statement pairs. The vertical dashed lines
indicate the most steep gap between two possible thresh-
olds, we chose θ = 0.78.

mate”, ‘change’ and any single-character words).841

A.6 Comparison with ChatGPT generated842

Statement of ‘wetland restoration’843

To compare our statement extraction results (cr.844

Table 3) with large language models (LLMs), we845

further employ GPT-48 model to extract statements846

on ‘wetland restoration’. The full prompt is:847

“You are a chatbot with knowledge in848

climate change and IPCC report.849

Using the prior knowledge in climate850

question, answer the user’s question, cit-851

ing references back to the report when-852

ever possible.853

Provide examples whenever possible.854

Use clear, simple and concise language.855

When citing references to the IPCC856

report, return a link in Markdown857

format. E.g. if the citing Working858

Group (WG2) Chapter 3, Section859

3.5.2, then return [IPCC WG2860

3.5.2](https://www.ipcc.ch/report/861

ar6/wg2/chapter/chapter-3/#3.5.2)”862

Given the prompt and the query as “What are863

the main scientific statements on wetland restora-864

tion?”, the full responses generated by vanilla GPT865

and RAG-based GPT, together with our retrieved866

statements, are listed in Table 7.867

8https://chatgpt.com/?model=gpt-4
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Vanilla GPT-4 RAG-based GPT-4 Ours.
Wetland restoration is a critical aspect of cli-
mate change mitigation and adaptation, as high-
lighted in the IPCC reports. Here are some
main scientific statements on wetland restora-
tion based on the IPCC reports:
1. Carbon Sequestration: Wetlands, includ-
ing peatlands, mangroves, and salt marshes, are
highly effective carbon sinks, storing signifi-
cant amounts of carbon dioxide (CO2) and other
greenhouse gases. Restoring degraded wetlands
can enhance their capacity to sequester carbon,
helping to mitigate climate change (IPCC WG1
5.4).
2.Biodiversity Conservation: Wetland restora-
tion contributes to biodiversity conservation by
providing habitat for numerous plant and animal
species. This enhances ecosystem resilience and
adaptive capacity in the face of climate change
impacts (IPCC WG2 6.5).
3. Flood Regulation: Healthy wetlands play
a crucial role in flood regulation by absorbing
and storing excess water during heavy rainfall
events. Wetland restoration can help reduce
the risk of flooding in vulnerable areas, protect-
ing communities and infrastructure (IPCC WG2
6.5).
4. Coastal Protection: Coastal wetlands, such
as mangroves and salt marshes, act as natu-
ral barriers against coastal erosion and storm
surges. Restoring degraded coastal wetlands
can enhance coastal protection, reducing the vul-
nerability of coastal communities to sea-level
rise and extreme weather events (IPCC WG2
6.5).
5. Water Quality Improvement: Wetlands
play a vital role in purifying water by filtering
out pollutants and excess nutrients. Restoring
degraded wetlands can improve water quality,
benefiting both ecosystems and human popula-
tions dependent on clean water sources (IPCC
WG3 5.4).
Overall, the IPCC reports emphasize the impor-
tance of wetland restoration as a nature-based
solution for climate change mitigation and adap-
tation, offering multiple co-benefits for biodiver-
sity, ecosystem services, and human well-being.

There are several main scientific state-
ments on wetland restoration based on
the IPCC reports:
Coastal wetland restoration has a tech-
nical potential of 0.3 GtCO2-eq yr –1
and it offers valuable co-benefits in-
cluding enhanced water quality, biodi-
versity, aesthetic values, and protection
from rising sea levels. It can also help
with fisheries production, contributing
to food security IPCC WG3 7.4.
Restoration of coastal wetlands would
decrease CO2 emissions and net GHG
emissions from degraded peatlands
as per recent literature with high to
medium confidence levels. Their
restoration and rewetting is crucial to
meet 1.5°C–2°C pathways by 2050
IPCC WG3 7.4.
Wetland restoration and preservation
restore coastal protection and reduce
community vulnerability to flooding.
They also maintain coastal ecosystem
services. Restoring coral reefs, oyster
reefs, and mangroves dissipate wave
energy, accrete sediment and elevate
shorelines, thereby reducing exposure
to waves and storm surges IPCC WG2
3.6.
Restoration of peatlands helps in the
increased accumulation of carbon in
vegetation and soils and avoids ongo-
ing CO2 emissions. They deliver co-
benefits for biodiversity, regulate water
flow, prevent downstream flooding and
reduce the risk of fire IPCC WG3 7.4.
It is important to note that there are
risks involved in the restoration of wet-
lands, such as uncertain permanence
under future climate scenarios, in-
creased methane and nitrous oxide re-
lease, and conflict with other land uses
IPCC WG3 7.4. Therefore, restoration
projects should involve local communi-
ties at all stages and consider both bio-
physical and socio-political contexts.

• (WGII TS.D) Restoration of wetlands
could support livelihoods and help se-
quester carbon (medium confidence), pro-
vided they are allowed accommodation
space.
• (WGII 12.ES) Inclusive water regimes
that overcome social inequalities and ap-
proaches including nature-based solutions,
such as wetland restoration and water stor-
age and infiltration infrastructure, with syn-
ergies for ecosystem conservation and dis-
aster risk reduction, have been found to be
more successful for adaptation and sustain-
able development (high confidence).
• (WGII 3.4) Without careful management
of freshwater inputs, sediment augmenta-
tion and/or the restoration of shorelines
to more natural states, transformation and
loss of intertidal areas and wetland vege-
tation will increase with SLR (high con-
fidence) (Doughty et al., 2019; Leuven
et al., 2019; Yu et al., 2019; Raw et al.,
2020; Shih, 2020; Stein et al., 2020), with
small, shallow microtidal estuaries being
more vulnerable to impacts than deeper
estuaries with well-developed sediments
(medium confidence) (Leuven et al., 2019;
Williamson and Guinder, 2021).
• (WGIII 7.4) There is medium confidence
that coastal wetland restoration has a tech-
nical potential of 0.3 (0.04–0.84) gtco2-eq
yr –1 of which 0.1 (0.05–0.2) gtco2-eq yr
–1 is available up to usd100 tco2–1.
• (WGIII 7.4) There is high confidence
that coastal wetlands, especially man-
groves, contain large carbon stocks rela-
tive to other ecosystems and medium con-
fidence that restoration will reinstate pre-
disturbance carbon sequestration rates.
• (WGIII 7.4) There is low confidence on
the response of coastal wetlands to climate
change; however, there is high confidence
that coastal wetland restoration will pro-
vide a suite of valuable co-benefits.

Table 7: Zero-shot learning GPT, RAG-based GPT and our retrieved ‘wetland restoration’-related statements.
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WG Chapter Section Text
WGI TechSumm TechSumm.2 There is high confidence that this recent growth is largely driven by emissions

from fossil fuel exploitation, livestock, and waste, with ENSO driving multi-
annual variability of wetland and biomass burning emissions.

WGII SummPol SummPol.C Coastal wetlands protect against coastal erosion and flooding associated
with storms and sea level rise where sufficient space and adequate habitats
are available until rates of sea level rise exceed natural adaptive capacity to
build sediment (very high confidence).

WGII SummPol SummPol.C Natural river systems, wetlands and upstream forest ecosystems reduce flood
risk by storing water and slowing water flow, in most circumstances (high
confidence).

WGII SummPol SummPol.C Enhancing natural water retention such as by restoring wetlands and rivers,
land use planning such as no build zones or upstream forest management,
can further reduce flood risk (medium confidence).

WGII TechSumm TechSumm.C TS.C.5.1 Under all emissions scenarios, coastal wetlands will likely face
high risk from sea level rise in the mid-term (medium confidence), with
substantial losses before 2100.

WGII TechSumm TechSumm.D The options include vulnerability-reducing measures, avoidance (e.g., disin-
centivising developments in high-risk areas and addressing existing social
vulnerabilities), hard and soft protection (e.g., sea walls, coastal wetlands),
accommodation (e.g., elevating houses), advance (e.g., building up and out
to sea) and staged, managed retreat (e.g., landward movement of people and
development) interventions (very high confidence).

WGII TechSumm TechSumm.D Nature-based interventions, for example wetlands and salt marshes, can
reduce impacts and costs while supporting biodiversity and livelihoods
but have limits under high warming levels and rapid sea level rise (high
confidence).

WGII TechSumm TechSumm.D Restoration of wetlands could support livelihoods and help sequester carbon
(medium confidence), provided they are allowed accommodation space.

WGII TechSumm TechSumm.D Flood-risk measures that work with nature by allowing flooding within
coastal and wetland ecosystems and support sediment accretion can reduce
costs and bring substantial co-benefits to ecosystems, liveability and liveli-
hoods (high confidence).

WGII 12 Central
and South
America

12.ES Disruption in water flows will significantly degrade ecosystems such as
high-elevation wetlands and affect farming communities, public health and
energy production (high confidence).

WGII 12 Central
and South
America

12.ES Inclusive water regimes that overcome social inequalities and approaches in-
cluding nature-based solutions, such as wetland restoration and water storage
and infiltration infrastructure, with synergies for ecosystem conservation and
disaster risk reduction, have been found to be more successful for adaptation
and sustainable development (high confidence).

WGIII SummPol SummPol.D D.2.1 Sustainable urban planning and infrastructure design including green
roofs and facades, networks of parks and open spaces, management of
urban forests and wetlands, urban agriculture, and water-sensitive design
can deliver both mitigation and adaptation benefits in settlements (medium
confidence).
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WG Chapter Section Text
WGII 3 Ocean

and
coastal
ecosys-
tems and
their ser-
vices

3.4 Overall, warming will drive range shifts in wetland species (medium to
high confidence), but SLR poses the greatest risk for mangroves and salt
marshes, with significant losses projected under all future scenarios by mid-
century (medium confidence) and substantially greater losses by 2100 under
all scenarios except SSP1-1.9 (high confidence).

WGII 3 Ocean
and
coastal
ecosys-
tems and
their ser-
vices

3.4 Under SSP5-8.5, wetlands are very likely at high risk from SLR, with larger
impacts manifesting before 2040 (medium confidence).

WGII 3 Ocean
and
coastal
ecosys-
tems and
their ser-
vices

3.4 Otherwise, wetland ecosystems must migrate either inland or upstream, or
face gradual submergence in deeper, increasingly saline water (very high
confidence) (section 3.4.2.4; Andres et al., 2019; Jones et al., 2019b; Cohen
et al., 2020; Mafi-Gholami et al., 2020; Magolan and Halls, 2020; Sklar et
al., 2021).

WGII 3 Ocean
and
coastal
ecosys-
tems and
their ser-
vices

3.4 Nevertheless, previous declines have left wetland ecosystems more vulnera-
ble to impacts from climate-induced drivers and non-climate drivers (high
confidence) (Friess et al., 2019; Williamson and Guinder, 2021).

WGII 3 Ocean
and
coastal
ecosys-
tems and
their ser-
vices

3.4 Since AR5 and SRCCL, syntheses have emphasised that the vulnerability of
rooted wetland ecosystems to climate-induced drivers is exacerbated by non-
climate drivers (high confidence) (Elliott et al., 2019; Ostrowski et al., 2021;
Williamson and Guinder, 2021) and climate variability (high confidence)
(Day and Rybczyk, 2019; Kendrick et al., 2019; Shields et al., 2019).

WGII 3 Ocean
and
coastal
ecosys-
tems and
their ser-
vices

3.4 Without careful management of freshwater inputs, sediment augmentation
and/or the restoration of shorelines to more natural states, transformation
and loss of intertidal areas and wetland vegetation will increase with SLR
(high confidence) (Doughty et al., 2019; Leuven et al., 2019; Yu et al.,
2019; Raw et al., 2020; Shih, 2020; Stein et al., 2020), with small, shallow
microtidal estuaries being more vulnerable to impacts than deeper estuaries
with well-developed sediments (medium confidence) (Leuven et al., 2019;
Williamson and Guinder, 2021).

WGII 4 Water 4.3 Many wetland-dependent species have seen a long-term decline, with the
Living Planet Index showing that 81% of populations of freshwater species
are in decline and others being threatened by extinction (Davidson and
Finlayson, 2018; Darrah et al., 2019; Diaz et al., 2019) (high confidence).

WGII 4 Water 4.3 The loss and degradation of freshwater ecosystems have been widely docu-
mented, and SRCCL assessed with medium confidence the loss of wetlands
since the 1970s (Olsson et al., 2020).
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WG Chapter Section Text
WGII 4 Water 4.5 SR1.5 concluded with high confidence that limiting global warming to 1.5°C,

rather than 2°C, will strongly benefit terrestrial and wetland ecosystems and
their services, including the cultural services provided by these ecosystems
(Hoegh-Guldberg et al., 2018).

WGII 11 Aus-
tralasia

11.3 Improved coastal modelling, experiments and in situ studies are reducing
uncertainties at a local scale about the impact of future sea level rise (SLR)
on coastal freshwater terrestrial wetlands (medium confidence) (Shoo et al.,
2014; Bayliss et al., 2018; Grieger et al., 2019).

WGII 12 Central
and South
America

12.3 Drought has affected wetlands (low confidence) (Zhao et al., 2016; Domic
et al., 2018) and desert ecosystems (medium confidence: medium evidence,
high agreement) (Acosta-Jamett et al., 2016; Neilson et al., 2017; Díaz et al.,
2019).

WGII 12 Central
and South
America

12.3 The projected impacts of climate change will lead to profound changes in the
annual flood dynamics for Pantanal wetlands, altering ecosystem functioning
and severely affecting biodiversity (high confidence) (Thielen et al., 2020;
Marengo et al., 2021).

WGII 12 Central
and South
America

12.3 Disruptions in water flows will significantly degrade or eliminate high-
elevation wetlands (high confidence) (Bury et al., 2013; Dangles et al., 2017;
Mark et al., 2017; Polk et al., 2017; Cuesta et al., 2019).

WGII 13 Europe 13.3 Appropriately implemented ecosystem-based mitigation, such as reforesta-
tion with climate-resilient native species (section 13.3.1.4), peatland and
wetland restoration, and agroecology (section 13.5.2), can enhance carbon
sequestration or storage (medium confidence) (Seddon et al., 2020).

WGII 13 Europe 13.3 Trade-offs between ecosystem protection, their services and human adapta-
tion and mitigation needs can generate challenges, such as loss of habitats,
increased emissions from restored wetlands (Günther et al., 2020) and con-
flicts between carbon capture services, and provisioning of bioenergy, food,
timber and water (medium confidence) (Lee et al., 2019; Krause et al., 2020).

WGII 13 Europe 13.3 Average wetland area is not projected to change at 1.7°C GWL across
Europe, while for >4°C GWL expanding sites in NEU are not sufficient to
balance losses in SEU and WCE (high confidence) (Xi et al., 2021).

WGII 13 Europe 13.4 While rising sea levels will also directly threaten intertidal and beach ecosys-
tems, coastal wetlands will benefit (medium confidence), in case lateral
accommodation space and the opportunity for systems to migrate landward
and upwards is provided, enhancing their ability to capture and store carbon
(Lecocq et al., 2022; Rogers et al., 2019).

WGII 13 Europe 13.10 Ecosystem-based solutions, such as wetlands, can reduce waves’ propaga-
tion, provide co-benefits for the environment and climate mitigation, and
reduce costs for flood defences (medium confidence) (section 13.2.2.1).

WGII 13 Europe 13.10 Around 2°C GWL, losses accelerate in marine ecosystem and appear across
systems, including habitat losses especially in coastal wetlands (Roebeling
et al., 2013; Clark et al., 2020), biodiversity and biomass losses (Bryndum-
Buchholz et al., 2019; Lotze et al., 2019) and ecosystem services such as
fishing (high confidence on the direction of change, but medium confidence
on the local and regional magnitude) (Raybaud et al., 2017).
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WG Chapter Section Text
WGII 14 North Amer-

ica
14.5 Other adaptation responses to reduce temperature effects include modifying

structures (roofs, engineered materials) and the urban landscape through
green infrastructure (e.g., urban trees, wetlands, green roofs), which increases
climate resilience and quality of life by reducing urban heat island effects,
while additionally improving air quality, capturing stormwater and delivering
other co-benefits to the community (e.g., access to food, connection to nature,
social connectivity) (high confidence) (see box 14.7; Ballinas and Barradas,
2016; Emilsson and Sang, 2017; Kabisch et al., 2017; Krayenhoff et al., 2018;
Petrovic et al., 2019; Schell et al., 2020).

WGII 14 North Amer-
ica

14.5 These environmental conditions also stress natural assets (e.g., urban forests,
wetlands, household gardens, green walls) and performance of green infras-
tructure leading to higher operation and maintenance costs (high confidence)
(Kabisch et al., 2017; Terton, 2017).

WGII 15 Small Is-
lands

15.3 SLR has been projected to impact the terrestrial biodiversity of low-lying
islands and coastal regions via large habitat losses both directly (e.g., submer-
gence) and indirectly (e.g., salinity intrusion, salinisation of coastal wetlands
and soil erosion) at even the 1-m scenario (medium to high confidence).

WGIII 7 Agriculture,
Forestry and
Other Land
Uses (AFOLU)

7.4 There is medium confidence that coastal wetland protection has a technical
potential of 0.8 (0.06–5.4) gtco2-eq yr –1 of which 0.17 (0.06–0.27) gtco2-eq
yr –1 is available up to usd100 tco2–1.

WGIII 7 Agriculture,
Forestry and
Other Land
Uses (AFOLU)

7.4 There is high confidence that coastal wetlands, especially mangroves, contain
large carbon stocks relative to other ecosystems and medium confidence that
restoration will reinstate pre-disturbance carbon sequestration rates.

WGIII 7 Agriculture,
Forestry and
Other Land
Uses (AFOLU)

7.4 There is low confidence on the response of coastal wetlands to climate change;
however, there is high confidence that coastal wetland restoration will provide
a suite of valuable co-benefits.

WGIII 7 Agriculture,
Forestry and
Other Land
Uses (AFOLU)

7.4 There is medium confidence that coastal wetland restoration has a technical
potential of 0.3 (0.04–0.84) gtco2-eq yr –1 of which 0.1 (0.05–0.2) gtco2-eq
yr –1 is available up to usd100 tco2–1.

Table 8: Statements that contain the keyword term ‘wetland’. The key terms in the statement are highlighted, colors
represent the categories they belong to.
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