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Abstract

Recent advances have significantly improved our understanding of the general-
ization performance of gradient descent (GD) methods in deep neural networks.
A natural and fundamental question is whether GD can achieve generalization
rates comparable to the minimax optimal rates established in the kernel setting.
Existing results either yield suboptimal rates of O(1/

√
n), or focus on networks

with smooth activation functions, incurring exponential dependence on network
depth L. In this work, we establish optimal generalization rates for GD with deep
ReLU networks by carefully trading off optimization and generalization errors,
achieving only polynomial dependence on depth. Specifically, under the assump-
tion that the data are NTK separable from the margin γ, we prove an excess risk
rate of Õ(L4(1 + γL2)/(nγ2)), which aligns with the optimal SVM-type rate
Õ(1/(nγ2)) up to depth-dependent factors. A key technical contribution is our
novel control of activation patterns near a reference model, enabling a sharper
Rademacher complexity bound for deep ReLU networks trained with gradient
descent.

1 Introduction

Deep neural networks trained through first-order optimization methods have achieved remarkable
empirical success in diverse domains [Krizhevsky et al., 2012]. Despite their widespread adoption,
a rigorous theoretical understanding of their optimization dynamics and generalization behavior
remains incomplete, particularly for ReLU networks. The inherent challenges arise from the non-
smoothness and non-convexity of the loss landscape induced by ReLU activations and network
architectures, which complicate the classical analysis. Intriguingly, empirical evidence demonstrates
that over-parameterized models often achieve zero training error but still generalize well even in the
absence of explicit regularization [Zhang et al., 2016]. This phenomenon has spurred significant
theoretical research to understand its underlying mechanisms.

A prominent line of research uses the neural tangent kernel (NTK) framework to analyze neural
network training [Jacot et al., 2018]. In the infinite-width limit, gradient descent (GD) dynamics
can be characterized by functions in the NTK’s reproducing kernel Hilbert space (RKHS), with
convergence guarantees established for both shallow and deep networks [Du et al., 2019b,a]. These
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Table 1: Comparison of learning neural networks with GD on NTK separable data with prior works.
Here m is the network width, L is the network depth, n is the sample size, γ is the NTK-margin, T is
the number of iterations.

results demonstrate that GD converges to global minima within a local neighborhood of initialization,
provided that the network width is sufficiently large. In particular, the appealing work [Arora et al.,
2019a] showed that, if the network width m = Õ(poly(n, 1/λ0, L)), then the generalization error is

of the order L
√

y⊤(H∞)−1y
n , where H∞ denotes the NTK gram matrix over the training data and

λ0 = λmin(H
∞). However, the assumption λ0 > 0 is a strong assumption because it tends to zero if

the size of the training data tends to infinity as shown by Su and Yang [2019]. Ji and Telgarsky [2020]
achieved logarithmic width requirements for NTK-separable data with a margin γ. They derived the
risk bound of order 1/(γ2

√
n) for two-layer ReLU networks using Rademacher complexity. The

recent work Chen et al. [2021] extended their results from shallow to deep neural networks, the
authors considered the NTK feature learning and proved the bound of Õ

(
eO(L)

γ

√
m
n

)
. Recently, Lei

et al. [2024] derived the bound of 1/(γ2n) for two-layer ReLU networks. However, all the above
bounds explicit suboptimal 1√

n
dependence on the sample size n or only focus on shallow networks.

Complementing the NTK framework, another line of research employs algorithmic stability to
analyze neural networks. In particular, Liu et al. [2020] demonstrated that the Hessian spectral
norm scales with width m as Õ

(
1√
m

)
, providing the theoretical basis for subsequent studies on

generalization in overparameterized networks [Richards and Kuzborskij, 2021, Lei et al., 2022, Taheri
and Thrampoulidis, 2024, Taheri et al., 2025]. The work [Taheri and Thrampoulidis, 2024] achieves
the bound of Õ(1/nγ2) for shallow neural networks, which is almost optimal, as illustrated by Shamir
[2021], Schliserman and Koren [2023]. More recently, Taheri et al. [2025] extended this line of work
to deep networks, obtaining a generalization bound of Õ(eO(L)/(nγ2)). However, this approach
often assume smooth activation functions and can not apply to the non-smooth ReLU networks. In
summary, these works either consider smooth neural networks or develop generalization bounds with
exponential dependency on L. These limitations motivate two fundamental questions:

Can we develop optimal risk bounds of 1/(γ2n) for deep ReLU networks through refined Rademacher
complexity analysis? Furthermore, is it possible to replace the exponential dependence on L with
poly(L) by using neural networks with width as a polylogarithmic function of n?

In this paper, we provide affirmative answers to both questions. Our main contributions are listed
below.

1. We prove that gradient decent with step size η and T iterations achieves the convergence rate of
FS(W)/(ηT ), where FS(W) = 3ηTLS(W)+∥W−W(0)∥2F , W is a reference model, W(0)
is the initialization point and LS(·) is the training error. This indicates that all iterates remain
within a neighborhood of W. By refining the analysis of ReLU activation patterns, we reduce
the overparameterization requirement by a factor of L6 as compared to Chen et al. [2021] (see
Remark 1 ).

2. We establish a population risk bound of Õ(L4F (W)/n), where F (W) extends the empirical
counterpart FS(W) to the population setting. Our analysis introduces two key technical con-
tributions. First, we derive sharper Rademacher complexity bounds for the hypothesis class
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encompassing all gradient descent iterates. A central innovation is our representation of the
complexity via products of sparse matrices, whose norms are tightly controlled using optimization-
informed estimates (see Remark 2). Second, by leveraging the covering number techniques, we
prove that ReLU networks remain Õ(L2)-Lipschitz continuous in a neighborhood around the
initialization—a substantial improvement over previous exponential bounds [Xu and Zhu, 2024,
Taheri et al., 2025] (see Remark 3).

3. For NTK separable data with a margin γ, we show that neural networks with m =

Õ(L16 log(n/δ)(log n)8/γ8) can achieve Õ(L4(1 + γL2)/(γ2n)) risk. This improves on Chen
et al. [2021]’s Õ(eO(L)γ−1

√
m/n) by simultaneously (a) removing the exponential depth depen-

dence, (b) eliminating the
√
m width factor and (c) achieving the optimal dependence on sample

complexity (see Table 1 for a comparison with existing work).

2 Related Works

2.1 Optimization

The foundational work of Jacot et al. [2018] introduced the Neural Tangent Kernel (NTK) framework,
demonstrating that in the infinite-width limit, neural networks behave as linear models with a fixed
tangent kernel [Liu et al., 2020, Lee et al., 2019]. This lazy training regime [Chizat et al., 2019],
where parameters remain close to initialization, enables gradient descent to converge to global optima
near initialization [Du et al., 2019a, Arora et al., 2019a]. These analyses showed that the training
dynamics can be governed by the NTK Gram matrix, which leads to substantial overparameterization
(m ≳ n6/λ4

0). This was later improved by Oymak and Soltanolkotabi [2020]. They showed that if the
square-root of the number of the network parameters exceeds the size of the training data, randomly
initialized gradient descent converges at a geometric rate to a nearby global optima. The work (Ji
and Telgarsky [2020]) achieved polylogarithmic width requirements for logistic loss by leveraging
the 1-homogeneity of two-layer ReLU networks. However, it should be mentioned that this special
property does not hold for deep networks. The NTK framework was extended to deep architectures
by Arora et al. [2019b] for CNNs and by Du et al. [2019b] for ResNets using the last-layer NTK. Xu
and Zhu [2024] pointed out that such a characterization is loose, only capturing the contribution from
the last layer. They further gave the uniform convergence of all layers as m → ∞ and convergence
guarantee for stochastic gradient descent (SGD) in streaming data setting. Allen-Zhu et al. [2019]
showed that the optimization landscape is almost-convex and semi-smooth, based on which they
proved that SGD can find global minima. Cao and Gu [2019] introduced the neural tangent random
feature and showed the convergence of SGD under the overparameterized assumption m ≳ n7.

2.2 Generalization

The NTK framework has yielded generalization bounds scaling as
√

y⊤(H∞)−1y/n [Arora et al.,
2019a, Cao and Gu, 2019]. This data-dependent complexity measure helps to distinguish between
random labels and true labels. Li and Liang [2018] showed that SGD trained networks can achieve
small test error on specific structured data. A very popular approach to studying the generalization of
neural networks is via the uniform convergence, which analyzes generalization gaps in a hypothesis
space using tools such as Rademacher complexity or covering numbers [Neyshabur et al., 2015,
Bartlett et al., 2017, Golowich et al., 2018, Liu et al., 2024]. However, this could lead to vacuous
generalization bound in some cases [Nagarajan and Kolter, 2019]. Moreover, these bounds typically
exhibit exponential dependence on depth L, thus often leading to loose bounds [Chen et al., 2021].
This capacity-based method usually results in the generalization rate of the order Õ(1/

√
n). Recent

work has also exploited stability arguments for generalization guarantees [Richards and Kuzborskij,
2021, Lei et al., 2022, Taheri and Thrampoulidis, 2024, Deora et al., 2023, Taheri et al., 2025]. The
main idea of algorithmic stability is to study how the perturbation of training samples would affect
the output of an algorithm [Rogers and Wagner, 1978]. The connection to generalization bound
was established in Bousquet and Elisseeff [2002]. Hardt et al. [2016] gave the stability analysis of
SGD for Lipschitz, smooth and convex problems. Lei and Ying [2020] further studied SGD under
much wilder assumptions. Liu et al. [2020] identified weak convexity of neural networks, enabling
stability analyses with polynomial width requirements for quadratic loss [Richards and Kuzborskij,
2021, Lei et al., 2022]. Moreover, Taheri and Thrampoulidis [2024], Taheri et al. [2025] obtained
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generalization bounds of order Õ(1/n) by using a generalized local quasi-convexity property for
sufficiently parameterized networks. However, these methods depend on smooth activations, and
whether similar or even better bound can be established for deep ReLU networks is still unknown.
The recent work derived excess risk bounds of order Õ(1/n) for shallow ReLU networks [Lei et al.,
2024].

3 Preliminaries

Notation Throughout the paper, we denote a ≲ b if there exists a constant c > 0 such that a ≤ cb,
and denote a ≍ b if both a ≲ b and b ≲ a hold. We use the standard notation O(·),Ω(·) and use
Õ(·), Ω̃(·) to hide polylogarithmic factors. Denote by I{·} the indicator function (i.e., taking the value
1 if the argument holds true, and 0 otherwise). We use N (µ, σ2) to denote the Gaussian distribution
of mean µ and variance σ2. For a positive integer n, we denote [n] := {1, . . . , n}. For a vector
x ∈ Rd, we use ∥x∥2 to denote its Euclidean norm. For a matrix A ∈ Rm×n, we denote ∥A∥2
and ∥A∥F the corresponding spectral norm and Frobenius norm respectively. The (2, 1)-norm of
A is defined as ∥A∥2,1 =

∑n
j=1 ∥A:j∥2. Let ⟨·, ·⟩ be the inner product of a vector or a matrix, i.e.,

for any matrices A,B ∈ Rm×n, we have ∥A∥2F = tr(A⊤A) and ⟨A,B⟩ = tr(A⊤B). Let L ∈ N,
A = (A1, . . . , AL) and B = (B1, . . . , BL) be two collections of arbitrary matrices such that Ai and
Bi have the same size for all i ∈ [L]. We define ⟨A,B⟩ =

∑L
i=1 tr(A

⊤
i Bi). For a matrix W, we

define (wr)
⊤ the r-th row of W. Denote ∥ · ∥0 the l0-norm which is the number of nonzero entries

of a matrix or a vector. We denote C ≥ 1 as an absolute value, which may differ from line to line.

Let X ⊆ Rd be the input space, Y = {1,−1} be the output space, and Z = X × Y . Let ρ be a
probability measure defined on Z . Let S = {zi = (xi, yi) : i = 1, . . . , n} be a training dataset drawn
from ρ. Let W := Rm×d × (Rm×m)L−1 be the parameter space. W1 ∈ Rm×d and Wl ∈ Rm×m

for l = 2, . . . , L is the weight of the l-th hidden layer. W = (W1, . . . ,WL) ∈ W denotes the
collection of weight matrices for all layers. Let a = (a1, . . . , am)⊤ ∈ Rm be the weight vector of
the output layer and σ(·) = max{·, 0} denote the ReLU activation function. For x ∈ X , we consider
the L-layer deep ReLU neural networks with width m as follows,

fW(x) = a⊤
√

2

m
σ

(
WL · · ·

√
2

m
σ(W1x)

)
. (1)

Given an input x ∈ X and parameter matrix W = (W1, · · · ,WL) of an L-layer ReLU network

fW(x). We denote the output of the l-th layer by hl(x) =
√

2
mσ(Wlhl−1(x)) with h0(x) = x.

Then fW(x) = a⊤hL(x). We define BR(W) = {W̃ ∈ W : ∥Wl − W̃l∥F ≤ R, l ∈ [L]}.
The performance of the network fW(x) is measured by the following empirical risk LS(W) and
population risk L(W), respectively:

LS(W) =
1

n

n∑
i=1

ℓ(yifW(xi)) and L(W) = Ezℓ(yfW(x)),

where we use logistic loss ℓ(z) := log(1 + exp(−z)) throughout this paper. We further assume the
following symmetric initialization [Nitanda and Suzuki, 2020, Kuzborskij and Szepesvári, 2023, Xu
and Zhu, 2024]:

Assumption 1 (Symmetric initialization). Without loss of generality, we assume the network width
m is even, and ar+m

2
= −ar ∈ {−1,+1} for 1 ≤ r ≤ m/2. W(0) ∈ W satisfies

w1
r(0) ∼ N (0, Id),w

l
r(0) ∼ N (0, Im) 2 ≤ l ≤ L− 1 and r ∈ [m],

wL
r (0) ∼ N (0, Im) for r = {1, . . . , m

2
}, and wL

r+m
2
(0) = wL

r (0). (2)

We remark that this initialization is for theoretical simplicity, using general initialization techniques
will not affect the main results. We fix the output weights {ar} and use Gradient Descent (GD) to
train the weight matrix W [Ji and Telgarsky, 2020, Arora et al., 2019a, Zou et al., 2018].
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Definition 1 (Gradient Descent). GD updates {W(k)} by

Wl(k + 1) = Wl(k)− η
∂LS(W(k))

∂Wl(k)
for all l ∈ [L], (3)

where η > 0 is the step size.

Note that in each layer we employ
√
2/m as the regularization factor instead of the conventional√

1/m [Ji and Telgarsky, 2020], which is due to Ex∼N (0,1)σ
2(x) = 1/2 for our activation function

σ(·). This scaling matches both the theoretical framework of Du et al. [2019a] and the initialization
scheme of [He et al., 2015] (where weights wl

r ∼ N (0, 2/m)). As will be shown later (Appendix A),
this regularization ensures stable gradient propagation and maintains consistent variance across layers.

The following assumption is standard in the literature [Cao and Gu, 2019, Ji and Telgarsky, 2020,
Chen et al., 2021].

Assumption 2. We assume X = Sd−1 be the sphere.

Throughout the paper, we assume that Assumptions 1 and 2 always hold true.

Error decomposition In this work, we analyze the performance of gradient descent through the
lens of population risk. To facilitate this analysis, we decompose the population risk L(W) as follows

L(W) = (L(W)− LS(W)) + LS(W),

where the first term captures the generalization error, quantifying the network’s performance on
unseen data. The second term represents the optimization error, which reflects GD’s ability to find
global minima. We will use tools in the optimization theory to study the optimization error [Ji
and Telgarsky, 2020, Schliserman and Koren, 2022], and Rademacher complexity to control the
generalization error [Mohri, 2018].

4 Main Results

In this section, we present the main results. In Section 4.1, we show the optimization analysis of
gradient descent. In Section 4.2, we use Rademacher complexity to control the generalization error.
In Section 4.3, we apply our generalization results to NTK-separable data with a margin γ.

4.1 Optimization Analysis

We introduce the following notations for a reference model W

FS(W) := 3ηTLS(W) + ∥W(0)−W∥2F , F̃S(W) =
1

n

n∑
i=1

|ℓ′(yifW(xi)|.

Without loss of generality, we assume FS(W) ≥ 1.

Theorem 1. Let Assumptions 1, 2 hold. If m ≳ L16(logm)4 log(nL/δ)F 4
S(W), η ≤

min{4/(5L), 1/(20LF̃S(W))}, then with probability at least 1− δ, for all t ≤ T we have

∥W(t)−W∥2F ≤ FS(W) and η

t−1∑
k=0

LS(W(k)) ≤ FS(W).

Remark 1. Our theorem shows that the convergence rate is bounded by the optimization error of a
reference model, implying that any low-loss reference point guarantees good convergence. While
prior works relied on NTK-induced solutions [Richards and Kuzborskij, 2021, Arora et al., 2019a],
we prove that there exists a reference model near initialization under the milder Assumption 3.
Furthermore, our analysis implies that all training iterates remain within a neighborhood of the
reference point, and thus near initialization, aligned with NTK-based observations but without
studying the kernel or the corresponding Gram matrix [Du et al., 2019a,b].
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Here we provide the proof sketch and compare it with previous works. The starting point is the
following bound given in Lemma 19

fW(xi)− fW(xi)−
〈
∂fW(xi)

∂W
,W −W

〉
= Õ

(
L8/3R4/3

m1/6

)
(4)

for W,W ∈ BR(W(0)).

Then we can show the following inequality holds (Lemma 21),

∥W(t+ 1)−W∥2F ≤ ∥W(t)−W∥2F − ηLS(W(t)) + 3ηLS(W). (5)

Telescoping gives the theorem. Chen et al. [2021] introduce the following neural tangent random
feature (NTRF) function class:

F(W(0), R) =

{
FW(0),W(x) = fW(0)(x) +

〈
∂fW(0)(x)

∂W(0)
,W −W(0)

〉
: W ∈ BR(W(0))

}
.

They show that gradient descent achieves a training loss of at most 3ϵNTRF, where ϵNTRF denotes
the minimal loss over the NTRF function class (see Theorem 3.3 therein). In contrast, our approach
directly analyzes the GD iterates and shows that the existence of a nearby reference point with small
training error is sufficient to ensure convergence—extending the analysis beyond the NTK regime.
For a fair comparison, under Assumption 3, both analyses yield an optimization error of Õ(1/T ).
However, our method significantly relaxes the overparameterization requirement, improving the
width dependence by a factor of L6 (see Remark 5).

4.2 Generalization Analysis

We use Rademacher complexity to study the generalization error, which measures the ability of a
function class to correlate random noises.

Definition 2 (Rademacher complexity). Let F be a class of real-valued functions over a space X ,
S1 = {x1, · · · ,xn} ⊂ X . We define the following empirical Rademacher complexity as

RS1
(F) = Eϵ

[
sup
f∈F

1

n

∑
i∈[n]

ϵif(xi)
]
,

where ϵ = (ϵi)i∈[n] ∼ {±1}n are independent Rademacher variables, i.e., taking values in {±1}
with the same probability.

We further define the following worst-case Rademacher complexity,

RS1,n(F) = sup
S̃⊂S1:|S̃|=n

RS̃(F).

We define G = supz ℓ(yfW(x)), and

F (W) = 3ηT

(
2L(W) +

7G log(2/δ)

6n

)
+ ∥W(0)−W∥2F . (6)

We consider the following function space

F := {x → fW(x) : W ∈ W1}, (7)

where the parameter space is defined as

W1 =
{
W ∈ W : ∥W −W∥2F ≤ F (W)

}
. (8)

As will be shown in Lemma 22, with high probability there holds

RS1,n(F) = Õ

L2

√
F (W)

n

 . (9)
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Remark 2 (Improved Rademacher complexity). In previous work [Chen et al., 2021], they derived

the bound of Õ
(
4LL

√
mF (W)/n

)
. Specifically, they use the generalization analysis in Bartlett

et al. [2017], which requires to estimate the following term[
L∏

l=1

∥Wl∥2

]
·

 L∑
l=1

∥(Wl)⊤ − (W
l
)⊤∥2/32,1

∥Wl∥2/32

3/2

.

Note that
∏L

l=1 ∥Wl∥2 could lead to exponential dependence on the depth. Moreover, ∥(Wl)⊤ −
(W

l
)⊤∥2,1 ≤

√
m∥Wl−W

l∥F , inducing an explicit
√
m term. However, we reduce the dependence

of L to polynomial (L2). Furthermore, we sharpen the dependence on width from
√
m to logarithmic

terms. The key idea is to introduce the following expression

fW(xi)− fW(0)(xi) = a⊤
L∑

l=1

Ĝl
L,0(xi)(W

l −Wl(0))hl−1
0 (xi),

where Ĝl
L,0(xi) is a matrix defined in (36). We further show that Ĝl

L,0(xi) is of the order Õ(L/
√
m)

with high probability, from which we can derive RS1,n(F) = Õ(L2/
√
n). We will show that this

improved Rademacher complexity is crucial to get almost optimal risk bounds in NTK separable
data.

The following lemma shows that generalization bounds of smooth loss functions can be controlled by
Rademacher complexity.

Lemma 1 (Srebro et al. [2010]). Let G′ = supz,W∈W1
ℓ(yfW(x)). For any 0 < δ < 1, we have

with probability at least 1− δ/2 over S, for any W ∈ W1,

L(W)− LS(W) ≲ L1/2
S (W)

(
1

2
(log n)3/2RS1,n(F) +

(
G′ log(2/δ)

n

)1/2
)

+
1

4
(log n)3R2

S1,n(F) +
G′ log(2/δ)

n
.

Here we choose G′ = 2G+ CL4 logmF (W). Then the excess risk error is established as follows.

Theorem 2. Let Assumptions 1, 2 hold. If m ≳ L16d(logm)5 log(nL/δ)F 4
S(W), η ≤

min{4/(5L), 1/(20LF̃S(W))}, ηT ≍ n, then with probability at least 1− δ, we have

1

T

T−1∑
t=0

L(W(t)) = Õ

(
L4F (W) +G log(2/δ)

n

)
.

Remark 3 (Analysis of Lipschitzness). To bound the term G′ = supz,W∈W1
ℓ(yfW(x)), we analyze

the difference fW(x)− fW(x). Since both W,W ∈ BR(W(0)) for some R, we only need to study
the local variation fW(x)−fW(0)(x). This approach necessitates characterizing the uniform behavior
of deep networks in BR(W(0)), specifically establishing control over their Lipschitz constants near
initialization. Existing works usually lead to an exponential dependence on L [Xu and Zhu, 2024,
Taheri et al., 2025], thus resulting in a eO(L) term in the generalization bound. In particular, Lemma
F.3 and F.5 in Liu et al. [2020] pointed out that ∥hl(x)∥ ≤ CL, ∥∂fW(x)/∂hl(x)∥2 ≤ CL−l+1

√
m.

Based on these observations, Taheri et al. [2025] showed that∥∥∥∥∂fW(x)

∂Wl

∥∥∥∥
2

≤ CL.

On the other hand, to analyze the output difference near initialization, we observe that

fW(x)− fW(0)(x) = a⊤(hL(x)− hL
0 (x)) ≤

√
m∥hL(x)− hL

0 (x)∥2,
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reducing our task to bounding the hidden layer perturbation. Previous approaches, including Xu and
Zhu [2024] and Du et al. [2019b], employ a recursive estimation:

∥hL(x)− hL
0 (x)∥2 =

√
2

m
∥σ(WLhL−1(x))− σ(WL(0)hL−1

0 (x))∥2

≤
√

2

m
(∥(WL −WL(0))hL−1(x)∥2 + ∥WL(0)(hL−1(x)− hL−1

0 (x)∥2)

≲
R√
m
(∥hL−1(x)− hL−1

0 (x)∥2 + CL) + ∥hL−1(x)− hL−1
0 (x)∥2 ≤ CLR√

m
,

where in the second inequality they used ∥hl
0(x)∥2 ≤ CL and ∥Wl(0)∥2 ≲

√
m. Although this

method provides a straightforward bound, it leads to an exponential dependence on depth L due to
the recursive nature of the estimation.

In contrast to previous work, we develop the covering-number strategy to avoid the exponential
dependence on depth. Specifically, we first show that for n training data, if m = Ω̃(L10 log(n)R2),
then ∥hl(xi) − hl

0(xi)∥2 = Õ
(

L2R√
m

)
holds for i ∈ [n], l ∈ [L] (Lemma 15). We further take

a 1/(CL
√
m)-covering D = {xj : j = 1, . . . , |D|} of the input space. Recall that the input

space X = Sd−1, it is well known from Corollary 4.2.13 in Vershynin [2018] that the number of
1/(CL

√
m)-covering is given by |D| ≤ (1 + 2CL

√
m)d. Applying Lemma 15 to D derives that if

m = Ω̃(L10 log(|D|)R2)

∥hl(xj)− hl
0(x

j)∥2 = Õ

(
L2R√
m

)
, xj ∈ D, l ∈ [L].

Note that although the covering number could be exponential in L, we only require logarithm of it,
thus leading to polynomial dependence! For any input x, we use the closest cover point xj ∈ D
to approximate ∥hl(x)− hl(xj)∥2, ∥hl

0(x)− hl
0(x

j)∥2. Combining these yields the key technical
lemma (Lemma 16):

sup
x∈X

∥hl(x)− hl
0(x)∥2 = Õ

(
L2R√
m

)
.

This directly implies that the network is Õ(L2)-Lipschitz near initialization. More details can be
found in Lemma 16 and its proof.

From Theorem 1, we can prove that all iterates fall into W1 with high probability. Hence we can

choose R ≍
√
F (W). Combining the above results and the smoothness of ℓ yields

ℓ(yfW(x))− ℓ(yfW(x)) ≲ L4 logmF (W),

which motivates our choice of G′. It then follows that

L(W(t))− 2LS(W(t)) ≲(log n)3R2
S,n(F) +

G′ log(2/δ)

n

=Õ

(
L4F (W) +G log(2/δ)

n

)
.

Taking summarization over t and applying Theorem 1 complete the proof of Theorem 2. The full
proofs are provided in Appendix C.

4.3 Optimal rates on NTK-separable data

In this section, we apply our general analysis to NTK-separable data [Ji and Telgarsky, 2020, Nitanda
et al., 2020, Chen et al., 2021, Taheri and Thrampoulidis, 2024, Deora et al., 2023], and obtain the
optimal rates.
Assumption 3. There exists γ > 0 and a collection of matrices W∗ = {W1

∗, · · · ,WL
∗ } satisfying∑L

l=1 ∥Wl
∗∥2F = 1, such that

yi

〈
W∗,

∂fW(0)(xi)

∂W(0)

〉
≥ γ, i ∈ [n].
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This means that the dataset is separable by the NTK feature at initialization with a margin γ. Nitanda
et al. [2020] pointed out that this assumption is weaker than positive eigenvalues of NTK Gram
matrix, which has been widely used in the literature [Du et al., 2019b,a, Arora et al., 2019a]. With
the above assumption, we have the following optimal risk bound on NTK separable data. The proof
is given in Appendix D.

Theorem 3. Let Assumptions 1, 2, 3 hold. If m ≳ L16d(logm)5 log(nL/δ)(log T )8/γ8, η ≤
4/(5L), ηT ≍ n, then with probability at least 1− δ, we have

1

T

T−1∑
t=0

L(W(t)) = Õ

(
L4(1 + γL2)(log T )2

nγ2

)
.

Remark 4 (Proof sketch). To apply the result in Theorem 2, we need to estimate F (W), for which
it suffices to bound L(W) and G = supz ℓ(yfW(x)). For the first part, we control it by LS(W)

using Bernstein inequality (Eq.(14)). Let W = W(0) + 2 log TW∗/γ, plugging into (4) obtains
ℓ(yifW(xi)) ≤ 1/T and further LS(W) ≤ 1/T , implying FS(W) = Õ(1/γ2). In order to control
ℓ(yfW(x)), we leverage the Õ(L2)-Lipschitzness of fW(x). Indeed, for any x ∈ X , there holds

|fW(x)| ≤ |fW(0)(x)|+ |fW(x)− fW(0)(x)| = Õ

(
L2

γ

)
.

It then follows that G = Õ
(

L2

γ

)
and F (W) = Õ

(
(log T )2(1+γL2)

γ2

)
.

Remark 5 (Discussion on optimization error). Under Assumption 3, Theorem 3.3 and Proposition 4.2
of Chen et al. [2021] show that when the network width satisfies m = Ω̃(L22/γ8), the training error
is of the order Õ(1/T ). We achieve the same guarantee under a significantly milder width condition
of m = Ω̃(L16/γ8). This improvement is enabled by two key technical advances: a sharper bound
for (4), and a tighter estimate of the iterate distance ∥W(t)−W∥F . Specifically, we improve the
bound in (4) by a factor of L1/3, and show that ∥W(t) − W∥F = Õ(1/γ), improving upon the
previous Õ(

√
L/γ) bound. Together, these refinements reduce the required network width by a factor

of L6.
Remark 6 (Comparison). Under similar assumptions, Ji and Telgarsky [2020] derived the bound
Õ
(

1
γ2

√
n

)
for shallow networks, which was recently improved to Õ( 1

γ2n ) based on an improved
control of the Rademacher complexity [Lei et al., 2024]. For deep ReLU networks, Chen et al. [2021]
developed the bound of the order Õ

(
eO(L)

γ

√
m
n

)
via Rademacher complexity [Bartlett et al., 2017],

suffering from exponential depth dependence, explicit width requirement and suboptimal
√
1/n

scaling. Taheri et al. [2025] improved the result to Õ
(

eO(L)

γ2n

)
for deep networks. The dependence on

n, γ is optimal up to a logarithmic factor [Shamir, 2021, Schliserman and Koren, 2023]. However,
their results require smooth activations and exponential width in L. Our rate is almost-optimal and
enjoys polynomial dependence over the network depth. Furthermore, our bound holds under the
overparameterization Ω̃(1/γ8), matching the requirement in Ji and Telgarsky [2020], Chen et al.
[2021]. This is much better than 1/γ6L+4 in Taheri et al. [2025]. To the best of our knowledge, these
are the best generalization bound and width condition for deep neural networks.

5 Experiments

In this section, we make some experimental verifications to support our excess risk analysis. Our
excess risk analysis in Theorem 3 imposes an NTK separability assumption, which has been validated
in the literature. For example, [Ji and Telgarsky, 2020] demonstrates that Assumption 3 holds for a
noisy 2-XOR distribution, where the dataset is structured as follows:

(x1, x2, y, . . . , xd) ∈
{(

1√
d−1

, 0, 1
)
,
(
0, 1√

d−1
,−1

)
,(

− 1√
d−1

, 0, 1
)
,
(
0,− 1√

d−1
,−1

)}
×
{
− 1√

d−1
, 1√

d−1

}d−2

.
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Here, the factor 1√
d−1

ensures that ∥x∥2 = 1, × above denotes the Cartesian product, and the label
y only depends on the first two coordinates of the input x. As shown in Ji and Telgarsky [2020],
this dataset satisfies Assumption 3 with 1/γ = O(d), which implies that our excess risk bound in
Theorem 3 becomes O(d2/n) for this dataset. We conducted numerical experiments and observed
that the test error decays linearly with d2/n. The population loss for the test error is computed over
all 2d points in the distribution.

Settings We train two-layer ReLU networks by gradient descent on noisy 2-XOR data. We fix the
width m = 128, T = 500, η = 0.1. We have conducted two experiments. With a fixed dimension
d = 6, we vary the sample size n. The results are presented in Table 2. With a fixed sample size
n = 64, we vary the dimension d and the corresponding table is provided in Table 3.

Table 2: Test error for different n
n 10 12 14 16 18 20 24 28

d2/n 3.60 3.00 2.57 2.25 2.00 1.80 1.50 1.29
Test Error 0.4625 0.4500 0.3625 0.3438 0.3219 0.3063 0.2469 0.2062

Table 3: Test error for different d
d 7 8 9 10 11 12

d2/n 0.77 1.00 1.27 1.56 1.89 2.25
Test Error 0.0125 0.1313 0.2484 0.3080 0.3365 0.4190

In both experiments, we observe that the test error is of the order d2/n (approximately 0.15d2/n).
This shows the consistency between our excess risk bounds in Theorem 3 and experimental results.
We conducted the experiments on Google Colab. A simple demonstration reproducing our numerical
experiments is available as a Google Colab notebook at: https://github.com/YuanfanLi2233/
nips2025-optimal.

6 Conclusion and Future Work

In this paper, we present optimization and generalization analysis of gradient descent-trained deep
ReLU networks for classification tasks. We explore the optimization error of FS(W)/(ηT ) under a
milder overparameterization requirement than before. We establish sharper bound of Rademacher
complexity and Lipschtiz constant for neural networks. This helps to derive generalization bound
of order Õ(F (W)/n). For NTK-separable data with a margin γ, our methods lead to the optimal
rate of Õ(1/(nγ2)). We improve the existing analysis and require less overparameterization than
previous works.

There remain several interesting questions for future works. First, it is an interesting question
to extend our methods to SGD. Second, while we establish polynomial Lipschitz constants near
initialization, investigating whether similar bounds hold far from initialization would deepen our
theoretical understanding. Finally, we only consider fully-connected neural networks. It is interesting
to study the generalization analysis of networks with other architectures, such as CNNs and Resnets
[Du et al., 2019b].
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A Technical Lemmas

Given a set of N points on the sphere K = {x1, · · · , xN}. We provide general results for any
finite set K, then it can be applied to specific choices of K, for example, the training dataset
S1 = {x1, · · · ,xn}. We define the diagonal sign matrix Σl(x) with l ∈ [L] by

Σl(x) = diag{I{⟨wl
r, h

l−1(x)⟩ ≥ 0}} ∈ Rm×m. (10)

Then the deep ReLU network has the following matrix product representation:

fW(x) = a⊤
√

2

m
ΣL(x)WL · · ·

√
2

m
Σ1(x)W1x, (11)

together with the presentation of hl(x):

hl(x) =

√
2

m
Σl(x)Wl · · ·

√
2

m
Σ1(x)W1x, l ∈ [L]. (12)

We further define Gl
l(x) =

√
2/mΣl(x) and

Ga
b (x) =

√
2

m
Σb(x)Wb · · ·

√
2

m
Σa(x), 1 ≤ a ≤ b ≤ L, (13)

from which we can rewrite fW(x) as

fW(x) = a⊤Gl
L(x)W

lhl−1(x) = ⟨(Gl
L(x))

⊤a(hl−1(x))⊤,Wl⟩.
Hence, for l ∈ [L], we have

∂fW(x)

∂Wl
= (Gl

L(x))
⊤a(hl−1(x))⊤.

Similarly, we define

Ha
b (x) =

√
2

m
Σb(x)Wb · · ·

√
2

m
Σa(x)Wa, 2 ≤ a ≤ b ≤ L. (14)

We denote Σl
0(x), h

l
0(x),G

a
b,0(x),H

a
b,0(x) as (10), (12), (13) and (14) with W = W(0).

A.1 Properties of the Initialization

Lemma 2 (Theorem 4.4.5 in Vershynin [2018]). With probability at least 1−L exp(−Cm) over the
random choice of W(0), there exists an absolute constant c0 > 1 such that for any l ∈ [L], there
holds

∥Wl(0)∥2 ≤ c0
√
m. (15)

For a sub-exponential random variable X , its sub-exponential norm is defined as follows:

∥X∥ϕ1
= inf{t > 0 : E exp(|X|/t) ≤ 2}.

X − EX is sub-exponential too, satisfying

∥X − EX∥ϕ1
≤ 2∥X∥ϕ1

. (16)

If Y is a sub-gaussian random variable, we define the sub-gaussian norm of Y by

∥Y ∥ϕ2
= inf{t > 0 : E exp(Y 2/t2) ≤ 2}.

Suppose Y ∼ N (0, r2), then σ(Y ) is also sub-guassian and we have

∥σ(Y )∥ϕ2 ≤ ∥Y ∥ϕ2 ≤ Cr. (17)

We have the following lemma:
Lemma 3 (Lemma 2.7.6 in Vershynin [2018]). A random variable X is sub-gaussian if and only if
X2 is sub-exponential. Moreover,

∥X∥2ϕ2
= ∥X2∥ϕ1

.
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Now we introduce Bernstein inequality with respect to ∥ · ∥ϕ1 ,
Lemma 4 (Theorem 2.8.2 in Vershynin [2018]). Let X1, · · · , Xm be independent, mean zero, sub-
exponential random variables, and d = (d1, · · · , dm) ∈ Rm,K ≥ maxr ∥Xr∥ϕ1 . Then for every
t ≥ 0, we have

P

(∣∣∣∣∣
m∑
r=1

drXr

∣∣∣∣∣ ≥ t

)
≤ 2 exp

[
−cmin

(
t2

K2∥d∥22
,

t

K∥d∥∞

)]
.

for some absolute constant c.

We introduce the following technical lemma related to the conditional expectation of Gaussian
indicator function.
Lemma 5. Suppose w is a m-dim Gaussian random vector with distribution N (0, I). Let c ̸= 0,b
be two given vectors of m-dim. Then we have the following property

E[I{⟨w, c⟩ ≥ 0}⟨w,b⟩2] = ∥b∥22
2

.

Proof. Let u = ⟨w, c⟩,v = ⟨w,b⟩. Then u ∼ N (0, ∥c∥22),v ∼ N (0, ∥b∥22). We decompose v
into a component dependent on u and an independent residual z:

v =
Cov(u,v)

Var(u)
u+ z =

⟨c,b⟩
∥c∥22

u+ z,

where z ∼ N
(
0, ∥b∥22 −

⟨c,b⟩2
∥c∥2

2

)
is independent of u. Hence, we have

E[I{⟨w, c⟩ ≥ 0}⟨w,b⟩2] = E[I{u ≥ 0}v2]

=
⟨c,b⟩2

∥c∥42
E[I{u ≥ 0}u2] +

2⟨c,b⟩
∥c∥22

E[I{u ≥ 0}uz] + E[I{u ≥ 0}z2]

=
⟨c,b⟩2

2∥c∥22
+ 0 +

1

2
Ez2

=
⟨c,b⟩2

2∥c∥22
+

1

2
·
(
∥b∥22 −

⟨c,b⟩2

∥c∥22

)
=

∥b∥22
2

,

where the second equality is due to E[I{u ≥ 0}u2] =
∥c∥2

2

2 and the independence of u, z. The third
equality follows from the distribution of z. The proof is completed.

The following lemma studies the output of initialization at each layer.
Lemma 6. For any δ > 0, if m ≳ L2 log(NL/δ), then with probability at least 1− δ,

∥hl
0(x

i)∥2 ∈

[√
2

3
,

√
4

3

]
, i = 1, · · · , N and l = 1, · · · , L.

Proof. This result directly follows Corollary A.2 in Zou et al. [2018], and we give the proof here for
completeness. Note that for 1 ≤ i ≤ N, 1 ≤ l ≤ L,

∥∥hl
0(x

i)
∥∥2
2
=

∥∥∥∥∥
√

2

m
σ
(
Wl(0)hl−1

0 (xi)
)∥∥∥∥∥

2

2

=
1

m

m∑
r=1

2σ2(⟨wl
r(0), h

l−1
0 (xi)⟩).

Condition on hl−1
0 (xi), we have ⟨wl

j(0), h
l−1
0 (xi)⟩ ∼ N (0, ∥hl−1

0 (xi)∥22), hence

E2σ2(⟨wl
j(0), h

l−1
0 (xi)⟩) = 2

∥∥hl−1
0 (xi)

∥∥2
2
Eu∼N (0,1)σ

2(u) =
∥∥hl−1

0 (xi)
∥∥2
2

(18)

By (16) and Lemma 3, we have

∥2σ2(⟨wl
j(0), h

l−1
0 (xi)⟩)− ∥hl−1

0 (xi)∥22∥ϕ1

≤2∥2σ2(⟨wl
j(0), h

l−1
0 (xi)⟩)∥ϕ1

≤ C∥σ(⟨wl
j(0), h

l−1
0 (xi)⟩)∥2ϕ2

≤ C∥hl−1
0 (xi)∥22,
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where the last inequality is due to (17). Let Xr = 2σ2(⟨wl
r(0), h

l−1
0 (xi)⟩) − ∥hl−1

0 (xi)∥22, dr =

1/m,K = C
∥∥hl−1

0 (xi)
∥∥2
2

and apply Lemma 4. We have for any 0 ≤ t ≤ 1,

P(|∥hl
0(x

i)∥22 − ∥hl−1
0 (xi)∥22| ≤ Ct∥hl−1

0 (xi)∥22|hl−1
0 (xi))

=P

(∣∣∣∣∣ 1m
m∑
r=1

(E2σ2(⟨wl
r(0), h

l−1
0 (xi)⟩)− ∥hl−1

0 (xi)∥22

∣∣∣∣∣ ≤ Ct∥hl−1
0 (xi)∥22|hl−1

0 (xi)

)
≥1− 2 exp(−Cmmin{t2, t}) = 1− 2 exp(−Cmt2).

Taking union bounds over i, l, there holds for any 1 ≤ i ≤ N and 1 ≤ l ≤ L,

P(|∥hl
0(x

i)∥22 − ∥hl−1
0 (xi)∥22| ≤ Ct∥hl−1

0 (xi)∥22) ≥ 1− 2nL exp(−Cmt2).

Since m ≳ L2 log(NL/δ), let t =
√
log(NL/δ)/m, we have with probability at least 1− δ, there

holds

|∥hl
0(x

i)∥22 − ∥hl−1
0 (xi)∥22| ≤ C

√
log(NL/δ)

m
∥hl−1

0 (xi)∥22, 1 ≤ i ≤ N, 1 ≤ l ≤ L. (19)

Now we show the following inequality holds with probability at least 1− δ,

|∥hl
0(x

i)∥22 − 1| ≤ 4lC

3

√
log(NL/δ)

m
≤ 1

3
. (20)

When l = 0, it is true. If (20) holds for l ∈ [L− 1], then ∥hl
0(x

i)∥22 ≤ 4/3. Combined with (19), we
have with probability at least 1− δ,

|∥hl+1
0 (xi)∥22 − 1| ≤ |∥hl

0(x
i)∥22 − 1|+ |∥hl+1

0 (xi)∥22 − ∥hl
0(x

i)∥22|

≤ 4lC

3

√
log(NL/δ)

m
+ C

√
log(NL/δ)

m
∥hl

0(x
i)∥22

≤ 4(l + 1)C

3

√
log(NL/δ)

m
≤ 1

3
.

Hence, (20) holds for all i ∈ [N ], l ∈ [L], which implies the lemma.

Lemma 7. For any x ∈ X , we have

a⊤ΣL
0 (x)W

L(0) = 0 and
∂fW(0)(x)

∂Wl(0)
= 0, l ∈ [L− 1].

Proof. Note the r-th row of ΣL
0 (x)W

L(0) is I{⟨wL
r (0), h

L−1
0 (x) ≥ 0}wL

r (0). Since ar = −ar+m
2

and wL
r (0) = wL

r+m
2
(0) for all r ∈ [m2 ], we have

a⊤ΣL
0 (x)W

L(0)

=

m∑
r=1

arI{⟨wL
r (0), h

L−1
0 (x) ≥ 0}wL

r (0)

=

m
2∑

r=1

arI{⟨wL
r (0), h

L−1
0 (x) ≥ 0}wL

r (0) +

m
2∑

r=1

ar+m
2
I{⟨wL

r+m
2
(0), hL−1

0 (x) ≥ 0}wL
r (0)

=

m
2∑

r=1

(ar − ar)I{⟨wL
r (0), h

L−1
0 (x) ≥ 0}wL

r (0) = 0.

It then follows that for all l ∈ [L− 1],(
∂fW(0)(x)

∂Wl(0)

)⊤

= hl−1
0 (x)a⊤(Gl

L,0(x))
⊤ = hl−1

0 (x)a⊤
√

2

m
ΣL

0 (x)W
L(0) · · ·

√
2

m
Σl

0(x) = 0.

Hence, the proof is completed.
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Lemma 8. Suppose m ≳ L2 log(NL/δ), then with probability at least 1− δ, for all i ∈ [N ],∥∥∥∥∂fW(0)(x
i)

∂WL(0)

∥∥∥∥
F

≤
√
2.

Proof. By Hoeffding inequality, condition on hL−1
0 (xi), with probability at least 1− δ, there holds

1

m
a⊤ΣL

0 (x
i)ΣL

0 (x
i)a =

1

m

m∑
j=1

I{⟨wL
j (0), h

L−1
0 (xi)⟩ ≥ 0} ≤ 1

2
+ C

√
log(N/δ)

m
≤ 3

4
.

Combined with Lemma 6, we have∥∥∥∥∂fW(0)(x
i)

∂WL(0)

∥∥∥∥2
F

=
2

m
∥hL−1

0 (xi)∥22a⊤ΣL
0 (x

i)ΣL
0 (x

i)a ≤ 2 · 4
3
· 3
4
= 2.

The proof is completed.

Let Σ1,Σ2 ∈ Rm×m be two diagonal matrices with entries in {0, 1}.
Lemma 9. Suppose m ≳ L2 log(NL/δ), s ≲ m/(L2 logm), then with probability at least 1 − δ
we have for all i ∈ [N ], 2 ≤ a ≤ b ≤ L,

sup
∥Σ1∥0≤s

∥Ha
b,0(x

i)Σ1∥2 ≲ 1. (21)

Proof. We need to prove that for any v ∈ Sm−1, there holds

∥Ha
b,0(x

i)Σ1v∥2 ≲ 1. (22)

Note that ∥Σ1v∥0 ≤ s and ∥Σ1v∥2 ≤ 1. Let P = {v ∈ Sm−1 : ∥v∥0 ≤ s}. We only need to prove
that the following inequality holds with probability at least 1− δ:

sup
v∈P

∥Ha
b,0(x

i)v∥2 ≲ 1. (23)

Let S be a subspace of Sm−1 that has at most s non-zero coordinates. For such a subspace, we
choose a 1/2-cover of it and denote this cover by Q. By Lemma 4.2.13 in Vershynin [2018],

|Q| ≤ 5s.

The number of such subspaces is M =
(
m
s

)
. We denote all subspaces by S1, · · · ,SM , and the

corresponding covers Q1, · · · ,QM . Let
⋃

Q = {v1, · · · , vM ′} with M ′ ≤
(
m
s

)
5s. We first prove

that (23) is true for all vj , then it holds simultaneously for all elements in P .

For a unit vector v, we define

vl(xi) = Ha
l,0(x

i)v, a ≤ l ≤ b.

and va−1(xi) = v. Note that condition on hl−1
0 (xi), vl−1(xi), we take expectation over wl

r(0),
applying Lemma 5 implies that

E[2I{⟨wl
r(0), h

l−1
0 (xi)⟩ ≥ 0}(⟨wl

r(0), v
l−1(xi)⟩)2] = ∥vl−1(xi)∥22.

It then follows that

∥vl(xi)∥22 = ∥Ha
l,0(x

i)v∥22 =

∥∥∥∥∥
√

2

m
Σl

0(x
i)Wl(0)vl−1(xi)

∥∥∥∥∥
2

2

=
1

m

m∑
r=1

E2I{⟨wl
r(0), h

l−1
0 (xi)⟩ ≥ 0}(⟨wl

r(0), v
l−1(xi)⟩)2 = ∥vl−1(xi)∥22.

Similar to the proof of Lemma 6, for every vj , 1 ≤ j ≤ M ′, we apply Lemma 4 to get

P

(
|∥vlj(xi)∥22 − ∥vl−1

j (xi)∥22| ≤
C∥vl−1

j (xi)∥22
L

|vl−1
j (xi)

)
≥ 1−2 exp

(
−Cmmin

{
1

L2
,
1

L

})
.
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Taking the union bounds for all j, l, i yields

P

(
|∥vlj(xi)∥22 − ∥vl−1

j (xi)∥22| ≤
C∥vl−1

j (xi)∥22
L

)

≥1− 2 ·
(
m

s

)
5sNL exp

(
−Cm

L2

)
≥1− 2 · (5em)sNL exp

(
−Cm

L2

)
=1− exp

[
log δ + s logm+ s log(5e) + log

(
2NL

δ

)
− C

L2
m

]
≥ 1− δ,

where we have used
(
m
s

)
≤ (em/s)s ≤ (em)s in the second inequality and the last inequality is due

to m ≳ L2 log(NL/δ), s ≲ m/(L2 logm). Hence, we have with probability at least 1− δ,

∥vlj(xi)∥22 ≤
(
1 +

C

L

)
∥vl−1

j (xi)∥22 ≤
(
1 +

C

L

)L

∥vj∥22 ≲ 1.

For any unit vector v with ∥v∥0 ≤ s, consider the subspace S containing it and the corresponding
1/2- cover Q. There exists a unit vector vj , j ∈ [M ′], ∥v − vj∥0 ≤ s and ∥v − vj∥2 ≤ 1/2. Thus,

∥Ha
b,0(x

i)v∥2
≤∥Ha

b,0(x
i)vj∥2 + ∥Ha

b,0(x
i)(v − vj)∥2

=∥vbj(xi)∥2 + ∥v − vj∥2
∥∥∥∥Ha

b,0(x
i)

v − vj
∥v − vj∥2

∥∥∥∥
2

≲1 + ∥v − vj∥2 sup
v∈P

∥Ha
b,0(x

i)v∥2 ≤ 1 +
1

2
sup
v∈P

∥Ha
b,0(x

i)v∥2.

Taking sup to the both sides yields

sup
v∈P

∥Ha
b,0(x

i)v∥2 ≲ 1 +
1

2
sup
v∈P

∥Ha
b,0(x

i)v∥2,

which implies supv∈P ∥Ha
b,0(x

i)v∥2 ≲ 1. Hence (23) holds and the proof is completed.

Remark 7. Our proofs are inspired by Lemma A.9 in Zou et al. [2018], which establishes the estimates
under the condition s ≳ log(NL/δ). However, we eliminate this assumption via a more refined
analysis.
Lemma 10. Suppose m ≳ L2 log(NL/δ), then with probability at least 1 − δ, we have for all
i ∈ [N ], 2 ≤ a ≤ b ≤ L,

∥Ha
b,0(x

i)∥2 ≲ L
√
logm.

Although the left-hand side of above inequality is the production of L terms, it is bounded by Õ(L).
This lemma shows that the introduction of ReLU activation can avoid exponential explosion.

Proof. For any unit vector v, we decompose it as v = v1+ · · ·+ vq , where vj , j ∈ [q] are all s-sparse
vectors on different coordinates. Therefore,

∥v∥22 =

q∑
j=1

∥vj∥22.

Here we choose s ≍ m/(L2 logm), then q ≲ m/s ≲ L2 logm. Applying Lemma 9, we have

∥Ha
b,0(x

i)v∥2 =

∥∥∥∥∥∥
q∑

j=1

Ha
b,0(x

i)vj

∥∥∥∥∥∥
2

≤
q∑

j=1

∥Ha
b,0(x

i)vj∥2 ≤

√√√√q

q∑
j=1

∥Ha
b,0(x

i)vj∥22

≲

√√√√q

q∑
j=1

∥vj∥22 =
√
q∥v∥22 =

√
q ≲ L

√
logm.
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where we have used Cauchy-Schwartz’s inequality in the second inequality. Hence,

∥Ha
b,0(x

i)∥2 ≲ L
√
logm.

The proof is completed.

From the above lemma, we know that if m ≳ L2 log(NL/δ) logm, then

∥∥Ga
b,0(x

i)
∥∥
2
≲ L

√
logm

m
, i ∈ [N ], 1 ≤ a ≤ b ≤ L. (24)

Remark 8. In Lemma 10, we introduce a useful technique that decomposes the unit vector into
sparse components. This approach reduces the covering number from 5m to 5s

(
m
s

)
, making it easier

for high-probability bounds to hold. A related method appears in Lemma 7.3 of Allen-Zhu et al.
[2019], but their width exhibits polynomial dependence on n. In contrast, our analysis achieves
polylogarithmic width, substantially relaxing the overparameterization requirement.

Using similar techniques we can obtain the following lemma:

Lemma 11. Suppose m ≳ L2 log(NL/δ), then with probability at least 1− δ, for all i ∈ [N ], 2 ≤
a ≤ b ≤ L, ∥Σ1∥0, ∥Σ2∥0 ≤ s ≲ m/(L2 logm),∥∥∥∥∥Σ1

√
2

m
Wb(0)Ha

b−1,0(x
i)Σ2

∥∥∥∥∥
2

≲
1

L
.

Proof. If s = 0, the above inequality becomes 0 ≲ 1/L, which holds true. Now we assume s ≥ 1.
Similar to Lemma 9, we only need to prove that for any s-sparse unit vector v there holds∥∥∥∥∥Σ1

√
2

m
Wb(0)Ha

b−1,0(x
i)v

∥∥∥∥∥
2

≲
1

L
. (25)

We use the same notation as in Lemma 9, it then follows that for all j ∈ [M ′], a ≤ l ≤ b, i ∈ [N ],

P

(
|∥vlj(xi)∥22 − ∥vl−1

j (xi)∥22| ≤
C∥vl−1

j (xi)∥22
L

|vl−1
j (xi)

)
≥ 1−2 exp

(
−Cmmin

{
1

L2
,
1

L

})
.

For a fixed Σ1, we assume Σ1 = diag{d1, · · · , dm} with dr ∈ {0, 1},
∑

r dr ≤ s, r ∈ [m]. We have∥∥∥∥∥Σ1

√
2

m
Wb(0)vb−1

j (xi)

∥∥∥∥∥
2

2

=

m∑
r=1

d2r
2

m
(⟨wb

r, v
b−1
j (xi)⟩)2. (26)

Condition on vb−1
j (xi), there holds

E
2

m
(⟨wb

r(0), v
b−1
j (xi)⟩)2 =

2

m
∥vb−1

j (xi)∥22.

Let Xr = 2
m (⟨wb

r(0), v
b−1
j (xi)⟩)2− 2

m∥vb−1
j (xi)∥22 and d = (d1, · · · , dm). Then Xr are mean-zero

sub-exponential random variables, following similar discussions in Lemma 6, we have ∥Xr∥ϕ1
≤

C
m∥vb−1

j (xi)∥22. Moreover, ∥d∥22 =
∑m

r=1 d
2
r =

∑m
r=1 dr ≤ s, ∥d∥∞ = 1. Applying Lemma 4, we

have

P

(∣∣∣∣∣
m∑
r=1

dr

(
2

m
(⟨wb

r(0), v
b−1
j (xi)⟩)2 − 2

m
∥vb−1

j (xi)∥22
)∣∣∣∣∣ ≥ t∥vb−1

j (xi)∥22|vb−1
j (xi)

)

≤2 exp

[
−Cmin

(
t2m2

s
, tm

)]
. (27)
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Choosing t = 1/L2 and note that s ≤ m/(L2 logm), we have

P

∥∥∥∥∥Σ1

√
2

m
Wb(0)vb−1

j (xi)

∥∥∥∥∥
2

2

≤
(
2s

m
+

1

L2

)
∥vb−1

j (xi)∥22|vb−1
j (xi)


≥P

(
m∑
r=1

d2r
2

m
(⟨wb

r(0), v
b−1
j (xi)⟩)2 ≤

m∑
r=1

2dr
m

∥vb−1
j (xi)∥22 +

1

L2
∥vb−1

j (xi)∥22|vb−1
j (xi)

)

≥1− 2 exp

(
−Cm

L2

)
,

where the first inequality is due to (26) and
∑m

r=1 dr ≤ s, the last inequality results from (27).

Taking union bounds over all xi,Σ1, vj , l, and note that

2nL

(
m

s

)
5s
(
m

s

)
exp

(
−Cm

L2

)
≤ δ

2
.

We have with probability at least 1− δ,∥∥∥∥∥Σ1

√
2

m
Wb(0)vb−1

j (xi)

∥∥∥∥∥
2

2

≤
(
2s

m
+

1

L2

)
∥vb−1

j (xi)∥22

≤
(
2s

m
+

1

L2

)(
1 +

C

L

)
∥vb−2

j (xi)∥22 ≤
(
2s

m
+

1

L2

)(
1 +

C

L

)L

∥vj∥22 ≲
1

L2
.

Hence, we have ∥∥∥∥∥Σ1

√
2

m
Wb(0)Ha

b−1,0(x
i)vj

∥∥∥∥∥
2

≲
1

L
.

Following same techniques of using 1/2-cover in the proof of Lemma 9, we can prove (25), and then
complete the proof of the lemma.

Additionally, apply similar methods in Lemma 10 by decomposing the unit vector into s-sparse
vectors, we have ∥∥∥∥∥Σ1

√
2

m
Wb

0(x
i)Ha

b−1,0(x
i)

∥∥∥∥∥
2

≲
√
logm. (28)

Remark 9. To analyze the influence of the sparse matrix Σ1 on (25), we propose a key technical
improvement: instead of resorting to covering number arguments as in Zou et al. [2018], Allen-Zhu
et al. [2019], we leverage a weighted Bernstein inequality. Particularly, existing methods require
taking another union bound over both all s-sparse subspaces and their covers (of size ∼

(
m
s

)
9s),

whereas our analysis only needs to union over the sparse subspaces themselves (of cardinality
(
m
s

)
).

Our method directly demonstrates that sparsity inherently lowers computational costs by avoiding
the need for dense covers. The simplicity of our technique also underscores the intrinsic benefits of
sparse structures in optimization.

A.2 Properties of Perturbation Terms

Recall that

Ga
b,0(x) =

√
2

m
Σb

0(x)W
b(0) · · ·

√
2

m
Σa+1

0 (x)Wa+1(0)

√
2

m
Σa

0(x).

For any l ∈ [L], let Ŵl and the diagonal matrix Σ̂l(x) be the matrices with the same size of Wl(0)
and Σl

0(x), respectively. Define

Ĝa
b (x) =

√
2

m
(Σb

0(x) + Σ̂b(x))(Wb(0) + Ŵb) · · ·
√

2

m
(Σa+1

0 (x) + Σ̂a+1(x))

× (Wa+1(0) + Ŵa+1)

√
2

m
(Σa

0(x) + Σ̂a(x)), 1 ≤ a ≤ b ≤ L (29)

and Ĝl
l(x) =

√
2
m (Σl

0(x) + Σ̂l(x)) for all l ∈ [L].
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Lemma 12. Let Ĝa
b (x) with 1 ≤ a ≤ b ≤ L be the matrix defined in (29). As-

sume maxl∈[L] ∥Ŵl∥2 ≤ R ≲
√
m/(L2

√
logm),m ≳ L2 log(NL/δ) and Σ̂l(xi) ∈

[−1, 1]m×m, ∥Σ̂l(xi)∥0 ≤ s ≲ m/(L2 logm) for all i ∈ [N ], l ∈ [L]. Then, with probability
at least 1− δ for all 1 ≤ a ≤ b ≤ L, i ∈ [N ], there holds∥∥∥Ĝa

b (x
i)
∥∥∥
2
≲ L

√
logm

m
.

Proof. The proof is similar to that of Lemma 8.6 in Allen-Zhu et al. [2019], we give the proof here
for the sake of completeness. We first prove that for any 1 ≤ a ≤ b ≤ L,∥∥∥∥∥

√
2

m
(Σb

0(x
i) + Σ̂b(xi))Wb(0) · · ·

√
2

m
(Σa+1

0 (xi) + Σ̂a+1(xi))Wa+1(0)

∥∥∥∥∥
2

≲ L
√
logm.

(30)
We define a diagonal matrix (Σ̂l

1(x
i))k,k = I{Σ̂l(xi)k,k ̸= 0}, and ∥Σ̂l

1(x
i)∥0 ≤ s. Therefore,

Σ̂l(xi) = Σ̂l
1(x

i)Σ̂l(xi)Σ̂l
1(x

i). We decompose the left term of (30) into 2b−a terms and control
them respectively. Each matrix can be written as (ignoring the superscripts and xi).(

Σ0

√
2

m
W(0) · · · Σ̂1

)
Σ̂

(
Σ̂1

√
2

m
W(0) · · ·

√
2

m
W(0)Σ̂1

)
Σ̂ · · · Σ̂

×

(
Σ̂1

√
2

m
W(0) · · ·Σ0

√
2

m
W(0)

)
.

Then, with probability at least 1− δ, there holds:

• By Lemma 9,
∥∥∥Σ0

√
2
mW(0) · · · Σ̂1

∥∥∥
2
≲ 1.

• By Lemma 11,
∥∥∥Σ̂1

√
2
mW(0) · · ·

√
2
mW(0)Σ̂1

∥∥∥
2
≲ 1/L.

• By (28),
∥∥∥Σ̂1

√
2
mW(0) · · ·Σ0

√
2
mW(0)

∥∥∥
2
≲

√
logm.

• When there is no Σ̂, by Lemma 10,
∥∥∥Σ0

√
2
mW(0) · · ·Σ0

√
2
mW(0)

∥∥∥
2
≲ L

√
logm.

Combined with these results, counting the number of Σ̂, we obtain∥∥∥∥∥
√

2

m
(Σb

0(x
i) + Σ̂b(xi))Wb(0) · · ·

√
2

m
(Σa+1

0 (xi) + Σ̂a+1(xi))Wa+1(0)

∥∥∥∥∥
2

≲L
√

logm+

b−a∑
j=1

(
b− a

j

)(
1

L

)j−1

1j
√
logm

≤L
√

logm

1 +

L∑
j=1

(
eL

j

)j (
1

L

)j
 ≲ L

√
logm,

where in the second inequality we have used
(
b−a
j

)
≤ (e(b− a)/j)j ≤ (eL/j)j , the last inequality

is due to
∑L

j=1(e/j)
j converges and it is bounded by a constant. Now we have proved (30).

Denote Σ′ = Σ0 + Σ̂, through similar expansion, Σ′
√

2
m (W(0) + Ŵ) · · · (Σ′)

√
2
m (W(0) + Ŵ)
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is the sum of following terms(
Σ′
√

2

m
W(0) · · ·Σ′

)√
2

m
Ŵ

(
Σ′
√

2

m
W(0) · · ·Σ′

)√
2

m
Ŵ · · ·

√
2

m
Ŵ

×

(
Σ′
√

2

m
W(0) · · ·Σ′

√
2

m
W(0)

)
.

Since ∥Σ′∥2 ≲ 1, using Eq. (30), we have∥∥∥∥∥Σ′
√

2

m
W(0) · · ·Σ′

∥∥∥∥∥
2

≲ L
√
logm,∥∥∥∥∥Σ′

√
2

m
W(0) · · ·Σ′

√
2

m
W(0)

∥∥∥∥∥
2

≲ L
√

logm.

Note that maxl∈[L] ∥Ŵl∥2 ≤ R ≲
√
m/(L2

√
logm), then by counting the number of Ŵ, we have

∥∥∥Ĝa
b (xi)

∥∥∥
2
≲

√
1

m

L
√

logm+

b−a∑
j=1

(
b− a

j

)(
1

L2

√
1

logm

)j

(L
√

logm)j+1


= L

√
logm

m

1 +

b−a∑
j=1

(
b− a

j

)(
1

L

)j
 ≲ L

√
logm

m
.

The proof is completed.

Denote Σ̃(x), h̃l(x), G̃a
b (x) as (10), (12),(13) when W = W̃.

Lemma 13 (Claim 11.2 and Proposition 11.3 in Allen-Zhu et al. [2019]). For any W,W̃ ∈
BR(W(0)). There exists a series of diagonal matrices {(Σ′′)l ∈ Rm×m}l∈[L] with entries in [−1, 1]
such that for any l ∈ [L], there holds

(a) hl(x) − h̃l(x) =
∑l

k=1

[∏l
j=k+1

√
2
m (Σ̃j(x) + (Σ′′)j)W̃j

]√
2
m (Σ̃k(x) + (Σ′′)k)(Wk −

W̃k)hk−1(x).

(b) ∥(Σ′′)l∥0 ≤ ∥Σl(x)− Σ̃l(x)∥0.

Now we introduce the following Bernstein inequality under bounded distributions.

Lemma 14 (Theorem 2.8.4 in Vershynin [2018]). Let X1, · · · , XN be independent, mean-zero
random variables, such that |Xi| ≤ K for all i. Then for every t ≥ 0, we have

P

(∣∣∣∣∣
N∑
i=1

Xi

∣∣∣∣∣ ≥ t

)
≤ 2 exp

(
− t2/2

λ2 +Kt/3

)
,

where λ2 =
∑N

i=1 EX2
i is the sum of the variance.

Lemma 15. Suppose m ≳ L10 log(NL/δ)(logm)4R2. Then with probability at least 1− δ, for any
W ∈ BR(W(0)), i ∈ [N ] and l ∈ [L], there holds

∥hl(xi)− hl
0(x

i)∥2 ≲ L2

√
logm

m
R and ∥Σl(xi)− Σl

0(x
i)∥0 ≲ L4/3(logm)1/3(mR)2/3. (31)

Proof. We prove these two inequalities by induction. Note that (31) holds for l = 0. Now we suppose
(31) holds for l − 1. Let κ > 0 be a constant. For i ∈ [N ] and l ∈ [L], we define Al(xi) = {r ∈
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[m] : I{⟨wl
r, h

l−1(xi)⟩ ≥ 0} ̸= I{⟨wl
r(0), h

l−1
0 (xi)⟩ ≥ 0}}, then ∥Σl(xi)− Σl

0(x
i)∥0 = |Al(xi)|.

Furthermore, we decompose Al(xi) into two parts based on the behavior of wl
r(0):

Al
1(x

i) = {r ∈ Al(xi) : |⟨wl
r(0), h

l−1
0 (xi)⟩| ≤ κ} and Al

2(x
i) = {r ∈ Al(xi) : |⟨wl

r(0), h
l−1
0 (xi)⟩| > κ}.

We will control |Al
1(x

i)| and |Al
2(x

i)| respectively.

For r ∈ [m], we define F l
r,i = I{|⟨wl

r(0), h
l−1
0 (xi)⟩| ≤ κ}. From Lemma 6 we know that

2/3 ≤ ∥hl−1
0 (xi)∥22 ≤ 4/3. Condition on hl−1

0 (xi), ⟨wl
r(0), h

l−1
0 (xi)⟩ ∼ N (0, ∥hl−1

0 (xi)∥22),
then we have

var(F l
r,i) ≤ E(F l

r,i)
2 = E(F l

r,i) = P(−κ ≤ ⟨Wl
r(0), h

l−1
0 (xi)⟩ ≤ κ)

≤ 3

2
√
π

∫ κ

−κ

e−3x2/8dx ≤ Cκ.

Then by Lemma 14, choose K = 1, t = mCκ, λ2 ≤ mCκ, it then follows that

P

(∣∣∣∣∣
m∑
r=1

F l
r,i −mE(F l

r,i)

∣∣∣∣∣ ≤ mCκ|hl−1
0 (xi)

)
≥ 1− 2 exp

(
− (mCκ)2/2

mCκ+mCκ/3

)
.

Hence, taking union bounds over l, i, with probability at least 1− CnL exp(−mκ), there holds for
all i, l,

|Al
1(x

i)| ≤
m∑
r=1

F l
r,i ≲ mκ. (32)

For r ∈ Al
2(xi), since I{⟨wl

r, h
l−1(xi)⟩ ≥ 0} ≠ I{⟨wl

r(0), h
l−1
0 (xi)⟩ ≥ 0}, we have

(⟨wl
r, h

l−1(xi)⟩ − ⟨wl
r(0), h

l−1
0 (xi)⟩)2 ≥ |⟨wl

r(0), h
l−1
0 (xi)⟩|2 > κ2.

We deduce that

∥Wlhl−1(xi)−Wl(0)hl−1
0 (xi)∥22 ≥

∑
r∈Al

2(xi)

(⟨wl
r, h

l−1(xi)⟩ − ⟨wl
r(0), h

l−1
0 (xi)⟩)2

>
∑

r∈Al
2(x

i)

κ2 = κ2|Al
2(x

i)|. (33)

By assumption ∥hl−1(xi)− hl−1
0 (xi)∥2 ≲ L2R

√
logm/m and Lemma 6, we get

∥Wlhl−1(xi)−Wl(0)hl−1
0 (xi)∥22

≤(∥Wl −Wl(0)∥2∥hl−1(xi)− hl−1
0 (xi) + hl−1

0 (xi)∥2 + ∥Wl(0)∥2∥hl−1(xi)− hl−1
0 (xi)∥2)2

≲(R(∥hl−1(xi)− hl−1
0 (xi)∥2 + 1) +

√
m∥hl−1(xi)− hl−1

0 (xi)∥2)2 ≲ L4R2 logm.

Combined with (33), we have

|Al
2(x

i)| ≲ L4R2 logm

κ2
. (34)

From (32) and (34) we know that

∥Σl(xi)− Σl
0(x

i)∥0 =|Al(xi)| = |Al
1(x

i)|+ |Al
2(x

i)|

≲mκ+
L4R2 logm

(κ)2
≲ L4/3(logm)1/3(mR)2/3,

where in the last inequality we choose κ = L4/3(logm)1/3R2/3m−1/3. Hence, due to the overpa-
rameterization of m, we have with probability at least 1− δ, for i ∈ [N ], l ∈ [L],

∥Σl(xi)− Σl
0(x

i)∥0 ≲ L4/3(logm)1/3(mR)2/3 ≲
m

L2 logm
.
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Applying Lemma 13, we have

hl(xi)− hl
0(x

i) =

l∑
k=1

Ĝk
l,0(x

i)(Wk −Wk(0))hk−1
0 (xi), (35)

where Ĝk
l,0(x

i) is defined as

Ĝk
l,0(x

i) =

 l∏
j=k+1

√
2

m
(Σj(xi) + (Σ′′)j)Wj

√ 2

m
(Σk(xi) + (Σ′′)k). (36)

It then follows that

∥Σj(xi) + (Σ′′)j − Σj
0(x

i)∥0
≤∥Σj(xi)− Σj

0(x
i)∥0 + ∥(Σ′′)j∥0 ≤ 2∥Σj(xi)− Σj

0(x
i)∥0 ≲

m

L2 logm
.

Our overparameterization requirement implies that R ≲
√
m/(L2

√
logm). Hence, by Lemma 12,

we have

∥Ĝk
l,0(x

i)∥2 ≲ L

√
logm

m
. (37)

Therefore,
∥hl(xi)− hl

0(x
i)∥2

=

∥∥∥∥∥
l∑

k=1

Ĝk
l,0(x

i)(Wk −Wk(0))hk−1
0 (xi)

∥∥∥∥∥
2

≲
l∑

k=1

L

√
logm

m
R∥hk−1

0 (xi)∥2 ≲ L2

√
logm

m
R,

where the last inequality results from Lemma 6. As a result, (31) holds for l. We have completed the
proof of the lemma.

The above lemma and Lemma 6 imply that with probability at least 1− δ, for all l ∈ [L], i ∈ [N ],

∥hl(xi)∥2 ≲ L2

√
logm

m
R+ 1 ≲ 1. (38)

Remark 10. Although our approach shares similarities with Lemma B.3 in Zou et al. [2018], our
analysis significantly relaxes the required conditions. Specifically, we only require R/

√
m =

Õ(L−5), whereas their result demands the stricter scaling R/
√
m = Õ(L−11).

Furthermore, compared to Lemma 8.2 in Allen-Zhu et al. [2019], they derive the bound ∥hl(xi)−
hl
0(x

i)∥2 ≲ RL5/2
√
logm/

√
m, which is worse than our result by a factor of

√
L.

The following lemma shows the uniform concentration property of deep ReLU property, which is
crucial in the generalization analysis.

Lemma 16. Let R ≥ 1 be a constant. Assume m ≳ L11d(logm)5 log(L/δ)R2. Then with
probability at least 1− δ, for W ∈ BR(W(0)), l ∈ [L], we have

sup
x∈X

∥hl(x)− hl
0(x)∥2 ≲ L2

√
logm

m
R. (39)

Proof. We consider the 1/(CL
√
m)-cover of Sd−1 and denote it by D = {x1, · · · ,x|D|}. By

Lemma 4.2.13 in Vershynin [2018],

|D| ≤ (1 + 2CL
√
m)d.
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Note that Lemma 15 holds for any finite set K = {x1, · · · ,xN}. Letting K = D, we obtain that if
m ≳ L11d(logm)5 log(L/δ)R2 ≳ L10 log(|D|L/δ)(logm)4R2, then

∥hl(xj)− hl
0(x

j)∥2 ≲ L2

√
logm

m
R, 1 ≤ j ≤ |D|. (40)

For any x ∈ X , there exists xj ∈ D with ∥x− xj∥2 ≤ 1/(CL
√
m). It then follows that

∥hl(x)− hl(xj)∥22

=
2

m

m∑
r=1

(σ(⟨wl
r, h

l−1(x)⟩)− σ(⟨wl
r, h

l−1(xj)⟩))2

≤ 2

m

m∑
r=1

(⟨wl
r, h

l−1(x)⟩ − ⟨wl
r, h

l−1(xj)⟩)2

=
2

m
∥Wl(hl−1(x)− hl−1(xj))∥22 ≤ C∥hl−1(x)− hl−1(xj)∥22

≤CL∥x− xj∥22 ≤ 1

m
,

where the first inequality is due to σ(·) is 1-Lipschitz. In the second inequality we have used
∥Wl∥2 ≤ ∥Wl(0)∥2 +R ≲

√
m due to Lemma 2. Similarly, we derive that

∥hl
0(x)− hl

0(x
j)∥22 ≤ 1

m
.

Therefore, combined with (40), we have

∥hl(x)− hl
0(x)∥2

≤∥hl(x)− hl(xj)∥2 + ∥hl(xj)− hl
0(x

j)∥2 + ∥hl
0(x)− hl

0(x
j)∥2

≲
1√
m

+ L2

√
logm

m
R+

1√
m

≲ L2

√
logm

m
R,

where the last inequality results from R ≥ 1.

The proof is completed.

Remark 9. This lemma is a property of deep ReLU networks near initialization that does not depend
on the training data. Compared to prior work, while Allen-Zhu et al. [2019], Zou et al. [2018] only
establishes bounds for the training data, we prove the uniform convergence over the entire input space.
Previous work on uniform concentration demonstrated that supx∈X ∥hl(x)− hl

0(x)∥2 ≲ CLR/
√
m

[Xu and Zhu, 2024]. We present a significant improvement, reducing the dependence on L from
exponential to polynomial.

In the following part, we apply previous technical lemmas to K = S1 and get properties of deep
neural networks over the training dataset.
Lemma 17. Suppose m ≳ L10 log(nL/δ)(logm)4R2. Then with probability at least 1− δ for all
W ∈ BR(W(0)), l ∈ [L], i ∈ [n]

∥a⊤(Gl
L(xi)−Gl

L,0(xi))∥2 ≲
L5/3(logm)2/3R1/3

m1/6

Proof. For the case l = L,

∥a⊤(GL
L(xi)−GL

L,0(xi))∥2 =

√
2

m
∥a⊤(ΣL(xi)− ΣL

0 (xi)∥2

=

√
2

m

√√√√ m∑
r=1

a2r(I{⟨wl
r, h

l−1(xi)⟩ ≥ 0} − I{⟨wl
r(0), h

l−1
0 (xi)⟩ ≥ 0})2

=

√
2

m

√ ∑
r∈Al(xi)

|ar| =
√

2|Al(xi)|
m

≲
L2/3(logm)1/6R1/3

m1/6
, (41)
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where the last inequality is due to Lemma 15.

Now we suppose l < L, then

a⊤(Gl
L(xi)−Gl

L,0(xi))

=a⊤
√

2

m
(ΣL(xi)W

LGl
L−1(xi)− ΣL

0 (xi)W
L(0)Gl

L−1,0(xi))

=

√
2

m
a⊤(ΣL(xi)− ΣL

0 (xi))W
LGl

L−1(xi) +

√
2

m
a⊤ΣL

0 (xi)(W
L −WL(0))Gl

L−1(xi))

+

√
2

m
a⊤ΣL

0 (xi)W
L(0)(Gl

L−1(xi)−Gl
L−1,0(xi))

=

√
2

m
(a⊤(ΣL(xi)− ΣL

0 (xi))W
LGl

L−1(xi) + a⊤ΣL
0 (xi)(W

L −WL(0))Gl
L−1(xi)),

where the last equality is according to Lemma 7. Applying Lemma 12 and Lemma 15, there holds

∥Gl
L−1(xi)∥2 ≲ L

√
logm

m
.

This implies that

∥a⊤(Gl
L(xi)−Gl

L,0(xi))∥2

≲

√
2

m

(
∥a⊤(ΣL(xi)− ΣL

0 (xi))W
LGl

L−1(xi)∥2 + ∥a⊤ΣL
0 (xi)(W

L −WL(0))Gl
L−1(xi)∥2

)
≤
√

2

m
∥a⊤(ΣL(xi)− ΣL

0 (xi))∥2∥WL∥2∥Gl
L−1(xi)∥2

+

√
2

m
∥a∥2∥ΣL

0 (xi)∥2∥WL −WL(0)∥2∥Gl
L−1(xi)∥2

≲
L2/3(logm)1/6R1/3

m1/6

√
mL

√
logm

m
+ L

√
logm

m
R

≲
L5/3(logm)2/3R1/3

m1/6
,

where we have used (41) in the third inequality. The proof is completed.

Lemma 18. Assume m ≳ L10 log(nL/δ)(logm)4R2. Then with probability at least 1− δ, for any
W ∈ BR(W(0)), i ∈ [n] and l ∈ [L], there holds∥∥∥∥∂fW(xi)

∂Wl
−

∂fW(0)(xi)

∂Wl(0)

∥∥∥∥
F

≲
L5/3(logm)2/3R1/3

m1/6
. (42)

Proof. Since ∥xy⊤∥F = ∥x∥2∥y∥2 for two vectors x, y, we have∥∥∥∥∂fW(xi)

∂Wl
−

∂fW(0)(xi)

∂Wl(0)

∥∥∥∥
F

=∥hl−1(xi)a
⊤Gl

L(xi)− hl−1
0 (xi)a

⊤Gl
L,0(xi)∥F

≤∥hl−1(xi)a
⊤(Gl

L(xi)−Gl
L,0(xi))∥F + ∥(hl−1(xi)− hl−1

0 (xi))a
⊤Gl

L,0(xi)∥F
=∥hl−1(xi)∥2∥a⊤

(
Gl

L(xi)−Gl
L,0(xi)

)
∥2 + ∥hl−1(xi)− hl−1

0 (xi)∥2∥a⊤Gl
L,0(xi)∥2.

Using (38) and Lemma 17, we have

∥hl−1(xi)∥2∥a⊤
(
Gl

L(xi)−Gl
L,0(xi)

)
∥2 ≲

L5/3(logm)2/3R1/3

m1/6
.

Applying Lemma 15 and (24), we obtain

∥hl−1(xi)− hl−1
0 (xi)∥2∥a⊤Gl

L,0(xi)∥2 ≲ L2

√
logm

m
R
√
mL

√
logm

m
=

L3R logm√
m

.

26



It then follows that∥∥∥∥∂fW(xi)

∂Wl
−

∂fW(0)(xi)

∂Wl(0)

∥∥∥∥
F

≲
L5/3(logm)2/3R1/3

m1/6
+

L3R logm√
m

≲
L5/3(logm)2/3R1/3

m1/6
.

The proof is completed.

B Proofs for Optimization

Lemma 19. Suppose m ≳ L10 log(nL/δ)(logm)4R2, then with probability at least 1 − δ, for
i ∈ [n],W̃,W ∈ BR(W(0)), we have∣∣∣∣fW̃(xi)− fW(xi)−

〈
∂f

W̃
(xi)

∂W̃
,W̃ −W

〉∣∣∣∣ ≲ L8/3R4/3(logm)2/3

m1/6
.

The left term plays a key role in the optimization analysis. Note that it is slightly different from the
following term:

f
W̃
(xi)− fW(xi)−

〈
∂fW(xi)

∂W
,W̃ −W

〉
,

which has been widely studied in the literature (Allen-Zhu et al. [2019],Zou et al. [2018]). We could
get similar results by combining it with Lemma 18. Moreover, previous works derived the bound
Õ
(

L3R4/3

m1/6

)
[Cao and Gu, 2019].

Proof. Note that 〈
∂f

W̃
(xi)

∂W̃
,W̃ −W

〉
=

L∑
l=1

〈
∂f

W̃
(xi)

∂W̃l
,W̃l −Wl

〉

=

L∑
l=1

〈
(G̃l

L(xi))
⊤a(h̃l−1(xi))

⊤,W̃l −Wl
〉

=

L∑
l=1

a⊤G̃l
L(xi)(W̃

l −Wl)h̃l−1(xi).

Since fW(xi) = a⊤hL(xi), applying Lemma 13, we obtain

f
W̃
(xi)− fW(xi) = a⊤(h̃L(xi)− hL(xi))

=

L∑
l=1

 L∏
j=l+1

√
2

m
(Σj(xi) + (Σ′′)j)Wj

√ 2

m
(Σl(xi) + (Σ′′)l)(W̃l −Wl)h̃l−1(xi)

with ∥(Σ′′)l∥0 ≤ ∥Σl(xi)− Σ̃l(xi)∥0. Then

∥Σl(xi) + (Σ′′)l − Σl
0(xi)∥0 ≤ ∥Σ̃l(xi)− Σl

0(xi)∥0 + 2∥Σl(xi)− Σl
0(xi)∥0

≲ L4/3(logm)1/3(mR)
2
3 ,

the last inequality is due to Lemma 15. We further let

Ĝl
L(xi) =

 L∏
j=l+1

√
2

m
(Σj(xi) + (Σ′′)j)Wj

√ 2

m
(Σl(xi) + (Σ′′)l).

Following the proof of Lemma 17, we have

∥a⊤(Ĝl
L(xi)−Gl

L,0(xi))∥2 ≤ L5/3(logm)2/3R1/3

m1/6
,
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which implies that

∥a⊤(Ĝl
L(xi)− G̃l

L(xi))∥2 ≤ ∥a⊤(Ĝl
L(xi)−Gl

L,0(xi))∥2 + ∥a⊤(Gl
L,0(xi)− G̃l

L(xi))∥2

≲
L5/3(logm)2/3R1/3

m1/6
.

Hence, ∣∣∣∣fW̃(xi)− fW(xi)−
〈
∂f

W̃
(xi)

∂W̃
,W̃ −W

〉∣∣∣∣
=

∣∣∣∣∣
L∑

l=1

a⊤(Ĝl
L(xi)− G̃l

L(xi))(W̃
l −Wl)h̃l−1(xi)

∣∣∣∣∣
≤

L∑
l=1

∥a⊤(Ĝl
L(xi)− G̃l

L(xi))
⊤∥2∥W̃l −Wl∥2∥h̃l−1(xi)∥2

≲L
L5/3(logm)2/3R1/3

m1/6
R =

L8/3R4/3(logm)2/3

m1/6
,

where in the last inequality we have used (38). The proof is completed.

Lemma 20. Suppose m ≳ L10 log(nL/δ)(logm)4R2, then with probability at least 1− δ, we have
for W̃,W ∈ BR(W(0)),〈

W̃ −W,
∂LS(W̃)

∂W̃

〉
≥LS(W̃)− LS(W) +

2

n

n∑
i=1

(l′(yifW̃(xi)− l′(yifW(xi))
2

−CL8/3(logm)2/3R4/3

m1/6
LS(W̃).

Proof. Since ℓ is 1/4-smooth, it enjoys the co-coercivity, i.e.,ℓ(a) ≥ ℓ(b) + (a− b)ℓ′(b) + 2(ℓ′(a)−
ℓ′(b))2, which implies that

yiℓ
′(yifW̃(xi))(fW̃(xi)− fW(xi))

≥ℓ(yifW̃(xi))− ℓ(yifW(xi)) + 2(ℓ′(yifW̃(xi))− ℓ′(yifW(xi)))
2.

We combine the above inequality with Lemma 19 and obtain〈
W̃ −W,

∂LS(W̃)

∂W̃

〉

=
1

n

n∑
i=1

〈
W̃ −W,

∂f
W̃
(xi)

∂W̃

〉
yiℓ

′(yifW̃(xi))

=
1

n

n∑
i=1

yiℓ
′(yifW̃(xi))

(
f
W̃
(xi)− fW(xi)−

(
f
W̃
(xi)− fW(xi)−

〈
∂f

W̃
(xi)

∂W̃
,W̃ −W

〉))

≥ 1

n

n∑
i=1

(
ℓ(yifW̃(xi))− ℓ(yifW(xi)) + 2(ℓ′(yifW̃(xi))− ℓ′(yifW(xi)))

2
)

− 1

n

n∑
i=1

∣∣∣∣fW̃(xi)− fW(xi)−
〈
∂f

W̃
(xi)

∂W̃
,W̃ −W

〉∣∣∣∣ ℓ(yifW̃(xi))

≥LS(W̃)− LS(W) +
2

n

n∑
i=1

(l′(yifW̃(xi)− l′(yifW(xi)))
2

−CL8/3(logm)2/3R4/3m−1/6LS(W̃),

where in the first inequality we have used |yiℓ′(yifW̃(xi))| ≤ ℓ(yifW̃(xi)).
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Lemma 21. Suppose m ≳ L10 log(nL/δ)(logm)4R2. Then with probability at least 1 − δ, for
η ≤ 4/(5L) and W̃,W ∈ BR(W(0)),∥∥∥∥W − η

∂LS(W)

∂W
− W̃

∥∥∥∥2
F

≤ ∥W − W̃∥2F − 2η(LS(W)− LS(W̃))

+2ηCL8/3(logm)2/3R4/3m−1/6LS(W) + 20η2LF̃ 2
S(W̃).

Proof. By Lemma 8 and Lemma 18 we know that
∥∥∥∂fW(xi)

∂Wl

∥∥∥
F
≤ 2, hence

∥∥∥∂fW(xi)
∂W

∥∥∥
F
≤ 2

√
L,

which implies that∥∥∥∥∂LS(W)

∂W

∥∥∥∥2
F

=

∥∥∥∥∥ 1n
n∑

i=1

yiℓ
′(yifW(xi))

∂fW(xi)

∂W

∥∥∥∥∥
2

F

≤

(
1

n

n∑
i=1

|ℓ′(yifW(xi))|
∥∥∥∥∂fW(xi)

∂W

∥∥∥∥
F

)2

≤ 4L

(
1

n

n∑
i=1

|ℓ′(yifW(xi))|

)2

≤ 5L

(
1

n

n∑
i=1

(|ℓ′(yifW(xi))| − |ℓ′(yifW̃(xi))|)

)2

+ 20L

(
1

n

n∑
i=1

|ℓ′(yifW̃(xi))|

)2

,

where we have used the standard inequality (a+ b)2 ≤ 5a2 + 5b2/4. Then by applying Lemma 20
we have∥∥∥∥W − η

∂LS(W)

∂W
− W̃

∥∥∥∥2
F

=∥W − W̃∥2F + η2
∥∥∥∥∂LS(W)

∂W

∥∥∥∥2
F

− 2η

〈
W − W̃,

∂LS(W)

∂W

〉

≤∥W − W̃∥2F + 5η2L

(
1

n

n∑
i=1

(|ℓ′(yifW(xi))| − |ℓ′(yifW̃(xi))|)

)2

+20η2L

(
1

n

n∑
i=1

|ℓ′(yifW̃(xi))|

)2

− 2η(LS(W)− LS(W̃))− 4η

n

n∑
i=1

(l′(yifW̃(xi)− l′(yifW(xi)))
2

+ηCL8/3(logm)2/3R4/3m−1/6LS(W).

Since η ≤ 4/(5L) and(
1

n

n∑
i=1

(|ℓ′(yifW(xi))| − |ℓ′(yifW̃(xi))|)

)2

≤ 1

n

n∑
i=1

(l′(yifW̃(xi)− l′(yifW(xi)))
2,

the proof is completed.

Proof of Theorem 1 We prove it through induction. It holds for t = 0. Suppose it holds for
0, · · · , t− 1. Then for l ∈ [L],

∥Wl(t)−Wl(0)∥2 ≤ ∥Wl(t)−Wl(0)∥F

≤
√
∥W(t)−W∥2F +

√
∥W(0)−W∥2F ≤ 2

√
FS(W).

Thus, from our overparameterization of m and plugging R = 2
√
FS(W) into Lemma 21, we have

∥W(t)−W∥2F ≤ ∥W(t− 1)−W∥2F − 2η(LS(W(t− 1))− LS(W))

+2ηCL8/3(logm)2/3F
2/3
S (W)m−1/6LS(W(t− 1)) + 20η2LF̃ 2

S(W).
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Telescoping and note that F̃S(W) ≤ LS(W), we obtain

∥W(t)−W∥2F + 2η

t−1∑
k=0

(LS(W(k))− LS(W)) ≤ ∥W(0)−W∥2F

+2ηCL8/3(logm)2/3F
2/3
S (W)m−1/6

t−1∑
k=0

LS(W(k)) + 20η2LTF̃S(W)LS(W),

which implies

∥W(t)−W∥2F + 2η

t−1∑
k=0

(LS(W(k))(1− CL8/3(logm)2/3F
2/3
S (W)m−1/6)

≤ ∥W(0)−W∥2F + (2 + 20ηLF̃S(W))ηTLS(W).

Hence, when m ≳ F 4
S(W)(logm)4L16, η ≤ 1/(20LF̃S(W)), there holds

∥W(t)−W∥2F + η

t−1∑
k=0

(LS(W(k)) ≤ FS(W).

The proof is completed.

C Proofs for Generalization

From (35), we know that there exists Ĝl
L,0(xi), 1 ≤ l ≤ L, i ∈ [n], such that

hL(xi)− hL
0 (xi) =

L∑
l=1

Ĝl
L,0(xi)(W

l −Wl(0))hl−1
0 (xi).

Let E1 be the event (w.r.t. W(0)) that ∥Ĝl
L,0(xi)∥2 ≤ CL

√
logm/m for all W ∈ W1. Let E2 be

the event such that ∥hl−1
0 (xi)∥22 ≤ 4/3, 1 ≤ l ≤ L, i ∈ [n]. Then we have the following bound on

Rademacher complexity:
Lemma 22. Let F and W1 be defined in (7) and (8), respectively. If the events E1, E2 hold, then

RS1,n(F) ≤ CL2

√
F (W) logm

n
, (43)

where
RS1,n(F) = sup

S̃⊂S1:|S̃|=n

RS̃(F).

Proof. Let S̃ = {x̃1, · · · , x̃n}. Then we have

RS̃(F) = Eϵ

[
sup

W∈W1

1

n

n∑
i=1

ϵifW(x̃i)
]

≤Eϵ

[
sup

W∈W1

1

n

n∑
i=1

ϵi(fW(x̃i)− fW(0)(x̃i))
]
+ Eϵ

[
sup

W∈W1

1

n

n∑
i=1

ϵifW(0)(x̃i)
]

=Eϵ

[
sup

W∈W1

1

n

n∑
i=1

ϵi(fW(x̃i)− fW(0)(x̃i))
]
= Eϵ

[
sup

W∈W1

1

n

n∑
i=1

ϵia
⊤(hL(x̃i)− hL

0 (x̃i))
]

=
1

n
Eϵ

[
sup

W∈W1

a⊤
n∑

i=1

ϵi(h
L(x̃i)− hL

0 (x̃i))
]

≤∥a∥2
n

Eϵ sup
W∈W1

∥∥∥∥∥
n∑

i=1

ϵi(h
L(x̃i)− hL

0 (x̃i))

∥∥∥∥∥
2

, (44)
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where the last inequality is due to Cauchy-Schwartz inequality. Since the event E1 holds, we have for
all W ∈ W1, 1 ≤ k ≤ l ≤ L, i ∈ [n],

∥Ĝl
L,0(x̃i)(W

l −Wl(0))∥F ≤ ∥Ĝl
L,0(x̃i)∥2∥Wl −Wl(0)∥F ≤ CL

√
F (W) logm

m
,

where we have used ∥AB∥F ≤ ∥A∥2∥B∥F for two matrices A,B. Therefore,

Eϵ sup
W∈W1

∥∥∥∥∥
n∑

i=1

ϵi(h
L(x̃i)− hL

0 (x̃i))

∥∥∥∥∥
2

=Eϵ sup
W∈W1

∥∥∥∥∥
n∑

i=1

ϵi

L∑
l=1

Ĝl
L,0(x̃i)(W

l −Wl(0))hl−1
0 (x̃i)

∥∥∥∥∥
2

≤
L∑

l=1

Eϵ sup
∥Ĝl

L,0(x̃i)(Wl−Wl(0))∥F≤CL
√

F (W) logm/m

∥∥∥∥∥
n∑

i=1

ϵiĜ
l
L,0(x̃i)(W

l −Wl(0))hl−1
0 (x̃i)

∥∥∥∥∥
2

.

Letting gl1, · · · , glm be the rows of matrix Ĝl
L,0(x̃i)(W

l −Wl(0)), we obtain∥∥∥∥∥
n∑

i=1

ϵiĜ
k
l (x̃i)(W

l −Wl(0))hl−1
0 (x̃i)

∥∥∥∥∥
2

2

=

m∑
r=1

∥glr∥22

(
n∑

i=1

ϵi
(glr)

⊤

∥glr∥2
hl−1
0 (x̃i)

)2

.

The supremum of this over all gl1, · · · , glm must be obtained when ∥glr∥2 = CL
√
F (W) logm/m

for some r. Hence

Eϵ sup
∥Ĝl

L,0(x̃i)(Wl−Wl(0))∥F≤CL
√

F (W) logm/m

∥∥∥∥∥
n∑

i=1

ϵiĜ
l
L,0(x̃i)(W

l −Wl(0))hl−1
0 (x̃i)

∥∥∥∥∥
2

=CL

√
F (W) logm

m
Eϵ

∥∥∥∥∥
n∑

i=1

ϵih
l−1
0 (x̃i)

∥∥∥∥∥
2

.

This implies that

Eϵ sup
W∈W1

∥∥∥∥∥
n∑

i=1

ϵi(h
L(x̃i)− hL

0 (x̃i))

∥∥∥∥∥
2

≤CL

√
F (W) logm

m

L∑
l=1

Eϵ

∥∥∥∥∥
n∑

i=1

ϵih
l−1
0 (x̃i)

∥∥∥∥∥
2

≤CL

√
F (W) logm

m

L∑
l=1

√√√√Eϵ

∥∥∥∥∥
n∑

i=1

ϵih
l−1
0 (x̃i)

∥∥∥∥∥
2

2

=CL

√
F (W) logm

m

L∑
l=1

√√√√ n∑
i=1

∥∥hl−1
0 (x̃i)

∥∥2
2
≤ CL2

√
F (W)n logm

m
.

The last inequality is due to the event E2. Combined with (44), we have

RS̃(F) ≤ ∥a∥2
n

Eϵ sup
W∈W1

∥∥∥∥∥
n∑

i=1

ϵi(h
L(x̃i)− hL

0 (x̃i))

∥∥∥∥∥
2

≤ CL2

√
F (W) logm

n
.

The proof is completed.

Proof of Theorem 2 Using Lemma 16, we have

(fW(x)− fW(x))2 = (a⊤(hL(x)− h̄L(x)))2 ≤ m∥hL(x)− h̄L(x)∥22
≤2m(∥hL(x)− hL

0 (x)∥22 + ∥hL
0 (x)− h̄L(x)∥22)

≤CL4 logmF (W),
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where the last inequality is due to ∥Wl − Wl(0)∥2 ≤ ∥W − W(0)∥F ≤
√
F (W) and ∥Wl −

Wl(0)∥2 ≤ ∥Wl −W(0)∥2 + ∥Wl −W∥2 ≤ C
√

F (W) for all l ∈ [L]. Since logistic loss ℓ is
1/4-smooth, the following property holds,

|ℓ′(x)| ≤
√

ℓ(x)/2, x ∈ R.
It then follows that for any W ∈ W1, z ∈ Z ,

ℓ(yfW(x)) ≤ℓ(yfW(x)) + y(fW(x)− fW(x))ℓ′(yfW(x)) +
(fW(x)− fW(x))2

8

≤ℓ(yfW(x)) + 2|ℓ′(yfW(x))|2 +
(fW(x)− fW(x))2

4

≤2ℓ(yfW(x)) + CL4 logmF (W).

Then we can choose G′ = 2G+CL4 logmF (W). According to Lemma 14, we have with probability
at least 1− δ,

|LS(W)− L(W)| ≤
(
2GL(W) log(2/δ)

n

)1/2

+
2G log(2/δ)

3n
. (45)

It then follows that

LS(W) ≤ 2L(W) +
7G log(2/δ)

6n
,

which implies that FS(W) ≤ F (W). Combined with Theorem 1, with probability at least 1 − δ,
we have W(t) ∈ W1. Furthermore, events E1, E2 hold due to Lemma 6 and Lemma 15. Hence, by
Lemma 1 and Lemma 22, there holds

L(W(t))− 2LS(W(t)) ≲(log n)3R2
S,n(F) +

G′ log(2/δ)

n

=Õ

(
L4F (W) +G log(2/δ)

n

)
.

As a result,

η

T−1∑
t=0

L(W(t)) = η

T−1∑
t=0

(
L(W(t)− 2LS(W(t)) + 2η

T−1∑
t=0

LS(W(t))
)

= Õ

(
(ηTL4 + n)F (W) + ηTG log(2/δ)

n

)
,

from which we derive

1

T

T−1∑
t=0

L(W(t)) = Õ

(
L4F (W) +G log(2/δ)

n

)
,

where we have used ηT ≍ n. The proof is completed.

D Proofs on NTK separability

We denote h̄ be (12) when W = W. Let W = W(0) + λW∗. Choose λ = 2 log T/γ. Applying
Lemma 19 and letting R = λ, we know that if m ≳ L16d(logm)5 log(nL/δ)(log T )2/γ8, then with
probability at least 1− δ, for all i ∈ [n], there holds∣∣∣∣〈λW∗,

∂fW(0)(xi)

∂W(0)

〉
− fW(xi)

∣∣∣∣
=

∣∣∣∣fW(0)(xi)− fW(xi)−
〈
W(0)−W,

∂fW(0)(xi)

∂W(0)

〉∣∣∣∣
≤CL8/3λ4/3m−1/6(logm)2/3 ≤ λγ

2
,
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where we have used fW(0)(x) = 0 for any x ∈ X due to Lemma 7. Therefore, by Assumption 3, we
have

yifW(xi) = yi

〈
λW∗,

∂fW(0)(xi)

∂W(0)

〉
− yi

(〈
λW∗,

∂fW(0)(xi)

∂W(0)

〉
− fW(xi)

)
≥λyi

〈
W∗,

∂fW(0)(xi)

∂W(0)

〉
−
∣∣∣∣〈λW∗,

∂fW(0)(xi)

∂W(0)

〉
− fW(xi)

∣∣∣∣
≥λγ − λγ

2
=

λγ

2
= log T.

As a result,

LS(W) =
1

n

n∑
i=1

ℓ(−yifW(xi)) ≤ log(1 + exp(− log T )) ≤ 1

T
.

For any x ∈ X , Lemma 16 implies that

yfW(x) ≥ −|fW(x)| ≥ −|fW(0)(x)| − |fW(x)− fW(0)(x)|

≥ −a⊤∥h̄L(x)− hL
0 (x)∥2 ≥ −CL2

√
logmλ

Hence,

G = sup
z

ℓ(yfW(x)) ≲ log(1 + exp(L2
√
logm log T/γ)) ≲

L2
√
logm log T

γ
.

Note that if x2 ≤ αx+ β, then x2 ≤ α2 + 2β. Combined with (45), it then follows that

L(W) ≤ 2LS(W) +
4G log(2/δ)

3n
+

2G log(2/δ)

n
≲

1

T
+

L2
√
logm log T log(2/δ)

γn
.

Thus, we have

F (W) ≲ 3ηT

(
1

T
+

L2
√
logm log T log(2/δ)

γn

)
+ λ2 = Õ

(
(log T )2(1 + γL2)

γ2

)
. (46)

Applying Theorem 2 and note that F̃S(W) ≤ LS(W) ≤ 1
T , there holds

1

T

T−1∑
t=0

L(W(t)) = Õ

(
L4(log T )2(1 + γL2)

nγ2

)
.

The proof is completed.
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results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: As a theoretical paper, our main contributions are theoretical analyses and
proofs. The numerical experiments are designed solely to provide basic validation of our
theoretical findings. We have fully disclosed all experimental details in Section 5 of the
paper,
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The details and code of experiments can be found in Section 5.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The details of experiments are provided in Section 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Our paper is primarily theoretical in nature. The simple numerical experiments
are designed as deterministic verifications of our theoretical results rather than empirical
evaluations requiring statistical analysis.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Given the simplicity of our numerical experiments (which are minimal and for
verification only), we conducted our experiments on Google Colab.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper confirm with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This is a theoretical paper, and there is no societal impact of the work per-
formed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This is a theoretical paper, which poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: This is a theoretical paper, and we do not use any existing assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not release any new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This is a theoretical paper, which does not involve crowdsourcing nor research
with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We do not use LLM in preparing the submission.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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