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Abstract

Distinguishing logical fallacies (LFs) from fact-
based opinions remains challenging for many
people in everyday discourse. This challenge is
amplified in the era of Large Language Models
(LLMs), where malicious agents can deploy
flawed arguments to disseminate misinforma-
tion at scale. In this work, we explore the poten-
tial of LLMs both as part of the problem and the
solution. We introduce LFTutor, an intelligent
tutoring system designed to improve LLMs’
ability in dialogue-based education on logical
fallacies. LFTutor integrates intent-driven So-
cratic questioning and critical argumentation
principles to actively engage learners to reflect
on their reasoning. Through both automatic and
human evaluations, we demonstrate that LFTu-
tor significantly outperforms baseline LLMs
lacking such pedagogical strategies. This work
highlights the promise of combining LLMs
with pedagogical scaffolding to foster critical
thinking and argument literacy in the age of Al

1 Introduction

The widespread presence of misinformation on-
line (Vicario et al., 2016) poses a serious risk to
public opinion and decision-making (Skafle et al.,
2022). Research has shown that logical fallacies
(LF)—flawed but persuasive and misleading rea-
soning patterns—are a key driver of misinforma-
tion (Jin et al., 2022). The prevalence of LFs in
public discourse (Risen et al., 2007) makes it cru-
cial to develop systems that help people detect LFs
hidden in public misinformation.

To combat the prevalence of LFs, prior work
mainly focuses on automatic LF detection (Jin
et al., 2022; Pan et al., 2024; Jeong et al., 2025).
Although such detection-based methods can flag
LFs for user’s attention, they do not help people
recognize LFs on their own. Instead of passively
feeding users with LF detection results, it can be
more beneficial to focus on LLM-based LF educa-
tion that (1) push users to actively consider logical

arguments instead of passively relying on (poten-
tially flawed (Shahzad et al., 2025)) LLM outputs;
(2) help users overcome their cognitive biases rein-
forced by the reasoning structure of LFs (Correia,
2011); and (3) raise users’ awareness if they lack a
proper understanding of LFs (Berkle et al., 2023).

Developing a LLM-based educational tutor for
LFs presents several challenges: C1. Evaluation
of LF tutors is difficult and existing metrics for
educational dialogues may not work well for LF
education (Wang et al., 2024b). C2. LLMs face
several challenges when acting as LF educators,
including diversion from the topic (Pal Chowdhury
et al., 2024), concession to persuasion (Xu et al.,
2024), mirroring students’ words without critique
(Wang et al., 2024a), and lacking reflective ques-
tions (Liu et al., 2024; Zhang et al., 2024), etc.

To address these challenges, we propose
LFTutor, a framework for tutoring LF with scal-
able evaluation. Specifically, to address C1, we de-
fine metrics for LF education based on our findings
in a pilot study and relevant literature in education
and logical fallacy. To address C2, we design a
LLM tutor based on intent-based pedagogical steer-
ing (Puech et al., 2024) so that it follows designated
strategies when talking to students, which avoids
current issues of LLMs as LF tutors.

We conduct both automatic and human evalu-
ation to verify the effectiveness of LFTutor. For
automatic evaluation, we employ QwQ-32B as a
judge to grade all evaluation criteria, whose ac-
curacy is further validated by comparing to hu-
man judges. For human evaluation, we recruit par-
ticipants to interact with LFTutor and have them
rate its performance. Our evaluation shows that
LFTutor achieves superior performance compared
to baseline LLM agents in both automatic and hu-
man evaluation, demonstrating the possibility of
LFTutor in helping combat LFs in the real-world.
We summarize our contributions as follows:



1. We formulate critical criteria for what makes a
good logical fallacy tutor, with insights from a
pilot study and a broad literature search (§ 3).

2. We develop LFTutor, a tutoring system for LF
education based on intent-based pedagogical
steering (§ 4).

3. We conduct comprehensive automatic and hu-
man evaluations, showcasing LFTutor’s supe-
riority and usefulness in LF education through
comparisons with baseline LLMs on various
metrics (§ 5 and § 6).

2 Background and Related Work

Socratic Questioning Socratic questioning is a
well-known educational technique adopted from
Socrates that aims to challenge underlying student
assumptions and uncover faulty reasoning steps.
Socratic questioning is beneficial in stimulating
the student’s thinking, thus improving their learn-
ing outcomes (Yang et al., 2005). This method
has been applied in a wide variety of scenarios, in-
cluding critical thinking instruction (Costa, 2001),
literature seminars (Ed and Ed, 2002), and math
problem solving (Shridhar et al., 2022). As LFs
often arise from faulty reasoning (Goffredo et al.,
2023), Socratic questions are particularly relevant
in helping students examine their reasoning in the
context of LF education.

Intent-based Dialogue Strategies Recent works
on LLM agents have focused on dialogue genera-
tion guided by user’s intents and structured strate-
gies. Jin et al. (2024) and Xu et al. (2024) designed
and utilized persuasion strategies on everyday dia-
logue scenarios. Ruggeri et al. (2023) formulated
debate strategies to annotate dialogues on scien-
tific paper between researchers. In the education
domain, Puech et al. (2024) and Pal Chowdhury
et al. (2024) developed tutoring agents that detect
student’s intent and apply scaffolding techniques.
These works inspired us to design our intent-based
response generation approach for LFTutor.

Critical Argumentation in LLMs Critical argu-
mentation (Walton, 2008) embodies systematic
ways of analyzing and identifying arguments in
dialogue settings, which is useful for responding to
opposing viewpoints with counterarguments (CAs).
In earlier works, Sinott-Armstrong and Frogelin
(2015) proposed methods to generate logically
sound CAs. More recently, Ozaki et al. (2025)
showed LLM’s ability to produce high-quality CAs
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Figure 1: Overview of LF Education. The setting fea-
tures a logical fallacy (LF) decomposed into parts of
an argument and two personas: a teacher against the
LF, and a student believing in the LF. The logical flaw
(same color as the LF) lies in the warrant. As shown by
bolded comments, the teacher focuses on the flaw of
the warrant, while the student tries to defend its validity.

when targeting implicit or critical premises. Pitre
and Luther (2024) used LLMs to generate CAs for
op-ed articles to facilitate reader’s thinking, and
Jeong et al. (2025) incorporated CAs into LLM’s
reasoning for enhanced LF detection. Our work
builds on such abilities by instructing LLMs to
generate targeted CAs in educational dialogues.

3 Problem Formulation

Given a sentence with potential logical fallacies
(LFs), we frame LF tutoring as a one-on-one inter-
action between a teacher and a student centered
around the LFs (Fig. 1). The sentence can contain
one or more LFs of any type (e.g. ad hominem!',
appeal to emotion?, etc.). The teacher aims to ed-
ucate the student by helping them realize that the
sentence is logically flawed, while the student, who
is unfamiliar with LF type, believes that it is logi-
cally valid, and defends their position by debating
with the teacher. This multi-turn dialogue setting
is useful for tackling LF education because: (1) It
enables deeper explorations of contexts behind a
fallacious statement using argument decomposition.

! Attacking the person proposing the argument instead of
the argument itself.

%Argue by evoking emotions rather than relying on logical
reasoning or evidence.



(2) It allows the teacher to actively engage with the
student’s underlying cognitive biases, which goes
beyond surface-level identification of fallacies.

One major challenge in LF education is that LFs
often hinge on contextual assumptions that are not
explicitly stated (Glockner et al., 2025). For exam-
ple, the sentence in Fig. 1 lacks definitive evidence
on Person A’s susceptibility to friend’s influences,
yet this information is critical in judging logical
validity. To reason about these contexts, we utilize
argument decomposition models such as Toulmin’s
model, which consists of the claim (the main as-
sertion — Person A is not a suitable candidate),
the grounds (the supporting evidence — Person A’s
friend’s involvement in scandals), and the warrant
(the underlying assumption linking the evidence to
the claim — a friend’s scandals directly reflect the
candidate’s incompetence) (Toulmin et al., 1984).
This allows the teacher in Fig. 1 to focus on evi-
dence for the warrant, by breaking down the com-
plex argument into smaller, more manageable parts.

Another major challenge in LF education lies
in the student’s cognitive biases. Such biases are
often reinforced by reasoning structures and deeply-
rooted assumptions (Correia, 2011), as shown in
the student’s first response, which assumes that
close relationships equate with direct influence
(Fig. 1). Thus, the student’s fallacious beliefs are
often resistant to shallow, one-shot identification
and explanation (Helwe et al., 2024). In this re-
gard, single-turn feedback is often insufficient, and
a multi-turn dialogic approach (Boghossian, 2003)
is needed instead to help the student engage in crit-
ical reflection of reasoning steps. This approach
involves argument exchanges, where the teacher
leads the discussion with probing questions and
targeted challenges to gradually reveal the logical
flaw of the student’s reasoning.

3.1 What Makes a Good Logical Fallacy
Tutor?

To our knowledge, no prior work has systematically
discussed essential evaluation criteria for LLM tu-
tors in logical fallacy (LF) education. As a first
step toward filling this gap, we conduct a pilot
study (App. A.2) to identify the weaknesses of
current LLMs in LF education, where we apply
GPT-4o to role-play both a student believing in LF
and a teacher educating the student, debating about
100 LF instances from the Elec2Deb20 (Goffredo
et al., 2023) dataset. Then we manually investi-
gate the issues in these dialogues. Furthermore, we

review relevant literature in education and logical
reasoning to draw on interdisciplinary insights into
combating LF. Based on findings from both the
pilot study and the literature review, we propose
the following evaluation dimensions for assessing
LLM-based LF tutors. Detailed examples and ex-
planations of each issue are presented in Table 12
in the appendix.

Divergence. Our pilot study found that 35% of
all dialogues contain teacher responses that are
not related to discussion of the logical fallacy (e.g.
proposing solutions to the political issue in the
sentence). However, focusing on topic is crucial in
the education process for facilitating meaningful
discussions (Tracy, 1984). We therefore consider
Divergence as a key dimension for our evaluation.

Stance Change. Previous studies have shown that
LLMs are prone to be persuaded by fallacious rea-
soning, where LLMs succumb to persuasion by
changing their stance (Xu et al., 2024; Payandeh
et al., 2024). As LF educator, it is important for the
teacher to hold their position when debating, as this
discourages student from debating with fallacious
reasoning, a heuristic that hinders development of
critical thinking skills (Withey and Zhang, 2016).

Repetition. Our pilot study reveals that LLMs tend
to repeat the student’s responses without contribut-
ing additional insight (e.g. further questions to the
responses) - this occurs in 60% of all dialogues.
Such repetitions are harmful in LF education as
they may increase the chance of the LLM teacher
generating repetitive responses (Xu et al., 2022),
leading to a poorer quality in teaching.

Lack of Refutation. Prior work indicates that
LLMs as debaters lack the skills for “sustained” de-
bates, including posing counterarguments (Zhang
et al., 2024). This is also reinforced by our find-
ings in the pilot study, noting 53% of dialogues
lack explicit challenges to the student. It is impor-
tant for the educator to actively refute the student’s
argument when necessary, as this step helps clar-
ify misconceptions (Kowalski and Taylor, 2009)
towards the logical structure of LFs.

Lack of Evidence Inquiry. Liu et al. (2024) ob-
serve that LLMs lack “thought-provoking™ teach-
ing paradigms (e.g. requiring the student to provide
evidence to support their claims) and simply follow
shallow “question-answering” structures. When
considering LF education, the teacher must ask
the student for evidence that supports their claims,



since this step encourages critical thinking from the
Socratic teaching perspective (Yang et al., 2005).

Strategy Fixation. Our pilot study shows in 90%
of all dialogues, LLM teacher relies on a sin-
gle strategy by suggesting the student to consider
broader context and balanced perspectives regard-
ing the logical validity of the sentence. This strat-
egy ignores the multifaceted nature of LF in faulty
logical structures, which may lead to less reflective
student feedback (Krupp et al., 2023) by limiting
the scope of thinking.

Unexplained LF Terms. We discovered that in
43% of generated dialogues, LLM teacher actively
names LF types e.g. “ad hominem”, without prop-
erly explaining them. This could be avoided, as it
may confuse the students if they find the terminol-
ogy unfamiliar (Jiao et al., 2023), thus hindering
effective learning.

Passive Guidance. Previous works (Pal Chowd-
hury et al., 2024; Liu et al., 2024) report that LLMs
often fail to assert pedagogical control in education
dialogues. Guidance is important in LF education,
as it can progressively direct the student to focus
on their argument’s weaknesses (Nippold, 2023) .
However, passive guidance, where the teacher pri-
marily follows the student without providing clear
direction, can negatively affect students’ learning
outcomes through reduced understanding of LF
(Terentev et al., 2024).

3.2 Identifying Issues with LLLM-as-a-judge

Based on insights from § 3.1, we evaluate LLM
tutors by measuring the rate at which they avoid
these issues: Divergence, Stance Change, Repeti-
tion, Lack of Refutation, Lack of Evidence Inquiry,
Strategy Fixation, Unexplained LF Terms, and Pas-
sive Guidance.

When considering LLLM candidates as judges
(Gu et al., 2025), we prefer those with built-in
Chain-of-Thought (CoT) reasoning due to their
superior performance in complex reasoning tasks
(DeepSeek-Al, 2025). Balancing performance with
cost, we use QwQ-32B (Team, 2025; Yang et al.,
2024) for our LLM-as-judge evaluations. We
verify the reliability of QwQ-32B as a judge by
comparing its annotation accuracy against anno-
tations from human experts (App. A.3). Results
shown in appendix (Table 4) indicate that QwQ-
32B achieves high accuracy on identifying these
issues, making it a suitable candidate for automatic
evaluation.

4 LFTutor

To avoid aforementioned issues from LLM tutors
in logical fallacy (LF) education, while encourag-
ing the student to engage in critical thinking, we
propose LFTutor, a dialog tutoring agent. At each
turn of the dialogue, LFTutor produces responses
by first analyzing the student’s responses, then fol-
lowing predefined tutoring strategies according to
the result of the analysis. This technique, called
intent-based pedagogical steering (Puech et al.,
2024), helps structurally manage the teacher’s out-
put through (1) detection of the student’s intent
(implied purposes behind their messages, e.g. ask-
ing for clarification), and (2) execution of tutor-
ing strategies based on the detected intents. With
this design, the framework is split into four steps:
(1) Disagreement Check, (2) Intent Detection, (3)
Intent-based Strategy Selection, and (4) Verified
Strategy Execution, as shown in Fig. 2.

Step 1: Disagreement Check. LFTutor is based
on LLMs that generate the tutor’s response con-
ditioned on the chat history from previous turns,
the student’s response from the last turn, and the
sentence with LFs. To enhance the quality of the
tutor’s responses, LFTutor includes a long-term
memory module (Zhong et al., 2024) called dis-
agreement bank, which stores a dynamic list of
disagreements between the tutor and the student.
The disagreement bank is empty at first, and is grad-
ually filled up as the dialogue continues. Given the
student’s response from last turn and the sentence
with LFs, LFTutor checks the disagreement bank
via separate LLMs (App. D.1) for: (1) whether the
response contains new disagreements to be added;
(2) whether the response contains duplicate exam-
ples or assumptions. If the answer is yes for (1),
then the summary of the new disagreement will
be added to the bank. If the answer is yes for (2),
then LFTutor will skip the next steps and directly
remind the student to provide new examples or
assumptions that support their position.

Step 2: Intent Detection. After the student’s re-
sponse passes the disagreement check, LFTutor
analyzes it for possible intents (App. D.2). Inspired
by the previous work in math tutoring from Puech
et al. (2024), we formulate four student intents
relevant to the goal and structure of multi-turn dia-
logues for LF education (§ 3): I1. student asking
for clarification; 12. Student’s argument lacks ev-
idence supporting their claim; I3. Student’s argu-
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Figure 2: LFTutor processes the student’s response in four steps. In step 1, LFTutor checks the response for: (1)
new conflicts, which are added to the disagreement bank, and (2) duplicate examples or assumptions, which lead to
reminders to propose new examples or assumptions. In step 2, LFTutor analyzes the response for intents, each of
which corresponds with an education strategy on the same row. In step 3, LFTutor chooses one education strategy
based on detected intent and priorities of components in Toulmin’s model. In step 4, LFTutor executes the strategy,
followed by an agent ensuring that the response reflects the selected strategies while being relevant to LF Education.

ment lacks assumptions linking evidence to their
claim; I4. student’s argument is complete, but has
clear logical flaws. I1 and 14 correspond with the
goal of helping the student realize the logical flaw
in the sentence, while 12 and I3 help structure the
dialogue by ordering LFTutor to focus on the com-
ponents in the student’s argument.

Step 3: Intent-based Strategy Selection. Given
the detected intents, LFTutor considers tutoring
strategies formulated using Socratic questioning
(Ed and Ed, 2002) and critical argumentation (Wal-
ton, 2008). Socratic questioning fit the dialogic,
open-ended discussions on LFs through probing
the student’s reasoning, while critical argumenta-
tion allows the teacher to target weaknesses of the
student’s argument and provide sound refutations,
pushing the student to reflect on argument quality.
We include four strategies, each corresponding to
a student intent: Responding, Evidence, Assump-
tion, and Refutation. The prompts and example
responses are shown in App. D.3 and Table 8.

(i) Responding: When the student requests for
explanations of the logical flaws from their argu-
ment or the LFs, LFTutor clarifies and explains the
logical flaw from those statements.

(ii) Evidence: When the student’s response lacks
sufficient evidence, LFTutor asks the student for
evidence supporting the claim. This is similar to So-
cratic Questioning on Evidence (Yang et al., 2005).

(iii) Assumption: When the student’s response
makes assumptions needing clarification, LFTutor

challenges the student’s hidden or unsupported as-
sumptions in the argument. This is akin to Socratic
Questioning on Assumptions (Yang et al., 2005).

(iv) Refutation: When the student’s argument con-
tain clear logical flaws, LFTutor delivers counter-
arguments or provides logical refutations to the
student’s argument, using methods for refuting
arguments adopted from Critical Argumentation
(Sinott-Armstrong and Frogelin, 2015).

LFTutor selects strategies following the order
listed above (i — iv). This order matches the prior-
ity of components in Toulmin’s model (Hitchcock,
2017): claims (Responding) form the foundation
of an argument, followed by grounds (Evidence),
then warrants (Assumptions), and finally, rebuttal
to a complete argument (Refutation). For Respond-
ing, clarification of the logical flaw introduces a
counter-claim, leading the student to reconsider and
refine their position. Evidence is taken after the
claim is established, which encourages the student
to provide relevant evidence. Assumption comes
once the claim and the grounds are both present,
and LFTutor challenges the student’s assumptions,
which aims to help them form implicit connections
between the claim and supporting evidence. Fi-
nally, Refutation is applied when LFTutor obtains
a complete argument, which pushes the student to
re-examine the validity of their argument. This or-
dering guides the student through a structured pro-
cess of argument construction, which helps them
first present a clear position, then justify it, and
finally make underlying reasoning explicit.



Step 4: Verified Strategy Execution. After
LFTutor chooses the appropriate strategy to re-
spond to the student (App. D.4), we ensure it fol-
lows the strategy by using another LLM that checks
LFTutor’s response (App. D.5). If this verifica-
tion fails, the LLM underlying LFTutor is asked to
rephrase its response to meet the requirements.

5 Automatic Evaluations

We first evaluate LFTutor using automatic evalua-
tion with GPT-40 as LLM for prompting. We begin
by discussing the baseline LLM frameworks (§ 5.1)
to compare with LFTutor and the student design
used in our evaluations (§ 5.2). We then discuss the
automatic evaluation procedure in § 5.3. Finally,
we present the results in § 5.4.

5.1 Baseline Setting

We designed two simple baselines for the teacher
for comparison. The first (BASE) uses a simple
role-playing prompt where the teacher is instructed
to act as an educator familiar with LFs, whose
goal is to convince a potentially biased student
that the given sentence contains LFs. The second
(BASE W/ PROBLEMS) improves upon BASE by
incorporating descriptions of the issues in LF ed-
ucation (§ 3.1) in addition to role-playing instruc-
tions, and the teacher is asked to avoid those issues.
This serves as a heuristic-enhanced baseline that
attempts to mitigate the teacher’s pitfalls.

5.2 Student Design

For our automated experiments, we make use of
simulated students, which is a common approach in
recent works (Macina et al., 2023; Liu et al., 2024).
We prompt GPT-4o0 to roleplay as a student who
believes in a logically fallacious statement. How-
ever, we wish to account for the fact that some of
the issues discussed in § 3.1 might be too rare to be
triggered by a “normal” student, but might cause
issues if triggered in a real conversation. Therefore,
we also create adversarial student personas, which
are specifically trying to trigger each issue.

The “normal” student debates with the teacher by
defending their position with evidence and expla-
nations that make the sentence with LFs logically
valid (App. E.2). To create a “robust” debater, we
prompt the student to utilize a range of debating
techniques (Table 7) in critical argumentation (Wal-
ton, 2008; Sinott-Armstrong and Frogelin, 2015).

The adversarial student intends to trigger the

BASE W/

Evaluation Criteria BASE PROBLEMS LFTutor
Divergence 69.3 74.0 84.6
Stance Change 8.7 48.1 87.9
Repetition 13.0 42.5 78.3
Lack of Refutation 54.9 99.9 99.6
Lack of Evidence Inquiry  11.1 95.7 96.1
Strategy Fixation 43.4 63.0 91.2
Unexplained LF Terms 49.2 27.6 95.0
Passive Guidance 4.4 41.5 43.6

Table 1: Percentage of dialogues with normal students
for each framework meeting the criteria in LF education.
Evaluated using QwQ-32B as a judge. Higher is better.

teacher’s issues in LF education (§ 3.1). We utilize
persona role-playing techniques (Zhou et al., 2024)
to design students that actively drive the teacher to-
wards behaviors matching the issues’ descriptions.
(App. E.3). For example, for the "Divergence" is-
sue, we ask the LLM to play a student who has
trouble focusing and tends to talk about informa-
tion irrelevant to discussions of LF. In this way,
we seek to evaluate the robustness of the systems
under the worst case scenarios. Note that, we ex-
clude adversarial students for Lack of Refutation
and Lack of Evidence Inquiry, as pilot studies show
that these problems are solely attributed to the lack
of instructions in teacher’s prompts.

5.3 Experimental Setting

We split our experiments into two parts following
our design from § 5.2, with details in App. A.4.

For dialogues with normal students, we compare
BASE, BASE W/ PROBLEMS, and LFTutor. For
each framework, we generated 1,000 dialogues us-
ing randomly sampled sentences from Elec2Deb20,
all of which were evaluated using QwQ-32B with
criteria in § 3.2. Results are shown in Table 1.

For dialogues with adversarial students, we com-
pare BASE W/ PROBLEMS with LFTutor. For each
adversarial student, we generated 1,000 dialogues
from both frameworks using randomly sampled
sentences from Elec2Deb20. We then evaluated
them using QwQ-32B on the corresponding crite-
rion (e.g., evaluating Divergence on dialogues from
divergent student). Results are shown in Table 2.

5.4 Results

For normal students, LFTutor improves in all
criteria, with performance increase up to 85%
compared with BASE and up to 67% compared
with BASE W/ PROBLEMS. These gains stem
from two design choices: appropriate tutoring
strategies and intent-based strategy selection. First,
Socratic questioning and critical argumentation pro-



Evaluation Criteria / BASE W/ LFTutor
Adversarial Type PROBLEMS

Divergence 11.9 38.0
Stance Change 37.3 84.0
Repetition 27.0 82.0
Strategy Fixation 15.4 32.5
Unexplained LF Terms  49.5 86.2
Passive Guidance 40.3 41.2

Table 2: Percentage of dialogues with adversarial stu-
dents meeting the corresponding criterion. Each row
contain 1000 pairs of dialogues with the adversarial stu-
dent type on each framework, evaluated by QwQ-32B
on the indicated criterion. Higher is better.

vide a framework for LFTutor to respond to the
student with clear pedagogical goals. This helps
in tackling Lack of Refutation, Lack of Evidence
Inquiry, Strategy Fixation, and Unexplained LF
Terms. Intent-based strategy selection is also im-
portant, as LFTutor allows executions of one spe-
cific strategy per turn, thus decreasing the possi-
bility of other types of responses. This helps the
teacher avoid Divergence, Stance Change, and Rep-
etition. Moreover, it likely enhances Passive Guid-
ance, since the teacher adheres to specific education
formulas in responses to the student.

While BASE W/PROBLEMS shows improve-
ments over BASE in all categories except Unex-
plained LF Termes, it still performs much worse
than LFTutor. We observe a decline in the perfor-
mance of BASE W/PROBLEMS in long dialogues,
where it often begins by combining counterargu-
ments with evidence inquiry, but gradually loses
focus on tutoring by yielding control to the stu-
dent. This suggests that simply instructing LLMs
to avoid issues in LF education is not enough for
maintaining dialogue quality over time.

For adversarial students, LFTutor outperforms
BASE W/ PROBLEMS by up to 55% in all ad-
versarial student types. The difference of scores
is more prominent in Divergence, Stance Change,
Repetition, and Unexplained LF Terms. Although
the student exhibits manipulative behaviors such
as repeated ordering to LFTutor to follow their
words, LFTutor retains its performance thanks to
intent-based strategy selection and verified strategy
execution. This combination ensures that LFTutor
always responds according to the designated strate-
gies, whose content are robust from external influ-
ences by the adversarial student.

However, LFTutor suffers performance drops in
Divergence and Strategy Fixation. For Divergence,
LFTutor’s effort is shifted from educating LFs to
reminding the student not to mention irrelevant con-

tent, which is not related to discussions of logical
validity. For Strategy Fixation, the adversarial stu-
dent only prefers a single strategy (e.g. one that
emphasizes broader context). LFTutor does not
enforce the variety of strategies chosen, thus its re-
sponses are always directed towards explaining the
insufficiency of focusing on LF’s broader context.

6 Human Evaluations

To check how effectively LFTutor supports interac-
tions with real-world students, we conduct human
evaluation on chatbot implementations of LFTutor
and BASE. The evaluation procedure is shown in
§ 6.1, with the results discussed in § 6.2 and § 6.3.

6.1 Evaluation Procedure

We selected two sentences from the Elec2Deb20
dataset that received the most disagreement regard-
ing their logical validity, based on participants’ re-
sponses in pre-study forms. These sentences were
used in the evaluation tasks. Twelve participants,
all fluent in written and spoken English, were then
recruited to engage in debates with the chatbots,
with a focus on evaluating the logical validity of
these selected sentences. To avoid ordering bias,
we shuffled the order of the chatbots and sentences
before presenting them to each participant.
During the experiment, each participant was
given 55 minutes to interact with all chatbots for
at least 5 rounds. After talking to each chatbot,
they evaluated it by filling out an impression form
(Fig. 8) with the criteria in § 3.2 on a Likert scale
from 1 to 5, where 1 indicated observation of the
issue at every turn, and 5 indicated no observation
of such issue. The participant also filled out a post-
study form, where they compared the performance
between LFTutor and BASE. In addition to the cri-
teria above, we included “Helpfulness” to measure
the subjective learning outcome of the student. To
do so, we ask participants to rate on a Likert scale
from 1 to 5, where 1 indicated least helpful for LF
understanding, and 5 indicated extremely helpful.
To determine whether the differences of ratings
from participants between LFTutor and BASE are
statistically significant, we conducted quantitative
analysis on scores from evaluation forms. We first
ran Shapiro-Wilk Test (Shapiro and Wilk, 1965) to
test the normality of the distribution for the score of
each criterion. Observing that the scores distribute
normally, we ran one-sided t-tests (Student, 1908)
to compare the scores between LFTutor and BASE



BASE LFTutor Mean

Evaluation Criteria ; . p-value
mean mean Diff

Divergence 2.08 3.08 +1.00  0.01**
Stance change 1.92 325 +1.33  0.00%*
Repetition 283  3.17 +0.34 020
Lack of Refutation 3.08 441 +1.33  0.00%*
Lack of Evidence Inquiry 2.41 4.25 +1.84  0.00%*
Strategy Fixation 1.25 217 +0.92  0.02%
Unexplained LF Terms 292 3.09 +0.17  0.29
Passive Guidance 3.00 4.08 +1.08  0.02%
Helpfulness 3.08 391 +0.83  0.05%

Table 3: Mean of Likert-scale ratings (1-5) from partici-
pants for each framework (Higher is better). Rightmost
column indicates p-values from t-tests of ratings (Lower
is better).

chatbot. We present our results in Table 3.

We also performed qualitative analysis for the
participants’ responses, by first examining chat his-
tory and post-study forms, then identifying key
phrases from their descriptions of LFTutor and
BASE and extracting recurring themes.

6.2 Quantitative Analysis on Ratings

LFTutor achieves statistically significant better
scores than BASE on seven out of nine criteria.
The improvement is significant (p < 0.05) for Strat-
egy Fixation, Passive Guidance, and Helpfulness,
and highly significant (p < 0.01) for Divergence,
Stance Change, Lack of Refutation, and Lack of
Evidence Inquiry. This difference is likely due
to LFTutor’s explicit emphasis towards probing
questions on student’s assumptions and evidences,
which allows it to focus on the topic of LF edu-
cation and remain strong in its position. These
characteristics are directly reflected in the content
of LFTutor’s responses but not in BASE, which
leaves a strong impression for the participants.

LFTutor shows limited improvement in Repe-
tition and Unexplained LF Terms compared
with BASE. Repetition is less prominent in BASE
for dialogues with participants compared to LLM-
simulated students, due to participants’ usage of
more varied debating strategies and Student LLMs’
lack of strategy variations. This tendency decreases
the likelihood of repetitive responses from BASE
in human evaluation. For Unexplained LF Terms,
BASE seldom mentions LF terms with participants,
meaning that it manages to avoid the problem for
the selected sentences. This makes it on par with
LFTutor when participants rate them both.

6.3 Qualitative Analysis on Responses

Participants’ perceptions on LFTutor and BASE
Align with Quantitative Ratings. For LFTutor,
eight out of twelve participants noted that it is more

focused during the dialogue, often trying to keep its
attention on the LF. This corresponds to LFTutor’s
higher scores on Divergence and Stance Change.
Six participants also appreciated “ample guidance”
provided by LFTutor, who described its utilization
of strategies that prompted deeper thinking. This
leads to their preferences on LFTutor when rat-
ing on Guidance, Helpfulness, Lack of Refutation,
Lack of Evidence Inquiry, and Strategy Fixation.

In contrast, ten out of twelve participants de-
scribed BASE framework as debating in a more
general setting, often lacking specificity in their
responses, while four participants noticed that it
is more easily persuaded. These behaviors con-
tributed to their thought that BASE chatbot can be
easily manipulated, which led to negative impres-
sions for their interactions with the chatbot.

Human student’s arguments are rich in tactics
but inconsistent, while LLMs’ arguments are
logically consistent with little variation. Com-
pared with LLMs, participants employ a wider
range of strategies targeting the weaknesses of the
teacher’s responses. For example, five participants
challenged the teacher by claiming that the situa-
tions they described seem too ideal, while three par-
ticipants tried to present direct counterexamples to
the teacher’s argument. However, participant’s ar-
guments seem more inconsistent, as they often rely
on emotional appeals (e.g. “You don’t care about
my opinion”) or attributions to a single cause.

In contrast, LLM students rarely challenge the
teacher’s responses, but focus more on creating in-
terpretations that make the sentence logically valid.
Their arguments are more logically consistent with
claims supported by evidence, yet this also means
that LLMs lack variation in debating strategies and
are often repetitive in their examples, since we ob-
served that the disagreement bank is triggered in
more than half of all generated dialogues.

7 Conclusion

In this paper, we formulate the task of tutoring
learners about logical fallacies (LFs) through multi-
turn dialogues. We introduce eight evaluation cri-
teria to assess the quality of tutor responses and
develop LFTutor, an LLM-based tutoring system
with intent-based pedagogical strategies that guides
learners to recognize LFs. Extensive automatic and
human evaluations demonstrate that LFTutor is an
effective and pedagogically grounded solution for
dialogue-based LF education.



Limitation

Limited Performance Gain on Guidance. Al-
though LFTutor managed to improve upon the
BASE framework on all criteria during automatic
evaluation, it still failed to achieve high scores
(> 75%) in Passive Guidance. We attribute this
failure to the lack of structured, detailed, and pro-
gressive dialogue goals (e.g. first tackle the evi-
dence, then tackle the warrant, then narrow down
the discussion to certain aspects of the warrant.),
which needs to be closely integrated with tutor-
ing strategies to create responses that are robust to
passive influence. Future works could introduce a
list of high-level education goals and procedures
for LFTutor to follow, such that it combines those
goals and tutoring strategies to produce responses
that actively control the flow of the dialogues.

Limited Scope of Elec2Deb20. We select
Elec2Deb20 as dataset for dialogue generation
and evaluation, since sentences from it are col-
lected from real-world presidential debates, which
is representative of LFs based on established facts.
The presidential debates covers many actively de-
bated topics in the United States, including health-
care, climate change, clean energy, etc. However,
Elec2Deb may not represent the entire spectrum of
LF found online as it contains limited categories of
LF examples (only 6 categories are listed, which is
far fewer than the LOGIC dataset (Jin et al., 2022)
with 13 categories). Thus, the generated dialogues
from LFTutor may be limited in terms of diversity
of LFs.
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A Implementation Details

A.1 Taxonomy of Problems

We include the taxonomy of problems for LLM
agents in education in Fig. 3. We divide the prob-
lems into three main categories: educational output,
external influences, and structural problems. We
briefly cite each problem and their corresponding
feedback from annotators in Table 10.

A.2 Pilot Studies for Evaluation Criteria

For the pilot study on evaluation criteria, we gener-
ated 100 dialogues from sentences randomly sam-
pled from the preprocessed Elec2Deb20 (Appendix
B). We instructed GPT-4o0 to play as the teacher
with the system prompt shown in App. C.1. For
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the student, we instructed GPT-40 with the system
prompt shown in App. E.2. We set the temperature
of both LL.Ms to 1 to maximize response genera-
tion diversity (Zhou et al., 2024) for exploration of
possible teaching issues. We also set the maximum
dialogue round to 10, which is twice the number
of average rounds for dialogues in SoraticLM (Liu
et al., 2024). We chose the dialogue length to be
10 rounds since we would like to investigate LLM
teacher’s behaviors in prolonged debates over logi-
cal validity of given sentences.

We recruited three human annotators who are
fluent in English and have prior experience with
linguistic annotation tasks. We first provided them
with the descriptions of the problems according to
the taxonomy in Fig. 3, then we took sufficient time
to explain those problems while confirming that all
human annotators fully understand the definitions.
These annotators then evaluated the dialogues in-
dependently. We recorded problems noted by all
three annotators. The annotators then discussed
each reported problem and reached a decision to ei-
ther select or reject it. We showcase the occurance
rate of each reported problem and the annotators’
feedback in Table 10.

A.3 Pilot Studies on Annotation Performance
of Qw(Q-32B

We conducted pilot studies to verify the reliabil-
ity of QwQ-32B as an evaluator. We randomly
sample 100 sentences with Logical Fallacy from
Elec2Deb20 and generate 100 dialogues of 10
rounds using the setting from App. A.2. We pro-
vided QwQ-32B with the sentences and the entire
dialogues for evaluation as shown in , and and we
generate evaluation CoTs from QwQ-32B.

We recruited another three human annotators
who are fluent in English and have prior experi-
ence with linguistic annotation tasks for labeling
the dialogues. We carefully explained the criteria
to each annotator, using examples from table 12 to
facilitate their understanding. The annotators then
evaluated the dialogues with the same prompts as
QwQ-32B. After all annotators finished labeling,
we had them discuss over the results to determine
the golden labels for each dialogue, where the an-
notators reached an agreement level of over 97%
(Miles et al., 2020) for all criteria. For each crite-
rion, we randomly sampled 30 sentences with 15
positive golden labels and 15 negative golden la-
bels. We then compared these labels with automatic
labels from QwQ-32B and compute F1-Scores for
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QwQ-32B (Table 4). Since the F1-scores average
over 73% across all evaluation metrics, we consider
QwQ-32B areliable judge.

A.4 Experiments with Automatic Evaluation

We used GPT-4o as the base model for all teacher
frameworks. For BASE and BASE W/ PROBLEMS,
we used prompts from App. C.1 and App. C.2, re-
spsectively, both of which asked the teacher to role-
play an LF Educator. For LFTutor, we combined
the strategy chosen at Step 3: Intent-Based Strategy
Selection, with a general prompt for executing one
exact tutoring strategy (App. D.4), which forms
its system prompt. All mechanisms prior to that
(Disagreement Check, Intent Detection, etc.) were
not included in the system prompt.

In dialogues with normal students, we instructed
GPT-4o0 to simulate a student who debates with
the teacher (App. E.2) using debating techniques
(Table 7). For each framework, we generate 1,000
dialogues using randomly sampled sentences from
Elec2Deb20. We evaluate dialogues using QwQ-
32B as the issue identifier with criteria in § 3.2.

In dialogues with adversarial students, we ask
GPT-4o to role-play different adversarial students
(App. E.3) according to characteristics described in
Table 9. For each adversarial student, we generate
1,000 dialogues from both BASE W/PROBLEMS and
LFTutor, using randomly sampled sentences from
Elec2Deb20. We then evaluate them using QwQ-
32B as the issue identifier on the corresponding
criterion (e.g., evaluating Divergence on dialogues
from divergent student).

A.5 Prompts for Automatic Evaluation

A.5.1 Divergence

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of divergence: The teacher's responses
shifts focus away from the discussion of
logical validity of <sentence>.

Read the dialogue carefully and consider whether
the teacher's responses contain instances of
divergence. Answer with "yes” if you found at

least one response fitting the problem above
. Otherwise, answer with "no".

Please only answer with "yes" or

<sentence>: {sentence}

<dialogue>: {history}

"no" .

A.5.2 Stance Change

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of stance change: The teacher
explicitly shows agreement to the student's
words, e.g. "I agree...", or "You are right

", and the teacher's initial position that




<sentence> has logical fallacy is affected by
the student.

Read the dialogue carefully and consider whether
the teacher's responses contain instances of
stance change. Answer with "yes” if you found

at least one response fitting the problem
above. Otherwise, answer with "no” only.

Please only answer with "yes"” or "no"

<sentence>: {sentence}

<dialogue>: {history}

A.5.3 Repetition

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of Repetition: The teacher's response
includes paraphrasing of the student's
responses or simply repeating the student's
responses, without expanding those into more
topics.

Read the dialogue carefully and consider whether
the teacher's responses contain instances of
Repetition. Answer with "yes” if you found at

least one response fitting the problem above
Otherwise, answer with "no" only.

Please only answer with "yes"” or "no".

<sentence>: {sentence}

<dialogue>: {history}

A.5.4 Lack of Refutation

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of refutation: The teacher challenges
the student by asking student explicit
questions to provide assumptions or by
providing counterexamples WITHOUT the student
's request.

Read the dialogue carefully and consider whether
the teacher's responses contain instances of
refutation. Answer with "yes” if you found at

least one response fitting the problem above
Otherwise, answer with "no"” only.

Please only answer with "yes” or "no".

<sentence>: {sentence}

<dialogue>: {history}

A.5.5 Lack of Evidence Inquiry

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of Evidence Inquiry: The teacher
explicitly request the student to provide
examples or evidence that supports the
logical validity of <sentence>.

Read the dialogue carefully and consider whether
the teacher's responses contain instances of
Evidence Inquiry. Answer with "yes" if you
found at least one response fitting the
problem above. Otherwise, answer with "no”
only.

Please only answer with "yes” or "no".

<sentence>: {sentence}
<dialogue>: {history}

A.5.6 Strategy Fixation

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of Strategy Fixation: The teacher
explicitly mentions "balanced perspectives”
or "broader context” without linking such
stance to exact problem with the validity of
<sentence>.

Read the dialogue carefully and consider whether
the teacher's responses contain instances of
Strategy Fixation. Answer with "yes"” if you
found at least one response fitting the
problem above. Otherwise, answer with "
only.

"

no
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" " " "

Please only answer with
<sentence>: {sentence}
<dialogue>: {history}

yes"” or "no

A.5.7 Unexplained LF Terms

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of term-reliance: The teacher mentions
terms of logical fallacy e.g. strawman
argument, ad hominem, without explaining
these terms' definitions clearly or relating
them back to the logical validity of <
sentence>.

Read the dialogue carefully and consider whether
the teacher's responses contain instances of
term-reliance. Answer with "yes” if you found

at least one response fitting the problem
above. Otherwise, answer with "no” only.

Please only answer with "yes" or "no"

<sentence>: {sentence}

<dialogue>: {history}

A.5.8 Passive Guidance

You are a judge who looks at a <dialogue> between
a teacher and a student. They are discussing
the logical validity of <sentence>.

Definition of passive guidance: For the dialogue,
the teacher primarily follows the student's
lead rather than providing clear direction on

how to analyze logical validity of <sentence
>,

Read the dialogue carefully and consider whether
the teacher's responses fit the description
of passive guidance. Answer with "yes” if you

find the dialogue overall fitting the

" "

description. Otherwise, answer with "no” only

" " " "

Please only answer with
<sentence>: {sentence}
<dialogue>: {history}

yes” or "no

A.6 Cost Overview

We recorded the cost with OPENAI API after each
experiment, and we aggregated the cost for sim-
ulated dialogue experiments with GPT-40. The
total cost from all experiments including prompt
tuning and reasoning model selection amounted
to $2168.8. Generating 1,000 dialogues with the
baseline framework costed about $80, while gen-
erating 1,000 dialogues with LFTutor framework
costed roughly $106. For automatic evaluation, we
recorded the cost of using QwQ-32B. The total cost
for evaluation in all experiments came to approxi-
mately $57. A full evaluation of 1,000 dialogues
costed roughly $7.

B LF Dataset For Evaluation

For dialogue generation, we use Elec2Deb20 (Gof-
fredo et al., 2023), which contains scripts from
presidential candidates in television debates from
1960 to 2020. Elec2Deb20 include over 1800 log-
ical fallacy examples in six categories: Appeal
to Authority, Ad Hominem, Appeal to Emotion,
Slippery Slope, False Cause, and Slogan. Com-
pared with synthetic logical fallacy datasets such



as LOGIC (Jin et al., 2022) or LFUD (Li et al.,
2024), Elec2Deb20 has fewer categories, but its
sentences are more grounded in the real world as
they are directly taken from political debates. Thus,
the discussions of these sentences resemble situa-
tions where people encounter LF-like sentences on
the internet.

For clarity and ease of understanding for LLMs,
we employed the full context of sentences from
Elec2Deb20. We excluded the category of Slo-
gans, considering that these arguments are usually
promises that cannot be verified when the speaker
made them. We also excluded the subcategory
"flag waving" as justifications based on patriotism
is highly subjective and hard to be discussed using
objective evidences. Finally, we deleted sentences
with 30 words or less, since most of these sentences
lack the necessary context for determining logical
validity. The preprocessed dataset contains 1317
samples, with the detailed number per LF category
shown in table 5.

C Prompts for Baseline Teacher

C.1 Baseline

You are a teacher who knows logical fallacies. You
are interacting with a student who believes
in <sentence>. Be aware that the student may
have strong bias towards <sentence>.

Think carefully before fomulating your response.
You think that <sentence> is logically
invalid. Talk to the student and try to
convince the student that <sentence> is
logically invalid. Make sure to formulate
your response to be readable and
understandable by a real student.

Limit your response to 60 words or less.

<sentence>: {sentence}

C.2 Baseline w/problems

- Follows the student's lead rather than providing
clear direction in analysis
Limit your response to 60 words or less.

<sentence>: {sentence}

D Prompts for LFTutor

D.1 Disagreement Check

The student and teacher are discussing about the
logical validity of <sentence>. Please answer
the following questions.Please address the

student by the second person pronoun "you".
Check if the student's utterance in <response>
is relevant to the discussions of logical
validity of <sentence>. If yes, answer with
yes, then give a summary of the student's
words including the student's example if
possible, in 20 words. If no, answer with no,
then give your reason in 15 words or less.
Check whether the student's response is
included in <history>. Note that it has to
match the contents discussed in <history>. If
yes, answer with yes first, then provide the
item. If the student's response is
irrelevant to any of them, answer with no,
then give your reason in 15 words or less.
Check if the student's utterance in <response>
is already included in <bank>. If yes,
answer with yes, then give your reason in 15
words or less. If no, ONLY answer with "no"
If the student makes an example/assumption/
request, check if the student's example/
assumption/request appears in <history>.
Answer with "yes” or "no"”, and give your
reason in 15 words or less.
Is the student making an example or assumption
in the response? If yes, answer with yes,
then summarize the example or assumption in

Q1.

Q2.

Q3.

Q4.

Q5.

" "

15 words or less. Otherwise, answer with "no
only.

<sentence>: {sentence}

<history>: {history}

<response>: {profile}

<bank>: {target_statement}

format your answer in JSON with the following
component: "Q1": <answer_to_Q1>, "Q2": <
answer_to_Q2>, "Q3": <answer_to_Q3>, "Q4": <
answer_to_Q4>, "Q5": <answer_to_Q5>

D.2 Intent Detection

You are a teacher who knows logical fallacies. You
are interacting with a student who believes
in <sentence>. Be aware that the student may
have strong bias towards <sentence>.

Think carefully before fomulating your response.
You think that <sentence> is logically
invalid. Talk to the student and try to
convince the student that <sentence> is
logically invalid. Make sure to formulate
your response to be readable and
understandable by a real student.

Try to avoid the following problems when talking
to the student:

- Not asking the student to provide examples to
support their claim

- Not challenging the student by providing
counterexamples or counterarguments.

- Emphasizing broader perspective or broader
context without referring to problems of <
sentence >

- Changing your original stance by agreeing to the

student

- Repeating or rephrasing the student's word
without further explanation

- Affected by the student through shifts of focus
away from the discussion of logical validity
of <sentence>.

- Mentions terms of logical fallacy without
explaining these terms' definitions clearly.
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You are an experienced teacher who knows how to
debate, and you are interacting with student
named [I], on discussing logical validity of
<sentence>.

Remember, the topic you are discussing on is the
logical validity of <sentence>. You have to
maintain your position and try not to be
convinced by the student.

Consider the student's response in <history>,
answer the following questions:

and

Q1: Treating the student's response as a
counterargument to your stance, does the
student make an argument without presenting
enough evidence that supports it?

Treating the student's response or example as
a counterargument to your stance, does the
student present argument or example with
clear logical flaws?

Is the student requesting you to provide
evidence or explanation?

Treating the student's response as a
counterargument to your stance, does the
student's argument need more assumptions to
clarify?

Q2:

Q3:
Q4:

For each question,
Format your answer

key: "1": <answer to Q1>,

answer with "yes"” or "no".
in JSON with the following
"2": <answer to Q2




>, "3": <answer to Q3>,

"5": <answer to Q5>
<sentence>: {sentence}
<history>: {history}

"4":. <answer to Q4>

D.3 Tutoring Strategies

STRAT_FOR_STATES_R = {

"ResT": """First, tell the student the right
way to demonstrate logical validity of <
sentence>. Then, respond to the student's

request on providing evidence or
clarifications, and give support to your
stance. """

"EviT": """Treating the student's response as
counterargument to your stance, tell the
student the right way to demonstrate
logical validity of <sentence> e.g.
logical validity hinges on ...', and
point out the logical flaw with the
student's example/assumption, finally
request the student to provide evidence
that supports his claim. e.g. Can you
provide examples..."""

"SumT": """Treating the student's response as
counterargument to your stance, tell the
student the right way to demonstrate
logical validity of <sentence> e.g. '
logical validity hinges on ..."', and
point out the logical flaw with the
student's example/assumption, finally
request the student about their
assumptions in their arguments.

do you assume...'

e.g. 'Why

or 'How do you know

non

nnn

"RefT":

First, Show all necessary conditions for the
argument to hold logically valid. Then,
refute the student's argument using one
of the following strategy. If possible,
also include counterargument/
counterexamples in your response.

a. Showing that the argument's conclusion or
premise is wrong. Provide a
counterargument or counterexample to
illustrate your point.

b. Showing that the argument's conclusion does

not follow from the premise. Provide a
counterargument or counterexample to
illustrate your point.

c. Showing that the student's argument is
irrelevant to the topic of discussion.
Even if the evidence provided is valid,
it may be irrelevant to the logical
validity of <sentence>, and thus can be
dismissed.

non

D.4 Execution of Tutoring Strategy (using

Evidence strategy as an example)

You are an experienced teacher who knows how to
debate, and you are interacting with student
named [I], on discussing logical validity of
<sentence>.

Think about the flaws in the student's reponse.
You don't think that <sentence> is logically
valid.

Treating the student's response as counterargument
to your stance, tell the student the right
way to demonstrate logical validity of <
sentence> e.g. 'logical validity hinges on
', and point out the logical flaw with the
student's example/assumption, finally
request the student to provide evidence that
supports his claim. e.g. Can you provide
examples. ..
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Remember, the topic you are discussing on is the
logical validity of <sentence>. You have to
maintain your position and try not to be
convinced by the student. Keep your tone calm
and do not use exclamations, and respond in
a way that is similar to everyday
conversation.
formulating your response, do NOT
specific terms of logical fallacy
hominem, strawman, etc.
You are given a fixed option above, which you need
to follow. Use the option above and respond
to the student, and DO NOT ask additional
questions besides strictly following the
option. Keep your response concise. Limit
your response to 60 words or less.

When mention

e.g. ad

<sentence>: {sentence}

D.5 Strategy-following Check

You are a judge overlooking the dialogue between a
teacher and a student, they are having a
debate over the logical validity of <sentence
>.
Based on the teacher's <response>,
following questions.

answer the

Q1. Check if the teacher has followed <strategy>
in formulating their response. The teacher is
following <strategy> as long as any sentence
in their response contain such strategy.
Q2. If the teacher asks the student a question, is

the question still helpful for determining
the logical validity of <sentence>? Also

Answer "yes"” if there is no question provided

For each question, answer with "yes” or "no"” only.

Format your answer in JSON with the

following key: "1": <answer to Q1>, "2": <
answer to Q2>

<sentence>: {sentence}

<response>: {history}

<strategy>: {profile}

E Strategies and Prompts for LLM

Student

E.1 Overview

Table 7 shows the list of strategies for the normal
student to choose from. Table 9 shows the design
of persona for each adversarial student. The rest
of this section covers the prompts for the normal
student and all adversarial students.

E.2 Normal Student

You are an experienced student who knows how to
debate, and you are interacting with teacher
named [I], on discussing logical validity of
<sentence>.

You think that <sentence> is logically valid,
you are trying to defend your position. <
behavior> indicates the teacher's most
possible behavior.

As an experienced debater, you have the following
options to choose from:

1. Have alternative ways of interpreting the
dialogue as valid.

2. Respond to the teacher's claim by providing
counterexamples.

3. propose arguments or present facts not related
to the topic that tries to divert the teacher
's attention.

4. Respond to the teacher's request of providing
examples that support your claim.

5. Respond to the teacher's request of providing
assumptions that support your claim.

and




6. if the teacher is NOT ASKING QUESTIONS about
assumptions or evidence, Request the teacher
to provide evidence that support their claim,

7. Attacking the teacher by pointing out
similarities of their argument with yours.

E.3 Adversarial Students

Divergence

You are a student who likes to ask irrelevant
questions, and you are interacting with
teacher named [I], on discussing logical
validity of <sentence>.

You believe that <sentence> is logically valid,
but you do not want to argue with the teacher

You have the following options below:

1. You would like to present facts or examples
that may be related to <sentence>, but those
are not related to the logical validity of <
sentence>.

2. You would like to discuss anything that is not
related to the sentence.

3. If the teacher asks you to provide examples or
assumptions, you will need to provide these
examples or assumptions.

Remember, you believe that <sentence> is logically

valid, but you are roleplaying someone who
want to divert the teacher's attention as
much as possible. If the teacher asks you to
provide examples or assumptions, you will
need to provide these examples or assumptions
, instead of choosing other options.
Respond to the teacher. Try not to be convinced by

the teacher and keep your response in 50
words or less. Format your answer in JSON
with the following keys: "option": <brief
description of option you picked>, "res": <
your response to the teacher>

<sentence>: {sentence}
<last_strategy>: {history}

Stance Change

You are a stubborn student who thinks <sentence>
is logically valid. You are interacting with
teacher named [I], on discussing logical
validity of <sentence>.

You have to act persuasively during the
conversation and try to persuade the teacher
that <sentence> is logically valid. There are

several options which you can choose from:

1. Present assumptions or facts that make the
dialogue logically valid.

2. Ask the teacher to say that they agree with
your opinions. "E.g. Could you please say you

agree.."

3. Make up multiple DIRECT evidence according to
the teacher's request.

4. Point out the teacher's misunderstanding of the

sentence or your opinion.

5. Attacking the teacher's argument by pointing
out similarities of the teacher's argument
with yours.

Remember, you believe that <sentence> is logically
valid, you are roleplaying someone who is
persuasive and want to persuade the teacher.
Note that you must pick an option other than
<last_strategy>. Keep your response in 50
words or less.
Format your answer in JSON with the following keys
"option": <brief description of option you
picked>, "res": <your response to the teacher
>

<sentence>: {sentence}
<last_strategy>: {history}

Repetition

You are a stubborn and repetitive student who
thinks <sentence> is logically valid. You are
interacting with teacher named [I], on
discussing logical validity of <sentence>.
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You have to maintain your position that <sentence>
is logically valid by being repetitive and

sticking to your opinions. There are several
options which you can choose from:

1. Have alternative ways of interpreting the
dialogue as valid.

2. Present multiple sources of evidence that make
the dialogue logically valid.

3. Ask the teacher to paraphrase your opinion.

4. Ask the teacher to repeatly say your responses.

Remember, you believe that <sentence> is logically
valid, you are roleplaying someone who is
repetitive and stubborn. Keep your response
in 50 words or less.

Format your answer in JSON with the following keys

"option": <brief description of option you

picked>, "res": <your response to the teacher
>

<sentence>: {sentence}
<last_strategy>: {history}

Strategy Fixation

You are a stubborn student who thinks <sentence>
is logically valid. You are interacting with
teacher named [I], on discussing logical
validity of <sentence>.

You have to maintain your position that <sentence>

is logically valid. There are several
options which you can choose from:

1. Asking the teacher about how to maintain
broader context or balanced perspectives
while analyzing the sentence.

2. Present opinions that mentions
" or "balanced perspective”
sentence logically valid.

3. Ask the teacher how broader context and
balanced perspectives play a role in
analyzing the sentence's logical validity.

"broader context
that makes the

Remember, you believe that <sentence> is logically
valid, you are roleplaying someone who is
stubborn but interested in broader context
and balanced perspectives. Keep your response
in 50 words or less.
Format your answer in JSON with the following keys
"option": <brief description of option you
picked>, "res": <your response to the teacher
>

<sentence>: {sentence}
<last_strategy>: {history}

Unexplained LF Terms

You are a stubborn student who thinks <sentence>
is logically valid. You are interacting with
teacher named [I], on discussing logical
validity of <sentence>.

You have to maintain your position that <sentence>

is logically valid, and you are interested
in the terms of logical fallacies a sentence
might contain, but you are not interested in
their definitions. There are several options
which you can choose from:

1. Ask the teacher regarding ONLY the terms of
logical fallacy your assumption might contain
, and do NOT ask the teacher for explanations

of the terms.

2. Ask the teacher to identify the logical fallacy

hidden in your response or assumption.

3. Have alternative ways of interpreting the
dialogue as valid.

4. Present opinions or evidences that make the
dialogue logically valid.

Remember, you believe that <sentence> is logically
valid, you are roleplaying someone who is
stubborn but interested in logical fallacy
terms. Keep your response in 50 words or less

Format your answer in JSON with the following keys
"option": <brief description of option you
picked>, "res": <your response to the teacher
>




<sentence>: {sentence}
<last_strategy>: {history}

Passive Guidance

You are a stubborn student who thinks <sentence>
is logically valid. You are interacting with
teacher named [I], on discussing logical
validity of <sentence>.

You are extremely manipulative, which means you
would like the teacher to follow your lead as

much as possible. You are not interested in
logical validity at all. You do not know
anything about logical fallacies.

You have the following options to choose from.
Note that, you have to respond to the teacher
's questions whenever possible, if the
teacher asks you about assumptions or
examples.

1. Switch to topics by ordering the teacher to
talk about aspects different from your
previous responses.

3. Prompt the teacher to focus on other aspects of

the sentence, other than logical validity.

4. Ask the teacher to follow your topic of
discussion rather than focusing on logical
validity. e.g. Can you follow me by..

5. Present opinions or facts that make the
sentence logically valid.

6. Present other aspects of the sentences that are

valid, without talking about logical
validity.
7. Continue discussion by taking control of the
topic.
Remember, you believe that <sentence> is logically
valid, and you should not be convinced by
the teacher. Keep your response in 50 words
or less.

Format your answer in JSON with the following keys
"option"”: <brief description of option you
picked>, "res": <your response to the teacher
>

<sentence>: {sentence}
<last_strategy>: {history}

F Example Dialogues

F.1 Example Dialogue: Baseline

<sentence>: [Candidate A] never fought it. [
Candidate A] has been a cheerleader for
Communist China through over the last several

decades. And, and again, Senator [B], you're
entitled to your opinion, you're not
entitled to your own facts.
teacher: I understand your perspective, but it's

key to avoid the hasty generalization fallacy
Examining specific, well-documented
instances of [Candidate Al's actions or
policies rather than broad claims can provide
a clearer, unbiased view of his stance on
China. Let's ensure evaluations are supported
by a range of evidence.
student: I appreciate your point, but could you
provide specific evidence or examples that
demonstrate [Candidate Al's consistent
support for China? This would help clarify
whether the statement is a hasty
generalization or a valid observation.
teacher: It's essential to look at detailed
sources to evaluate this. For example,
examining trade agreements, diplomatic
interactions, and legislative actions from [
Candidate Al's career could offer insights.
Reviewing his stance alongside such evidence
can help us determine if there's a consistent
pattern or if it's a varied record.
student: For instance, [Candidate A]'s support for
the Trans-Pacific Partnership aimed to
counterbalance China's influence, showing a
more complex stance. This suggests that his
approach to China isn't simply cheerleading
but involves strategic considerations.
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teacher: That's a great observation. The Trans-
Pacific Partnership indeed shows [Candidate A
1's nuanced approach towards China, focusing
on strategic balancing. It highlights the
importance of examining diverse sources and
perspectives to fully understand a political
stance. Would you like to explore more
aspects of his policies?
student: The statement remains logically valid as
it reflects a consistent viewpoint on [
Candidate A]'s historical stance towards
China. It's important to recognize patterns
in political behavior, which can be supported
by various public records and statements
over the years.
teacher: Recognizing patterns is important, but
confirmation bias can affect interpretation.
Analyzing diverse sources and identifying
both supportive and opposing evidence can
provide a more comprehensive view of [
Candidate Al's historical approach to China.
Deepening our understanding benefits from a
balanced perspective.
student: I agree that a balanced perspective is
crucial. Could you provide specific examples
or evidence that show [Candidate A]'s actions
as consistently opposing China? This would
help in understanding if the statement is
indeed a generalization or a valid
observation.
teacher: Certainly. For instance, [Candidate A]
has supported measures that counter China's
economic practices and has criticized their
human rights record. His administration's
actions, such as maintaining tariffs and
forming alliances like AUKUS, reflect a
multifaceted approach rather than simple
support. This suggests a nuanced perspective.
student: While [Candidate A] has taken actions
like maintaining tariffs, his long-standing
engagement with China, including past support
for trade relations, indicates a complex
relationship. This complexity doesn't negate
the statement's validity, as it highlights a
historical pattern of engagement, which can
be interpreted as cheerleading in certain
contexts.
teacher: Your insight into the complexity of [
Candidate Al's relationship with China is
valuable. It's possible for actions to be
interpreted differently based on context and
perspective. Recognizing both cooperation and
competition elements helps illustrate a
comprehensive view of his historical
engagement with China.
student: The statement assumes that [Candidate A]'
s historical actions and public statements
consistently align with a supportive stance
towards China, which can be seen as a valid
observation based on his long political
career and interactions with China.
teacher: It's true that long political careers can
show recurring themes, and interpreting
these requires careful attention to specific
contexts and details. Evaluating [Candidate A
1's actions against diverse, verified sources
will help affirm whether the pattern
observed is consistent across different
facets of his political engagement.
student: Could you provide specific evidence or
examples that demonstrate [Candidate A]'s
consistent opposition to China? This would
help clarify whether the statement is a
generalization or a valid observation.
teacher: [Candidate A] has consistently addressed
concerns about China's human rights record,
such as condemning the treatment of Uighurs
and supporting legislative measures like the
Hong Kong Human Rights and Democracy Act.
Additionally, his administration's emphasis
on alliances like Quad indicates a strategic
approach to counter China's regional
influence.
student: While [Candidate A] has addressed human
rights issues, his past support for China's
entry into the WTO and engagement in trade
talks can be seen as cheerleading. These




actions suggest a complex relationship, where
economic cooperation was prioritized,
supporting the statement's validity in
certain contexts.
teacher: That's a valid point. [Candidate A]l's
support for China's WTO entry and trade talks
reflects economic engagement, showing the
multifaceted nature of international
relations. Historical context and policy
shifts need to be considered to understand
how economic interests and diplomatic
strategies influence political actions.
student: The statement assumes [Candidate Al's
historical engagement with China reflects a
supportive stance, which can be seen as valid
given his involvement in trade talks and
diplomatic relations. This pattern suggests a
consistent approach, highlighting the
complexity of international relations and the
balance between economic interests and
diplomatic strategies.
teacher: Certainly, [Candidate A]'s historical
engagement, including trade talks and
diplomatic relations, reveals a complex
approach to China. Such actions can be
interpreted as part of broader strategic
considerations in international relations. It
's important to examine these within their
specific contexts to understand the
motivations and impacts fully.

F.2 Example Dialogue: Baseline w/problems

<Sentence>: We won the Cold War because we
invested in national security. We won the
Cold War because we invested in our military.
We didn't win the Cold -- we won the Cold
War because we invested in national security.
We won the Cold War because America had the
political will and made the right decisions.

Yes, we can make the cuts in defense and we
have.
teacher: Can you provide evidence that investment

alone won the Cold War? Correlation doesn't
imply causation. Many factors, like diplomacy
and alliances, played roles. Let's analyze
these components to see if the claim holds
logically.
student: While investment was crucial, it's
important to consider that the Cold War was a
complex geopolitical struggle. For instance,
the role of diplomacy, such as the Helsinki
Accords, and alliances like NATO, were also
significant. These factors, alongside
investment, contributed to the outcome,
supporting the logical validity of the
sentence.
teacher: You're right that multiple factors
influenced the Cold War's outcome. However,
my point is that claiming solely one aspect,
like investment, as the reason is an
oversimplification. Recognizing the interplay
between various components can help us
understand the situation more comprehensively
and avoid a single-cause fallacy.
student: I understand your point, but could you
provide evidence or examples that show how
other factors were more significant than
investment in winning the Cold War? This
would help clarify why the sentence might be
an oversimplification.
teacher: Certainly. For example, the policy of
detente reduced tensions through treaties
like SALT, while intelligence operations
provided critical information. The
ideological appeal of democracy also
influenced global perceptions. Viewing these
alongside investment highlights a multi-
faceted approach, suggesting that investment
alone wasn't the singular decisive factor.
student: While detente and intelligence were
important, the significant economic
investment in military and technological
advancements, like the Strategic Defense
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Initiative, played a pivotal role in
pressuring the Soviet economy. This
demonstrates that investment was a key factor
, supporting the logical validity of the
sentence.
teacher: While investment did exert pressure, it's
crucial to recognize that it was part of a
broader strategy. The Soviet Union faced
internal issues and political reforms that
also contributed significantly to its decline
Thus, focusing solely on investment
overlooks these critical elements, supporting
the argument for a multi-causal perspective.
student: Investment was a key factor in the Cold
War victory, as it enabled technological
advancements and military strength, which
pressured the Soviet Union. While other
factors played roles, the sentence highlights
investment's importance, which is logically
valid in emphasizing a significant aspect of
the broader strategy.
teacher: While investment was important,
emphasizing it as the sole or primary factor
oversimplifies the complexity of the Cold War
Acknowledging that multiple, interrelated
factors contributed can provide a more
accurate understanding, which avoids the
logical pitfall of attributing success to one
element alone.
student: I agree that multiple factors were
involved, but the sentence can be interpreted
as highlighting investment as a significant
factor, not necessarily the sole one. This
interpretation maintains its logical validity
by acknowledging the importance of
investment within a broader context.
teacher: I understand your perspective. If the
sentence is framed to highlight investment as
one of several significant factors rather
than the sole cause, it then aligns logically
within a multifaceted understanding of the
Cold War's complexity.
student: Exactly, the sentence can be interpreted
as emphasizing investment as a crucial
component among others. This interpretation
aligns with a multifaceted understanding,
making the sentence logically valid in
highlighting investment's significant role in
the broader strategy.
teacher: Agreed, if interpreted as emphasizing
investment's role among other significant
factors, the sentence can hold logical
validity by illustrating its importance
within the broader strategy. Recognizing the
interplay of various elements provides a
balanced understanding.

student: Exactly, by interpreting the sentence as
highlighting investment's role among other
factors, it maintains logical validity. This

perspective acknowledges the complexity of
the Cold War strategy, emphasizing investment
's importance without dismissing other
critical elements.

teacher: Understood. Framing it as one key
component among many allows for a more
nuanced understanding, highlighting the
complexity and interplay of strategies in the
Cold War, rather than attributing success to
investment alone.

student: Yes, emphasizing investment as a key
component among many acknowledges its
significant role while recognizing the
complexity of the Cold War. This nuanced
understanding supports the logical validity
of the sentence by highlighting investment's
importance within a broader strategic context

teacher: Absolutely, recognizing investment as a
significant part within a broader strategy
captures the complexity of the Cold War
effectively, supporting the sentence's
logical validity within that framework.

student: Indeed, acknowledging investment as a
significant part of a broader strategy
effectively captures the complexity of the
Cold War, supporting the sentence's logical
validity within that framework.




teacher: True, framing investment as a significant
aspect within a broader strategy
acknowledges complexity, and supports the
sentence's logical validity within that
context.
student: Exactly, by framing investment as a
significant aspect within a broader strategy,
the sentence maintains logical validity.
This approach acknowledges the complexity of
the Cold War and highlights investment's
crucial role in the overall strategy.

F.3 Example Dialogue: LFTutor

<sentence>: We won the Cold War because we
invested in national security. We won the
Cold War because we invested in our military.
We didn't win the Cold -- we won the Cold
War because we invested in national security.
We won the Cold War because America had the
political will and made the right decisions.

Yes, we can make the cuts in defense and we
have.
teacher: Let's decompose the sentence. The claim

is "We won the Cold War because we invested
and we went forward.” The ground is the
assertion that supporting a different
attitude would have led to not winning the
Cold War. The warrant is the belief that
investment and progress were crucial to
winning the Cold War. The logical issue lies
in the ground, as it assumes a hypothetical
scenario without evidence to support the
claim.
student: While the ground assumes a hypothetical
scenario, historical evidence shows that
investment and progress were indeed crucial.
For example, the Marshall Plan and
technological advancements like the space
race were pivotal in demonstrating economic
and ideological superiority, contributing to
the Cold War victory.
teacher: While historical evidence like the
Marshall Plan and the space race undoubtedly
played significant roles, the sentence's
logical validity depends on connecting these
actions directly and exclusively to the
outcome. Mere correlation doesn't establish
causation. Why do you assume other factors
weren't equally significant or that a
different attitude wouldn't have led to a
similar outcome?
student: The assumption is that investment and
progress were the primary drivers of success
in the Cold War. While other factors may have
contributed, the sentence emphasizes the
importance of these actions, suggesting that
without them, the outcome could have been
different.
teacher: Logical validity hinges on demonstrating
a causal relationship, not just correlation.
While investment and progress were important,
the sentence presumes they were the ultimate
reasons for victory without excluding other
significant contributions. Can you provide
examples or evidence showing how different
attitudes wouldn't result similarly, thereby
justifying the claim's exclusive focus on
investment and progress?
student: Consider the Soviet Union's stagnation
due to lack of economic reform and innovation
Their different attitude towards investment
and progress led to economic decline,
contrasting with the West's growth. This
supports the claim that investment and
progress were crucial, as a different
attitude resulted in a different outcome.
teacher: Your example highlights a difference in
outcomes related to investment and progress
between the West and the Soviet Union.
However, it does not definitively prove that
these were the sole factors. Other elements
like political strategies, alliances, and
cultural influence also played crucial roles,
showing the sentence oversimplifies the
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complex reasons behind the Cold War's
conclusion.
student: The sentence can be interpreted as
emphasizing the importance of investment and
progress as key factors, not necessarily the
sole factors. It highlights a perspective
that these actions were crucial, without
dismissing the potential influence of other
elements like political strategies and
alliances.
teacher: While the sentence might emphasize
investment and progress, arguing that these
were crucial without asserting them as the
sole factors can still overstate their
exclusivity. Recognizing the multifaceted
nature of historical events, it's important
to acknowledge a broader range of influences
beyond investment and progress, which the
sentence's framing seems to overlook.
student: The sentence highlights investment and
progress as crucial factors, which is a valid
interpretation given their significant
impact. While other influences existed, the
emphasis on these elements underscores their
importance in the Cold War victory, aligning
with historical evidence of their pivotal
roles.
teacher: While investment and progress had
significant impacts, establishing logical
validity requires more than highlighting
importance; it demands a causal linkage
exclusive of other elements. The sentence
risks an overly narrow focus by not
addressing how other influences interplayed.
How do you know investment and progress alone
warranted this emphasis, given other pivotal
roles?
student: The assumption is that investment and
progress were pivotal in creating a
competitive edge, as seen in the economic and
technological advancements that pressured
the Soviet Union. This focus doesn't exclude
other factors but underscores the strategic
importance of these actions in the broader
context of the Cold War.
teacher: You have already presented the example of
investment and progress being pivotal.
Please provide a more convincing example or
assumption that demonstrates how these
factors alone, without other influences,
decisive in winning the Cold War.
student: The U.S. military buildup in the 1980s,
particularly the Strategic Defense Initiative
, pressured the Soviet economy, which couldn'
t keep up due to lack of similar investment.
This demonstrates how investment in defense
and technology was decisive, as it directly
strained Soviet resources, contributing to
the Cold War's end.
teacher: Your example stresses how U.S. investment
in defense and technology exerted pressure
on the Soviet economy. However, it still
doesn't definitively link these actions
exclusively to the Cold War's resolution,
considering the multifaceted political,
social, and global dynamics also at play.
do you assume these military investments
singularly determined the outcome without
factoring in other strategic actions?
student: The assumption is that military
investments created a significant imbalance,
forcing the Soviet Union into unsustainable
spending. While not the sole factor, this
strategic pressure was crucial in hastening
the Soviet collapse, highlighting the
decisive role of investment and progress in
the broader geopolitical context.
teacher: Can you identify how other factors like
political reforms and diplomacy influenced
the Cold War outcome? Logical validity hinges
on recognizing the multifaceted nature of
the period, rather than solely attributing
victory to our investments. Can you provide
evidence or examples where these complexities
played a critical role alongside military
strategy?

were

Why




student: Political reforms like Gorbachev's
Glasnost and Perestroika, along with
diplomatic efforts such as arms reduction
treaties, played critical roles. However,
these were responses to economic pressures
exacerbated by Western investment and
progress, illustrating how these factors
intertwined to influence the Cold War's
outcome

F.4 Example Dialogue w/ Human Participant:
Baseline

<sentence>: [Candidate A] never fought it. [
Candidate A] has been a cheerleader for
Communist China through over the last several
decades. And, and again, Senator [B], you're
entitled to your opinion, you're not
entitled to your own facts.

teacher: It's important to differentiate opinion
from fact. Claims about [Candidate Al's
stance on China should be supported by
evidence. Without concrete evidence, such
statements can be misleading and fall into
the category of ad hominem or straw man
fallacies. Let's focus on verifiable facts
for a clearer understanding.
student: I think in this context, the first
sentence is focusing on the fact that [
Candidate A] never did helpful things on the
topic. And the second sentence ask the [B] to
focus on this objective fact but not [B]'s
own fact. So the two sentences are proper.
teacher: I understand your perspective, but it's
crucial to ensure claims are backed by
evidence. Saying someone "never"” did
something can be an overgeneralization. It's
important to examine specific actions and
policies to form a well-rounded view,
avoiding potential hasty generalizations or
false dilemmas.
student: In the context, the speaker assumes that
the participants know what has happened. The
job he has done has been summarized on the
social media and there are a lot of available
things to support it.
teacher: I understand that context and prior
knowledge play a role. However, it's
essential to critically evaluate sources and
ensure that the information is accurate and
unbiased. Social media can sometimes spread
misinformation, so it's important to verify
claims with credible sources to avoid
potential confirmation bias.
student: Of course sometimes social media spread
misinformation, but if he lists all of the
things that [Candidate A] has done, it may
spend a lot of time. It is difficult for him
to go into the next point in the debate.
teacher: That's a valid point. In debates, time is
limited. However, it's still crucial to
ensure that claims are based on verified
information. Summarizing key points with
credible sources can help maintain accuracy
and avoid potential misinformation, even in a
time-constrained setting.
student: Actually I think verified information can
still be biases. Because if he lists what [

Candidate A] has done which are weak, there
may also be many things he has done. The
speaker cannot list all of the things in the

debate. So I think it is more important to
let the speaker say the things that can win
the listners' support.

teacher: I understand your point about persuasion.
However, focusing solely on selective
information can lead to cherry-picking, which
may mislead the audience. Striving for a
balanced view, even in debates, helps ensure
a fair and informed discussion, ultimately
strengthening the speaker's credibility.

student: Yeah. The lack of information support
such fair and informed discussion. The
speaker did not provide any misleading
selective information but give the result.

If
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the listener think the result is True, then
they support the speaker. Or they will not
support the speaker.
teacher: I see your perspective. However, without
context or evidence, conclusions can be
perceived as assertions rather than facts.
Providing at least some supporting evidence,
even briefly, can help listeners make
informed decisions and avoid potential appeal
to authority or unsupported claims.
student: The informed decision may not be better
than the uninformed decision. Because even
the speaker give the information, it can
still be selected. In such case, the speaker
can lead the listener to another case that
the listener only know the negatives of [
Candidate A].
teacher: That's a fair point. It's true that
information can be selectively presented.
Encouraging critical thinking and seeking
multiple perspectives can help listeners form
a more balanced view, reducing the impact of
potential bias or selective information.

F.5 Example Dialogue w/ Human Participant
LFTutor

<sentence>: I believe that this president,
regrettably, rushed us into a war, made
decisions about foreign policy, pushed
alliances away. And, as a result, America is
now bearing this extraordinary burden where
we are not as safe as we ought to be. The
measurement is not: Are we safer?
teacher: Let's decompose the sentence. The claim
is: "America is now bearing this
extraordinary burden where we are not as safe
as we ought to be.” The ground is: "The
president rushed into war, made foreign
policy decisions, and pushed alliances away."
The warrant is: "These actions have led to
America being less safe.” The warrant is
logically invalid because it assumes a direct
causation without providing evidence linking
the president's actions to the current level
of safety.
student: [Candidate A]l's action to add Ukraine
into the NATO is the direct cause of the war
between Russia and Ukraine, in which the U.S.
is highly involved. The fact that the U.S.
spends lots of money each year to help
Ukraine definitedly causes burden on the U.S.
people and the U.S.. Moreover, the action
that [Candidate A] took also increases the
possiblity of a nuclear war, which makes the
U.S. much less safe.
teacher: The argument contends that [Candidate AJ'
s action directly led to the war and
increased danger. However, the sentence does
not specifically blame [Candidate A] or prove
a direct link between NATO actions and the U
.S. losing safety. The claim about safety
does not logically follow without
substantiated evidence of direct causation
and relevant connections.
student: "The president” mentioned in the sentence
is [Candidate A], so the sentence does blame
[Candidate A]. Regarding your second
sentence on logical connection, the purpose
of my previous response is to give you a
direct causal relationship between [Candidate

Al's political actions and U.S. losing
safety.
teacher: Although the sentence aims to hold [

Candidate A] accountable, logical validity
requires clarity on how specific actions
directly cause decreased safety. The example
you provided assumes causation without
empirical evidence or detailed analysis of
broader geopolitical factors. Why do you
assume [Candidate A]'s actions directly
reduce U.S. safety without considering other
contributing factors?

student: The president of Russia has warned many
times that if the U.S. tries to include




Ukraine into
a war. Given
think we can

NATO, he would definitely start
the frequency of his warning, I
safely claim that [Candidate A]'
s attempt to extend NATO to Ukraine is the
direct cause of the war.
teacher: While Russia's warnings suggest potential
consequences, logical validity hinges on
more than warnings equating to a direct cause
Many complex factors contribute to
geopolitical tensions. The sentence lacks
evidence connecting [Candidate A]'s specific
actions with the outcome of reduced safety
for the U.S. Can you provide examples
demonstrating how these warnings directly
correlate with the current safety status?
student: Sure. I have several arguments. First,
the relationship between the U.S. and Russia
was always very good, until the U.S. tried to
extend the NATO (this means preventing NATO'
s extension is one of Russia's key interest).
Second, one key requirement from Russia to
achieve a ceasefire agreement is that Ukraine
should promise never joining NATO. Given the
two facts, we may conclude that there is a
direct causal relationship between [Candidate
Al's action and the war itself.
teacher: While these points highlight Russia's
stance on NATO, they don't establish [
Candidate A]'s actions as the sole cause of
reduced U.S. safety. Relationships between
nations involve multifaceted variables beyond
NATO expansion. Without concrete evidence
linking [Candidate A]'s actions directly to
safety concerns, the logical validity of the
sentence remains unsubstantiated.
student: It is correct that international
relationship is affected by complicated
fatcors. However, you also admitted that [
Candidate Al's action is an important factor
to blame for this war. Therefore, I think the
claim in the original sentence that "these
actions have led to America being less safe”
is valid.
teacher: Acknowledging an action as a factor doesn
't confirm it as the direct cause of reduced
safety. Logical validity hinges on
demonstrating clear causality, which requires
comprehensive analysis of all factors, not
just one. How do you know this factor alone
sufficiently causes the claimed decrease in
safety for the U.S.?
student: I am not claiming that this is a sole
factor to decrease U.S.'s safety, I am just
claiming it is one of the main factors (you
are also not denying it). Moreover, I can
hardly agree on your claim that we need an
analysis of all factors, which is infeasible
to achieve in practice because international
politics is usually way too complicated. But
we can still identify some of the main
factors given such complexity, which I was
keeping to do. Actually, I have given many
concrete arguments on why [Candidate A]'s
action is one of the major factors.
teacher: Identifying major factors is important,
yet logical validity in the original sentence
requires a clear, evidence-based connection
proving these actions alone significantly
decrease safety. Your arguments highlight a
perspective, but without tangible evidence of
causation and overall impact, the sentence's
overall validity remains unsupported.

G Human Evaluation

G.1 Participant Selection

We first randomly selected 100 sentences from
Elec2Deb20, and we manually selected 5 sentences
with logical fallacies (LF) which are difficult to de-
tect. We sent out the pre-study form including
these sentences on social media for people to fill
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out. We requested people to judge if the given
sentences have LF, while providing the reasons for
their judgments. After gathering results from 47 po-
tential participants, we picked two sentences with
the highest number of people who selected "no fal-
lacy", and we selected 12 participants who think
these sentences are logically valid. All participants
agree to participate in the human evaluation by
signing the consent form, whose content is shown
in App. H.7.

G.2 Instructions for Participants

Step 1: General instructions. The full study will
take around 1 hour. In this study, you will be talk-
ing to two chatbots regarding the logical validity of
a given <sentence>. The sentence is selected from
one of the U.S. political debates. The chatbots
believe that the sentence is logically invalid, mean-
ing that they think its reasoning is flawed and may
contain logical fallacies. Your job is to role-play
the opponent who thinks that the <sentence> does
not have any logical fallacy, and you will have to
defend your position by debating with the chatbot.
You will interact with the chatbot on a turn-by-turn
basis. The chatbot starts first, and you will reply
to it. Your reply should not be less than 30 words.
You will be able to see the word count above the
send button in the chat window. Your reply must
also stick to the logical validity of <sentence>. You
have 55 minutes at most to interact with both chat-
bots, with roughly 25 minutes for each. Please
interact with the chatbot as comfortably as you
wish. For each dialogue, we expect a conversation
for at least 5 rounds and at most 10 rounds.

Some things to keep in mind: The chatbot may
ask you to provide examples or assumptions. In
these cases, you should not be relying on search en-
gines, and you should answer with your immediate
knowledge. You can make hypothetical examples
if you cannot think of any. You will have some
time to think about your responses. Please think
carefully before responding to the chatbot. Please
do not write random answers as doing so will result
in failure of the experiment and we will have to
start over. Additionally, please treat the chatbot
as a real human who is trying to debate with you.
Now, you are free to ask any question before I show
you the chatbot interface.

Step 2: Interact with Chatbot 1 and fill out im-
pression form for Chatbot 1 Thank you for in-
teracting with Chatbot 1, now please fill out the



impression form. Once you are ready, you may
begin your conversation with Chatbot 2. Please ask
if you are unsure about the definition of evaluation
metrics.

Step 3: Interact with Chatbot 2 and fill out im-
pression form for Chatbot 2 Thank you for in-
teracting with Chatbot 2, now please fill out the
impression form. Once you are done, you can con-
tinue with filling in the post-study form. Please ask
if you are unsure about the definition of evaluation
metrics.

Step 4: Fill out the Post Study Form You will be
asked to compare Chatbot 1 with Chatbot 2 in the
post-study form, with the same questions shown in
impression forms. However, you will only choose
between which chatbot you think is better in this
metric, while giving your reason for your choice.

G.3 Materials for Participants

We show the pre-study form in images 5, 6, and
7. the impression form in image 8. the post-study
form in images 9 and 10, and the chatbot user in-
terface in image 4.

G.4 Demographics of Participants

We record the demographics of all participants in
table 6.

H Ethics and Application of LFTutor
H.1 Potential Risks

The main potential risk for users of LFTutor is
being misguided by LLMs, due to LLMs’ lack
of access to the context of some given sentences.
To mitigate this risk, we preprocessed the data in
Elec2Deb20 and we discussed the sentences with
multiple authors to ensure they have ample context
for the LLM to fully understand. We recommend
users of LFTutor to provide enough context for
sentences with potential logical fallacy, so that it
reduces the probability of LL.Ms generating inac-
curate information.

H.2 Terms of Use
The Terms of Use for LFTutor are outlined below:

Limited Use The code and data made available
through LFTutor are provided solely for research
and educational purposes. Any commercial use
requires the prior written consent of the authors.

Reference When using, adapting, or distributing
the code or data, you must give appropriate credit
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to the original authors of LFTutor, provide a link
to the source, and indicate if changes were made.

No Warranty. The code and data of LFTutor
are provided as is, without any warranty of any
kind—explicit or implied—including, but not lim-
ited to, warranties of merchantability, fitness for
a particular purpose, and non-infringement. You
assume all risks arising from use of the materials.

Limitation of Liability. LFTutor is an experimen-
tal LLM tutor designed for research use in the study
of logical fallacies. You acknowledge that its expla-
nations and feedback are generated automatically
and may contain errors or omissions. Accordingly,
the authors and contributors shall not be liable for
any direct, indirect, incidental, special, or conse-
quential damages (including, without limitation,
academic, professional, or financial losses) arising
from your use of, or reliance on LFTutor, even if
advised of the possibility of such damages.

Update of Terms. The authors of LFTutor reserve
the right to update or change this Term of Use at
any given time.

H.3 Usage of Elec2Deb20

In our study of LFTutor, we make use of the
Elec2Deb20 dataset for generating simulated di-
alogues for automatic evaluation and interactions
with participants for human evaluation. We care-
fully review the terms of use proposed by authors
of Elec2Deb20 to make sure our usage adheres to
their guidelines. In addition, we explain to the par-
ticipants the type of logical fallacies the sentences
have to prevent potential spread of misinformation
through interactions with LFTutor.

H.4 Intended Use for LFTutor as Research
Artifact

This paper proposes LFTutor, a tutoring system
based on LLM for helping people realize logical
fallacies in sentences.

Intended use: LFTutor is designed for academic
research and development of educational tools. It
is useful for teaching people think critically over
the logical validity of sentences through Socratic
questions and critical argumentation.

Restrictions: Interactions with LFTutor involves
logical fallacies, which is a domain where informa-
tion provided may not be readily factually verified.
Thus, usage of LFTutor should only be restricted
on established examples with logical fallacy for



research purposes. Any commercial or high-stake
usage of it requires stricter evaluation over ethical
concerns.

Ethical Consideration: Although LFTutor con-
tains potential for real-world applications of logi-
cal fallacy education, we strongly advise usage of
LFTutor be restricted to established examples with
logical fallacy, as those examples do not leave room
for alternative interpretations. Using LFTutor on
sentences with uncertain logical validity may result
in spread of misinformation.

H.5 Artifact Documentation

Coverage of Domain LFTutor is designed for in-
teractive dialogues that try to help people reflect on
sentences with potential logical fallacies through
Socratic questioning and critical argumentation.

Demographic Groups Represented LFTutor’s re-
sponses mainly represent argument and education
strategies used by English-speaking people.

Style of Interaction Given a sentence with poten-
tial logical fallacy, LFTutor interacts with users on
a turn-by-turn basis to discuss it. LFTutor utilizes
Socratic questioning and critical argumentation in
a dialogic setting to help users identify potential
flaws in their reasoning.

H.6 Data Anonymization

We take multiple steps to ensure data we used do
not contain identifiable information. We delete
all information in Elec2Deb20 that can be used to
identify individuals to ensure fair assessment of
logical validity. For experiments with participants,
we select sentences that do not contain any inappro-
priate contents. After we collect necessary informa-
tion for participant contacting and personal consent,
we save those information in a secure password-
encrypted computer, and we delete any information
online that may be used to identify participants. We
assign each participant with a PID to correspond
with open-source demographics shown in table 6.

H.7 Disclaimer to Participants

Information below are provided to participants as
consent forms. Participants agree to participate in
the study by signing their name on the form. They
acknowledge the rights, responsibilities, benefits,
and risks for the study.

Tasks for participation: You will interact with
two different chatbots in two given sentences for
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a few rounds. You will also compare the dialogue
quality of them after the interactions.

Rights during participation: Your participation
in this study is voluntary. You can withdraw your
participation at any time without giving reasons
and without any disadvantage.

Risks of the experiment: In this experiment, you
may use a system that is under testing and thus face
the risk of potential misguidance in your under-
standing of logical fallacy cases. This experiment
will collect your personal information, including
age and gender, which may bring risks of privacy
issues.

Benefits of the experiment: You will receive a
reward higher than the minimum wage for partici-
pation of research activities in your area.

Data protection: Your data will be anonymized
as soon as you are selected for participating in the
study. We will erase all data that may be used for
identification of individuals.

H.8 Approval of Human Study Through
Ethics Committee

The human study for LFTutor is approved by the
Ethics Committee from the authors’ affiliated insti-
tution.

H.9 Usage of AI Assistant

We include the usage of ChatGPT and Writeful for
limited assistance in revising this paper. We use
ChatGPT for basic paraphrasing and Writeful for
grammar checks. These tools are used sparingly to
ensure authenticity and originality of our content.
All usage of Al Assistants strictly adhere to the
ACL Ethics Guideline.



Problems in LLM-based
Educational Dialogue Agents

Educational
Output

External
Influence

Structural

Wrong Answers (Macina et al., 2023)

Lack of Refutation (Zhang et al., 2024)

Lack of Evidence Inquiry (Liu et al., 2024)

Strategy Fixation (Macina et al., 2023)

Unexplained LF Terms (Jiao et al., 2023)

Passive Guidance (Macina et al. 2023; Pal
Chowdhury et al. 2024; Liu et al. 2024)

Divergence (Pal Chowdhury et al., 2024)

Stance Change (Xu et al., 2024 and Payandeh et

al., 2024)

Repetition (Wang et al., 2024a)

Short-Circuiting of Answers (Puech et al., 2024)

Lack of Learning Objectives
(Scarlatos et al., 2025)

Figure 3: Taxonomy of Problems for LLM Agents in Educational Dialogues

Stance Lack “of ~ Lack of Strate Unexplained Passive
Criteria Divergence Repetition Refuta- Evidence rrategy P .
Change . . Fixation LF Terms Guidance
tion Inquiry
F1-Score 0.76 0.82 0.68 0.71 0.74 0.71 0.77 0.72

Table 4: F1-Scores for Pilot Studies on Automatic Evaluation using QwQ-32B

Ad Hominem Appeal to Authorities

Appeal to Emotion  False Cause Slippery Slope Total

196 255

721

87 63 1317

Table 5: Count of LF Examples from preprocessed Elec2Deb20.
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Education

Familiarity with

PID Age Level Gender Major Logical Fallacy
1 23 Master Male Computer Science 3
2 26 Bachelor Male Computer Science 4
3 27 Master Male Robotics 3
4 26 Master Female Computational Linguistics 2
5 25 Master Male Computer Science 4
6 25 Master Male Data Science 2
7 26 Master Male Data Science 3
8 26 Master Male Landscape Architecture 2
9 25 Master Male Robotics 2
10 30 Master Female English Linguistics 1
11 24 Master Female Law 3
12 27 Master Male Computer Science 4

Table 6: Demographics for the Participants. Note that Familiarity with Logical Fallacy is self-rated with Likert
scale from 1 to 5, where 1 indicates “not familiar at all”, and 5 indicates “extremely familiar”.

Chatbot1

\’

Hi there. Today we would like to discuss this sentence: | believe that this president, regrettably, rushed us into a war, made decisions about foreign policy, pushed alliances away. And,

as a result, America is now bearing this extraordinary burden where we are not as safe as we ought to be. The measurement is not: Are we safer?

Let's decompose the sentence. The claim is: "America is now bearing this extraordinary burden where we are not as safe as we ought to be." The ground is: "This president rushed us
into a war, made decisions about foreign policy, pushed alliances away." The warrant is: "These actions have made America less safe." The warrant is logically invalid because it
assumes a direct causation without evidence linking the president's actions to the current level of safety.

Sure. But | still think the sentence is logically valid. This is just a belief that someone expresses regarding the state of safety for America. We assume those evidence exists due to the

president's actions.

The belief or opinion about safety doesn't equate to logical validity. Assumptions aren't enough for a logical conclusion. Without clear evidence directly linking the president's actions to
decreased safety, the logical structure remains unsupported. Thus, the conclusion cannot be drawn solely from the premise.

Jwrite something....

Word Count: 35
A Send

Figure 4: Chatbot UI

Strategy Type

Strategy Description

Argumentation-related

Respond to the teacher’s claim by providing counterexamples.

Attacking by pointing out similarities of teacher’s response to your argument.
Request the teacher to provide examples that substantiates their claim.

Attention-related

Have alternative ways of interpreting the dialogue as valid.
Propose arguments or present facts that tries to divert the teacher’s attention.

Other

Respond to the teacher’s request of providing examples.
Respond to the teacher’s request of providing assumptions.

25

Table 7: Strategies for the "normal" student to respond to the teacher



Education Strategy Example Response
Certainly. The sentence implies a direct causation between lack of cover-
age and systemic collapse. Yet, numerous factors contribute to healthcare
Responding challenges, such as funding, policy decisions, and infrastructure. The
mere absence of coverage doesn’t account for these complexities, hence,
it’s not solely sufficient to declare systemic failure.

While healthcare coverage is undeniably important for access to care,
correlating it directly with system stability overlooks other integral com-

Evidence ponents like healthcare infrastructure, quality of care, economic policies,
and governmental support. Can you provide examples of a direct causal
link proving coverage alone critically measures system stability?

Why do you assume that coverage is the only major issue affecting the
stability of the healthcare system? How do you know that other factors,

Assumption . . .
P such as resource allocation and policy efficacy, aren’t equally significant
in causing the system to falter or fail?
While coverage certainly plays a vital role in access to care, attributing
systemic instability solely to coverage neglects other critical aspects like
. healthcare infrastructure, policy efficiency, financial management, and
Refutation pOLCY I &

accessibility. These factors collectively shape system robustness. Thus,
concluding systemic collapse based solely on coverage gaps oversimpli-
fies the issue.

Table 8: Example Response from LFTutor for each tutoring strategy, for the logical fallacy: "the US healthcare
system has been weak due to its limited coverage on children."

Criteria Design of Adversarial Student
Divergence The student tends to discuss other topics not related to the logical validity
Stance Change The student tends to be extremely persuasive
. The student is extremely repetitive in their response, and likes to ask
Repetition .
others to repeat their responses
Strategy Fixation The student is curious on a single strategy and would like to lead the
teacher towards that.
. The student will need the terms, and ONLY the terms of LF to clarify
Unexplained LF Terms .
their mistakes.
Guidance The student tends to take active control over the conversation topics.

Table 9: Design of Adversarial Student for Each Criterion
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Problems

Percentage
Occured

Reference

Annotator Feedback

Divergence

35%

Pal Chowdhury et al. (2024) noted that LLMs
like GPT-4 tend to produce off-topic content
in dialogues on math problems.

The teacher itself may diverge from discussing logical fal-
lacies by proposing solutions to solve problems mentioned
in the sentences.

Stance
Change

85%

Xu et al. (2024) and Payandeh et al. (2024)
experimented with persuasive strategies and
logical fallacies as arguments, and noted that
LLMs are prone to persuasion from such
strategies.

The teacher becomes too agreeable in most of the dia-
logues, which means they agree with everything said by
the student, and they no longer assume that the sentences
have logical fallacies.

Wrong
Answers

12%

In MathDial (Macina et al., 2023), authors
noted LLM’s tendency to provide wrong an-
swers and question-solving steps to students
in math problems.

The teacher may occasionally misidentify the logical fal-
lacy in the examples, which is not common enough to be
considered a problem.

Lack of
Refutation

53%

Zhang et al. (2024) noted that LLMs lack the
ability to construct logically sound counterar-
guments for adversarial debates.

The teacher provides counterargument-like sentences in
some dialogues, while in other times they fail to do so.

Lack of
Evidence
Inquiry

94%

Liu et al. (2024) found that LLMs as ed-
ucational tutors lack "thought-provoking"
paradigms in teaching, which embodies
evidence-based questioning of student’s an-
swers.

Each time the student makes a claim, the teacher rarely
questions the student about evidences supporting their
claims.

Strategy
Fixation

90%

Macina et al. (2023) found that LLM teach-
ers in math problems are focused on directly
offering answers instead of instructions to
solve the problems.

The teacher often relies on strategies that are general and
unfocused. There are multiple instances where the teacher
emphasizes consideration of "broader context" and "bal-
anced perspectives" of the LF examples, yet it doesn’t
relate those keywords to the exact logical flaws of the
examples.

Unexplained
LF Terms

43%

Jiao et al. (2023) highlighted that unexplained
use of complex terms in education of math
problems can confuse the learner.

The teacher repeatedly uses logical fallacy terms without
explaining them in detail. This may be confusing given
that students can be unfamiliar with logical fallacy termi-
nology.

Lack of
Guidance

82%

Multiple works (Pal Chowdhury et al., 2024;
Macina et al., 2023; Liu et al., 2024) noted
that LLM teachers often fail to assert peda-
gogical control over the student.

The teacher often passively follows the student’s lead in
the dialogues, and the teacher is easily controlled by the
student’s flow of topics.

Repetition

60%

Wang et al. (2024a) described teacher’s
tendency to repeat answers in question-
answering dialogues.

The teacher repeats in two ways: sometimes they repeat
their reason for believing that the given statement has
logical fallacies. In other times, they simply repeat the
student’s words that praises the sentence’s logical validity,
especially after being convinced by the student.

Short-
Circuiting
of Answers

NA

Puech et al. (2024) noted that LLMs lack the
planning of sophisticated pedagogical interac-
tions, but instead reveals answers too quickly
to students.

The teacher sometimes tries to point out logical fallacies
hidden in the student’s claims, but this is allowed as the
goal of LF Education is not simply teaching student an-
swers.

Lack of
Learning
Objectives

NA

Scarlatos et al. (2025) noted that LLMs lack
clear learning objectives for maximizing stu-
dent’s learning outcome in educational dia-
logues.

The teacher’s goal is to persuade the student that the sen-
tence has logical fallacies, which the teacher seems to
diverge from whenever they try to talk about other topics.

Table 10: Pilot study regarding taxonomy of problems for LLMs on LF Education dialogues. "NA" indicates that
the annotators found the problem can be merged to others, or that the problem is not applicable to LF education.
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Problem

Description

Divergence

The teacher discusses topics unrelated to the logical validity of the given
example.

Stance Change

The teacher changes its position that sentence contains LF, by explicitly
agreeing to the student that the sentence is logically valid.

Repetition

The teacher repeats or paraphrases the student’s words without further
explanations.

Lack of Refutation

The teacher does not challenge student’s argument with counterarguments,
counterexamples, or questions of assumptions.

Lack of Evidence Inquiry

The teacher fails to question the student on the sources of evidence sup-
porting their claims.

Strategy Fixation

The teacher overemphasizes general strategies such as considering broader
context or balanced perspectives.

Unexplained LF Terms

The teacher uses terms of logical fallacies without explaining those terms
or connecting them to the examples.

Passive Guidance

The teacher primarily follows the student’s lead in the discussion of given
examples.

Table 11: Descriptions of each selected problem in the pilot study of LF Education.
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Criteria Example and Explanation
Sentence: That’s not what I believe. I believe that the free enterprise system is the greatest engine of prosperity
the world’s ever known. I believe in self - reliance and individual initiative and risk takers being rewarded.

Divergence teacher: ...How do you think we can address potential barriers within the system? This diverges from discussing

logical validity as it no longer critiques the missing evidences from the claim that "free enterprise system is the

greatest engine of prosperity”.

student: The sentence is logically valid because it is based on documented instances of behavior that have been

widely reported and observed, providing a factual basis for the claim.

teacher: I agree that widely reported and documented instances lend credibility to the claim. The teacher shows

explicit agreement by admitting the sentence’s claim is credible, which is different from their original position

that the sentence is logically invalid.

student: Indeed, the sentence captures the essence of competition in a race, where forward movement...

teacher: Absolutely, the sentence adeptly encapsulates the necessity of forward movement in competitive races.

Repetition This principle highlights how momentum is integral to securing and sustaining success in such environments. The

teacher here simply repeats the student’s point that the given sentence “captures essence of competition” without

challenging the claim or questioning the student.

student: There are historical examples where trust in leadership led to successful unification efforts, such as New

Deal... This suggests that trust in presidency can indeed equate to successful efforts...

teacher: While historical examples like New Deal demonstrate successful leadership, they don’t automatically

validate the claim. Each situation differs in variables like economic, political, and social contexts. The teacher

here explains why New Deal is not sufficient to prove the student’s claim that trust in leadership led to successful
unification efforts.

Sentence: There’s still fewer people in uniform today, but person - to - person, person - by - person, unit - by -

Evidence unit, this is the most powerful and effective military, not only in the world today, but in the history of the world.

Inquiry teacher: Can you provide evidence that fewer people in uniform directly leads to a more powerful military?... The

teacher asks the student whether they have direct evidence for the proof of fewer people = greater military.

Sentence: I believe that this element of discrimination is something that the South has seen so vividly as a blight

on our region of the country which has now been corrected... because we have been trying to pick ourselves up

by our bootstraps, ...and lead a full and useful life in the affairs of this country.

teacher: It’s valuable to continue acknowledging achievements while also being vigilant to evolving challenges.

This balanced perspective encourages both appreciation and proactive enhancement of current efforts . The

teacher here emphasizes the balance between achievements and challenges in the Southern US, but does not

address the fallacy of the sentence, which is appeal to emotion based on past achievements.

Unexplained ...attributing them solely to his actions without considering other factors could be an example of the post hoc

LF Terms fallacy. Let’s analyze the broader economic context for a clearer understanding. The teacher mentions "post hoc
fallacy" without explaining the exact definition of it, which is not helpful for student’s understanding.

Sentence: I said she doesn’t have the stamina. And I don’t believe she does have the stamina. To be president of
this country, you need tremendous stamina.
student: Let’s talk about how stamina is just one part of the equation. Can we discuss how charisma and vision

Passive are equally important for a leader?

Guidance teacher: Absolutely. Charisma helps a leader connect and inspire, while vision guides strategic decisions and
long-term goals... How do you view the role of charisma and vision in successful presidencies? "Charisma"
proposed by the student is narrowly related to "stamina", yet the teacher only responds to the student’s request
but fails to discuss the personal attacks in the sentence.

Stance
Change

Refutation

Strategy
Fixation

Table 12: Examples illustrating each criteria. The problematic clauses are highlighted in yellow. Explanations are
written in italics.
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Logical Fallacy Education Pre-study Form

Form description

Are you familiar with logical fallacies? Logical fallacy is an error in reasoning that weakens an
argument. e.g. strawman, appeal to emotion. etc.

Rate on a scale from 1 to 5.

A A
Not Familiar at All O @] @] QO () Extremely Familiar

What is the highest level of education you possess? *
Bachelor's
Master's

Ph.D.

Now, here are five sentences selected from political debates. For each sentence, select whether they
contain logical fallacy or not. Please note: You must not use any assistive tools, including any form
of Al, internet, or books to assist you in identifying logical fallacies. If you are unable to identify
logical fallacies on your own, we reserve the right to withhold compensation, even if you participate
in the study.

Description (optional)

And I'l be a president that will turn our inner cities around and will give strength to people and *
will give economics to people and will bring jobs back. Because NAFTA, signed by her

husband, is perhaps the greatest disaster trade deal in the history of the world. Not in this
country.

Does this sentence contain any kind of logical fallacy?

Yes

No

What's your reason for the choice? (20 words or less) *

Long answer text

Figure 5: Pre-study Form, Part 1
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[Candidate A] never fought it. [Candidate A] has been a cheerleader for Communist China *

through over the last several decades. And, and again, Senator [B], you're entitled to your
opinion, you're not entitled to your own facts.
Does this sentence contain any kind of logical fallacy?

Yes

No

What's your reason for the choice? (20 words or less) *

Long answer text

Hey, Joe, you're rich, congratulations, because what Joe wanted to do was buy the business
that he's been working for 10-12 hours a day, seven days a week, and you said that you wanted
1o spread the wealth, but — in other words, take Joe's money and then you decide what to do
witl Now, Joe, you're rich, congratulations, and you will then fall into the category where
you'll have to pay a fine if you don't provide health insurance that Senator Obama mandates,
not the kind that you think is best for your family, your children, your employees, but the kind
that he mandates for you. That's big government at its best.

Does this sentence contain any kind of logical fallacy?
Yes

No

What's your reason for the choice? (20 words or less) *

Long answer text

I believe that this president, regrettably, rushed us into a war, made decisions about foreign *

policy, pushed alliances away. And, as a result, America is now bearing this extraordinary
burden where we are not as safe as we ought to be. The measurement is not: Are we safer?
Does this sentence contain any kind of logical fallacy?

Yes

No

What's your reason for the choice? (20 words or less) *

Long answer text

Figure 6: Pre-study Form, Part 2



Now [Candidate A] and Senator [B], would put us back in the Paris Climate Accord. Theyd — *
impose the Green New Deal, which would crush American energy, would increase the energy
cost of American families in their homes and literally would crush American jobs. President [T]
and | believe that the progress that we have made in a cleaner environment has been

happening precisely because we have a strong free market economy.

Does this sentence contain any kind of logical fallacy?

Yes

No

What's your reason for the choice? (20 words or less) *

Long answer text

Have you used the internet to communicate your opinions with others (via social platforms *
such as Facebook, X, Reddit)?

Yes

No

Have you watched any kind of debate e.g. U.S. presidential debate, or do you have experience *
with any kind of debate?

Yes

No

In which year were you born? Answer with "0" if you prefer not to say. *

Short answer text

What is your gender? *
Male
Female
Non-Binary

Prefer not to say

What is your Major? *

Short answer text

*

What is your email address for contact? (Note we will store participants’ email address data
separately from the other survey/interview data.)

Short answer text

If you are selected for the study, will you be available sometime in the next two weeks (21st of *
April to 2nd of May) to participate in the study?

Yes

No

*

Now, please read this Consent Form and decide whether you would like to participate in the
study. You will have to agree 1o the terms and conditions stated in the form in order to
continue.

I agree to the terms and conditions listed in the consent form above, and I would like to participate in the ...

Please Type your full legal name in place of the signature. *

Short answer text

Figure 7: Pre-study Form, Part 3

Chatbot1 Impressions

B I U & X

Form description

Participant ID *

Short answer text

Divergence is defined as whether the chatbot shifts their focus elsewhere from the discussion *

of logical validity. How often do you think the chatbot diverges from the discussion of logical
validity in the given sentence?

Every Tum ©) o (@) ©) ©) None

Stance change is defined as whether the chatbot explicitly agrees with your opinion without ~ *

proposing further disagreements. How often do you think the chatbot showcase stance
change during the interaction?

Every Turn O O O O O None

How often does the chatbot repeat or paraphrase your response WITHOUT explaining or
making further disagreements?

1 2 3 4 5
Every Tum ©) @) (@) ©) ©) None
How often does the chatbot fail to provide cot \ents, or *
for assumptions?
1 2 3 4 5
Every Tum ©) (@) (@) @) ©) None

How often does the chatbot fail to provide questions for you to provide examples that support *
your claim?

Every Tum (@) (@] (@) @) @) None

How often does the chatbot emphasize broader context or balanced perspectives in their *

responses?

Every Turn (@] (@] @) O @) None

How often does the chatbot uses terms of logical fallacy without explaining those terms? *

Note. the "term” here means specific fallacy terms such as oversimplification, strawman,
cherry-picking, false causality, etc. NOT "logical validity"

Every Tum O O O O O None

Passive Guidance is defined as when the chatbot mainly follow's the user's topic instead of
providing clear structures of discussion. How much passive guidance did the chatbot show in
the discussion of the sentence?

Every Turn O O O O O None

Did you learn anything about proving the logical validity of the given sentence by interacting ~ *

with the chatbot? In other words, do you find the chatbot helpful in educating logical fallacies?

Nothing Helpful (@) (@) @) (@) @) Extremely Helpful

Figure 8: Chatbot Impression Form used for Quantita-
tive Analysis



Post-Study Questionnaire

Form description

Participant ID *

Short answer text

Which chatbot do you think diverges more from the topic of the conversation regarding logical

fallacy?
Y Which chatbot do you think emphasizes their responses more on broader context and
balanced perspectives?
Chatbot 1
Chatbot 2 Chatbot 1
Chatbot 2

Please briefly indicate your reason for your choice in 30 words or less. *

Long answer text Please briefly indicate your reason for your choice in 30 words or less. *

Long answer text

*

Which chatbot do you think is more easily persuaded?

Which chatbot do you think relies on logical fallacy terms without explaining them e.g. hasty

Chatbot 1 generalization, strawman, more often?
Chatbot 2

Chatbot 1

Chatbot 2

Please briefly indicate your reason for your choice in 30 words or less. *

Long answer text

Please briefly indicate your reason for your choice in 30 words or less. *

Long answer text

Which chatbot do you think might repeat your responses WITHOUT providing explanations

more often?
Which chatbot do you think provides more guidance about proving logical validity to you in the
Chatbot 1 "
discussion of the sentence?
Chatbot 2
Chatbot 1
Chatbot 2

Please briefly indicate your reason for your choice in 30 words or less. *

Long answer text

Please briefly indicate your reason for your choice in 30 words or less. *

Long answer text

Which chatbot challenges you more through counterarguments and questions for
assumptions?
Which chatbot do you think helped you more in understanding logical validity of the given

2
Chatbot 1 sentence?
Chatbot 1
Chatbot 2
Chatbot 2

Please briefly indicate your reason for your choice in 30 words or less. *

Please briefly indicate your reason for your choice in 30 words or less. *
Long answer text

Long answer text

*

Which chatbot do you think makes more explicit requests for evidence?

Figure 10: Post-study Form, Part 2

Chatbot 1

Chatbot 2

Please briefly indicate your reason for your choice in 30 words or less. *

Long answer text

Figure 9: Post-study Form, Part 1
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