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Abstract

The article observes data analysis of 285 Rus-001
sian multi-word expressions (MWEs) based on002
15 lexical, grammatical and other criteria de-003
scribed in theoretical books and papers on the004
concept of idiomaticity. The MWEs were col-005
lected from the same theoretical sources as the006
criteria, and a set of experts in linguistics annot-007
ated them with these criteria. The distribution008
of scores in the annotated dataset shows that009
there are no absolutely idiomatic expressions,010
and some expressions are clusters of several011
MWEs. Lexical criteria are among top-scorers012
and seem to be the most manifested; grammat-013
ical criteria are bound to certain conditions;014
presence of obsolete words and grammar influ-015
ence ability of an MWE to be replaced with016
one word. The analysis can be used to build a017
novel classification of MWEs and as a method018
for their automatic extraction.019

1 Introduction020

Multi-word expressions (MWEs), groups of lex-021

emes occurring in a text and more complex lin-022

guistically, than just a free word-group, can confuse023

automatic text processing in many ways. Even the024

terminology surrounding them is quite extensive025

and lacks commonly accepted definitions, hence,026

often relying on an approach to their treatment.027

What unites these approaches is understanding028

that lexemes in MWEs cannot be treated fully as029

their equals in free word-groups. This property of030

MWEs is often referred to as idiomaticity. But to031

what extend is idiomaticity manifested in linguistic032

features of MWEs? The answer to this question033

can help building a data-driven classification and034

facilitating their automatic extraction via feature035

engineering. In our study, we try to oversee one036

side of it that has not been granted due attention: a037

data analysis of idiomaticity based on theoretical038

criteria of MWEhood and expert annotation of a039

gold standard dataset of Russian MWEs.040

First, we describe theoretical and modern ap- 041

plied approaches to classification of MWEs paying 042

more attention to what can be called “data-driven” 043

approaches. Second, we propose a model of 15 lin- 044

guistic criteria that were derived from theoretical 045

works by linguists. The model encompasses lex- 046

ical, semantic, grammatical and pragmatic criteria. 047

Third, we take MWEs from works of Russian the- 048

orists and label them with these criteria (whether a 049

related feature is manifested in an MWE or not). 1 050

Fourth, we group the criteria into four categories 051

and perform data analysis on the resulting vectors. 052

Finally, we perform clustering analysis and hypo- 053

thesize what it shows about the nature of idiomati- 054

city and how it can be extended to an algorithm of 055

MWE extraction. 056

2 Approaches to Classification of MWEs 057

(Baldwin and Kim, 2010) underline that MWEs 058

allow to use a comparatively brief lexicon to cre- 059

ate nuances of meaning. The lack of freedom in 060

MWEs, or vice versa strength of connection, is also 061

referred to as idiomaticity – “markedness or devi- 062

ation from the basic properties of the component 063

lexemes” (Ibid.). Idiomaticity shows in “lexical, 064

syntactic, semantic, pragmatic, and/or statistical 065

levels” (Ibid.). 066

Statistical criteria of “MWEhood”. Statistical 067

methods focus on inferring idiomaticity from co- 068

occurrence of lexemes inside a certain word-group 069

and in free contexts. Among the most common 070

statistical measures used in this task are mutual in- 071

formation (Church and Hanks, 1990), likelihood ra- 072

tio tests (Dunning, 1993), cost criteria (Kita et al., 073

1994). Pecina (2008) enlists 55 “lexical association 074

measures used for ranking MWE candidates”. The 075

output of these methods is a number that evaluates 076

the strength of idiomaticity. Based on it, MWEs 077

1We use this method of collecting MWEs because we are
of the opinion that these examples, suggested by theorists, are
a gold standard demonstrating typical features of idiomaticity.
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are arranged (ranked), but are hardly classified.078

Vice versa the process usually leads to understand-079

ing what type of MWE is better derived with the080

method. It would not be wrong to state that there081

is no universal criterion to MWE extraction, and082

statistical methods are applied to existing classific-083

ations.084

The term collocation, often used in papers de-085

scribing statistical methods, can be considered a086

synonym to MWE, although Baldwin and Kim087

(2010) put it that collocations are statistically idio-088

matic MWEs. In fact, we tend to observe that089

statistical methods extracting this or that type of090

MWE are designed without limitations. Hence,091

any MWE can look statistically significant with092

a proper measure. Another way to disambiguate093

between an MWE and collocation is that some094

collocations lack non-compositionality – they are095

compositional, their meaning is easily extracted096

from lexemes composing them. E.g. Many thanks!097

is a statistically significant proper way of being098

thankful, but its meaning is clear from the words099

composing it. The (non-)compositionality cannot100

be statistically inferred from word frequencies.101

In some literature, MWEs are synonymous to102

multi-word units (MWUs), “lexical items that go103

beyond single word items” (Shin and Chon, 2019),104

and words-with-spaces, “idiosyncratic interpreta-105

tions that cross word boundaries (or spaces)” (Sag106

et al., 2002). In our paper, we intentionally do not107

make any particular distinction between MWEs,108

collocations, MWUs and words-with-spaces, con-109

sidering them to be manifestations of the same110

phenomenon – idiomaticity.111

Expert classifications. Baldwin and Kim (2010)112

suggest a classification that first splits MWEs into113

two main classes (see fig. 1): institutionalized114

phrases are collocations proper (statistically com-115

mon phrases such as “Many thanks!”) and lex-116

icalized phrases show idiomaticity to a certain117

degree and are marked by different features (e.g.118

decomposable / non-decomposable). We believe119

that such an approach to classification, although it120

is supported by examples, cannot be called data-121

driven; rather, it is an expert view of a complex122

phenomenon. Also, the bottom level of the ob-123

tained hierarchy (VNIC, nominal, VPC, LVC) is124

based on parts-of-speech analysis of English colloc-125

ations, hence, binding idiomaticity to one particular126

linguistic feature. However, in Table 12.2 from the127

same chapter Baldwin and Kim (2010) approach128

classification of MWEs from another perspective:129

Figure 1: Classification of MWEs by (Baldwin and Kim,
2010). VNIC - verb-noun idiomatic combination; VPC
- verb-particle construction; LVC - light-verb construc-
tion.

Figure 2: Classification of MWEs in terms of their
idiomaticity, by (Baldwin and Kim, 2010).

they enlist properties of MWEs and annotate sev- 130

eral examples with these properties, acquiring a 131

matrix of feature distribution from which they con- 132

clude about the probability of “MWEhood”, see 133

fig. 2. In our opinion, this approach could be called 134

data-driven, as classes are inferred from annota- 135

tions. But the examples were few and were chosen 136

so as to demonstrate several cases referring to pre- 137

designed classes. 138

PARSEME 2, a large European project that star- 139

ted in 2014 and focused on annotation of MWEs, 140

split them into similar classes, see Appendix B. Re- 141

sembling classification in figure 1, this project lays 142

weight on part-of-speech properties of the head- 143

word in a phrase and splits the set into distinct sub- 144

groups. We tend to believe that such an approach 145

was organizational: it is important to split jobs in 146

large projects. Some other possible drawbacks in it 147

are that it has to group non-standard examples into 148

“other” and that elements in the resulting hierarchy 149

are not of the same level, theoretically. E.g., from 150

the point of view of theoretical linguistics, named 151

entities are represented by proper nouns (if we dis- 152

regard anaphora) as opposed to all common nouns 153

– at the same time, Noun+Noun compounds are a 154

subgroup of common nouns. 155

Another approach, yet leading to abandoning all 156

classifications, is found in (Schneider et al., 2014). 157

The authors aimed to annotate a corpus for DiM- 158

2https://typo.uni-konstanz.de/parseme/index.
php
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SUM (Ibid.), a SemEval task for detecting minimal159

semantic units and their meanings. They collected160

a set of classes of idioms in English, that totaled161

15 as illustrated in their article. Beside some of the162

classes, mentioned by Baldwin and Kim (2010), it163

included named entities, compound words (motion164

picture), support and phrasal verbs (make decision,165

cry foul), coordinated phrases (cut and dry), phatic166

phrases (You’re welcome!), proverbs (To each his167

own), etc. Annotators in this project only marked168

what they considered to just be an MWE. It is of169

interest that the authors did not find any particular170

POS pattern that could be associated with a colloc-171

ation type: “Categorizing MWEs by their coarse172

POS tag sequence, we find only 8 of these patterns173

that occur more than 100 times” (Schneider et al.,174

2014).175

In CoNLL-U Format from the Universal Depend-176

encies project 3, multi-word tokens, simply, “are177

indexed with integer ranges like 1-2 or 3-5” (as178

stated at the given website).179

Expert criteria. Another way to build a classific-180

ation theoretically is to enlist various linguistic cri-181

teria according to which something can be defined182

as an MWE and terminologically label gold ex-183

amples demonstrating these criteria. Such is an184

approach by Vinogradov (1977), who adapted a185

classification by the Swiss scholar Charles Bally186

and singled out two types of MWEs: less idiomatic187

combinations and more idiomatic fusions, see Ap-188

pendix C. Outside the scope of his classification,189

Vinogradov (1977) placed terminological groups190

and named entities.191

Without building a classification, Manning and192

Schutze (1999) describe three criteria that char-193

acterize collocations: non-compositionality, non-194

substitutability (lexemes cannot be substituted195

with synonyms), non-modifiability (lexemes cannot196

change grammatically). And again several types197

are mentioned separately: light verbs, verb-particle198

constructions, proper nouns, terminological expres-199

sions.200

Cowie and Howarth (1996) suggest the follow-201

ing criteria: familiarity to speakers, ability to be202

stored in memory as ready-made units, limited and203

arbitrary variability, opaque semantics.204

Tarasevitch (1991) makes use of her own list:205

stability of use, structural separateness, complex-206

ity of meaning, being not built on the generative207

3https://universaldependencies.org/format.
html#conll-u-format

pattern of free word-groups. 208

Mel’čuk (1960) considers that idiomaticity influ- 209

ences translation of a phrase or its parts. In a more 210

idiomatic and stable expression it is hard to find an 211

exact match to every lexeme and the whole phrase 212

is easier to translate with a singe word. Baldwin 213

and Kim (2010) also mention pragmatic idiomati- 214

city (being associated with a certain situation), pro- 215

verbiality (describing a situation of social interest), 216

prosody, but we will leave these criteria outside the 217

scope of our research as they require to go beyond 218

the study of a written text. 219

In this paragraph, we might have overlooked 220

some criteria, but as far as we know in other works 221

approximately the same criteria repeat. 222

What approach can be called data-driven? 223

Amin et al. (2021), who call their approach data- 224

driven in the title of their paper, design metrics that 225

help to infer some of the mentioned above criteria 226

for n-grams in a text. A similar scheme is traced 227

in (Rossyaykin and Loukachevitch, 2019) who use 228

a set of statistical, context and distributional meas- 229

ures to infer MWEs from a corpus. Another cluster- 230

ing method, based only on association measure, is 231

found in (Tutubalina, 2015). Nissim and Zaninello 232

(2013) introduce variation patterns as an alternative 233

to association measure. Wahl and Gries (2018), 234

who call their approach “bottom-up”, introduce the 235

MERGE algorithm, again as an alternative to asso- 236

ciation measure (the project is developed by Gries 237

(2022)). Summing up, data-driven are projects in 238

which MWEs are represented as vectors in multi- 239

dimensional space and analysed statistically. Of- 240

ten these vectors are visualised in diagrams to see 241

whether there are clusters that attract more MWEs. 242

3 Experiment Setup 243

The intuition lying behind our approach is that 244

the theoretical linguistic expertise about the phe- 245

nomenon of idiomaticity makes it look like a single 246

unity that can be split into classes, or types of 247

MWEs. However, seeing it as an umbrella term that 248

unites phenomena of different linguistic nature 4 249

leads us to a hypothesis that we can describe 250

this heterogeneity and outline these phenomena 251

as clusters in a multi-dimensional space, based on 252

vectorization of annotated examples. To visualize 253

these clusters, we propose a data-driven approach. 254

We believe that we do not need a large collection 255

4E.g., as mentioned, lexical: named entities versus noun
compounds; grammatical: diversity of POS-patterns.
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for such a task if we have a gold standard that mani-256

fests the main features of idiomaticity. Further, in257

our experiment we propose: a. a set of criteria (fea-258

tures of idiomaticity), b. the gold standard dataset259

of Russsian MWEs, c. expert annotation, and d. a260

data analysis of the annotated dataset.261

Criteria. The linguistic criteria that we took262

from the theoretical literature total 15 – see Table 1.263

To briefly describe them, we grouped them into264

four categories, resembling the list by Tarasevitch265

(1991):266

• lexical change includes synonymizing, trans-267

lation and insertion of lexemes, i.e. such lex-268

ical changes that do not transform a word269

group into its shorter version,270

• grammatical change encompasses ability of271

changes in morphology and syntax,272

• obsolescence is presence of archaic grammar273

or vocabulary 5,274

• replacement shortens a word group, e.g.275

when a group can be synonymized with one276

word.277

In replacement, by the ellipsis, we mean that a278

word or more can be omitted in an MWE without279

change of meaning. And portmanteau words are280

several trailing wordforms “sewn” into one com-281

pound wordform. As for translation, it was into282

English. To check translation word by word, our283

experts looked for English words (including com-284

posite wordforms, e.g. “would like to”) with ap-285

proximately the same denotative meaning that form286

a meaningful phrase in English corresponding to287

the Russian expression. E.g. in our example if288

we translate “белый гриб” word by word, we get289

white mushroom which is a different kind of mush-290

room. The meanings do not correspond, hence, the291

phrase cannot be translated word by word.292

The criteria were formulated so as to demon-293

strate idiomaticity, which means that 0 denotes its294

lack and 1 – its presence. For example, if a word295

composing a word group can be replaced with a296

synonym, it means that the group is more or less297

free: a tasty / yummy / nice mushroom as opposed298

to a penny bun, where penny cannot be synonym-299

ized. A criterion that we did not include due to300

this factor is POS pattern: as mentioned, its unclear301

how it influences idiomaticity.302

5We included presence of unique words here as well. A
unique word remains only in a particular MWE.

Some criteria expose interdependence due to 303

syntactical structure, in particular, government in 304

phrases. If an MWE does not contain government, 305

criteria that separate application to headwords and 306

governed words cannot be applied (this applies to 307

synonymizing and change of grammatical form). 308

And in government, two criteria (v and vi) are mutu- 309

ally exclusive as they are applied either to the head- 310

word or to the whole MWE. This means that ex- 311

pressions without government can score 12 points 312

maximum, and expressions with government can 313

score 14 points maximum. Although this can lead 314

to multicollinearity, at this stage of research we 315

prefer to preserve annotation of these criteria due 316

to the following reasons. First, of two dependent 317

criteria, one can be a manifestation of a stronger 318

idiomaticity. For example, if the headword can 319

be replaced with a synonym, it feels that such an 320

MWE is less idiomatic than when just a governed 321

word can be replaced, e.g. a restless person / girl 322

/ man is (it feels like..) less idiomatic than deep 323

/ late night. Second, it is of interest with what 324

other criteria these two criteria correlate. When our 325

dataset is extended it may be necessary to separate 326

MWEs with government and, probably, some other 327

grammatical features. For now, in cases when a 328

grammatical criterion is not applicable it was annot- 329

ated 0. As for interdependence in lexical criteria, it 330

seems that if a Russian MWE can be synonymized 331

with one word in Russian, it is also very likely to 332

be translated with one word into English. However, 333

in the majority if cases (195 out of 285) our experts 334

put different scores for the two criteria. 335

Also, we excluded one criterion from the initial 336

list: (partial) loss of independent meaning. Most 337

of our annotated examples scored 1 in it. We tend 338

to think that this is the target criterion, and experts 339

hesitated to annotate all MWEs with it, because 340

they expected that a criterion cannot be absolute. 341

Besides it is unclear how to prove that independent 342

meaning is lost. Our final list of criteria includes 343

only those that allow to give a precise instruction 344

on how to annotate an MWE 6. E.g. Governed word 345

cannot be replaced with a synonym is checked with 346

an attempt to change a governed word in an MWE 347

in several possible contexts, e.g. “Я набрал белых 348

грибов.” (I’ve picked some penny buns.) does not 349

allow such a change. 350

An annotated MWE is a vector of zeros and 351

ones, e.g. the vector for “белый гриб” (En. penny 352

6They will be discussed in the next paragraph.
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bun) is (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1), see353

Table 1; its vector sum is 9. The higher is the vector354

sum of an annotated MWE, the more idiomatic an355

MWE is.356

To our annotation, we also added four linguistic357

features that are not directly bound to idiomati-358

city, but are often found as arbitrary criteria: POS-359

pattern, “Is a sentence?” (whether the MWE con-360

tains a subject and/or predicate), headword (if it is361

not a sentence), phrase structure (e.g. government,362

agreement, etc.). An example is given in Table 2.363

These features can be used in further research.364

Gold standard of MWEs. For annotation we365

took 285 examples of MWEs, mainly from (Vino-366

gradov, 1977). The exact sources are enlisted in367

our GitHub repository at REDACTEDFORANONYMITY.368

The MWEs were collected without any pre-369

selection – all examples that we could find in the370

papers excluding duplicates. They are also given371

in the grammatical form given in the source. It372

should be noted that, where it is possible, scholars373

put words in their initial form.374

Expert annotation. Our annotators, experts375

with higher education in linguistics, were instruc-376

ted about the criteria described above. One expert377

annotated the set of MWEs with one criterion, then378

another expert looked it through and checked if379

they agree with the result. Questionable cases were380

discussed at seminars and led to a final decision381

about the annotation. However, we expect that the382

annotation can slightly change due to new argu-383

ments about this or that case 7. In annotation of384

285 MWEs with 15 criteria (which totals to 4,275385

annotated features), there were 283 registered cases386

(7̃%) of disagreement between the annotators that387

were solved via consensus.388

Also, although the experts used grammar and389

other reference books, dictionaries, corpora and390

web to check their expertise, it is possible that they391

could overlook something, or still disagree even392

after the final decision about an MWE was made 8.393

Hence, our annotation should be considered as an394

expert approximation of the real world.395

To double-check some of the experts’ annota-396

tion with NLP tools, we used the Russian National397

Corpus 9; the criterion “iv. Does not allow inser-398

7It would be impossible to manually test some of the prop-
erties in all possible contexts, even using NLP-tools for sup-
port.

8Many such cases were about the question whether a word
is already obsolete.

9https://ruscorpora.ru/

tions of lexemes” was checked with an expression 399

“WORD1 * WORD2” where * shows that any word 400

can be placed inside an MWE. The category gram- 401

matical change was checked similarly, with * re- 402

placing grammatical morphemes. In cases when 403

only one corresponding example was found, we 404

treated it as an occasional creative use of the lan- 405

guage and, hence, equal to zero. 406

4 Data Analysis 407

We will now describe our resulting dataset and 408

attempt to find patterns in the distribution of annot- 409

ated scores. Before our analysis, we merged two 410

criteria of grammatical form (v. and vi.) by taking 411

their sum, because they are interdependent. Hence, 412

the number of criteria in our data analysis is 14. 413

Due to our criteria being demonstrative of idio- 414

maticity, we expect that the higher is the sum of 415

scores for a given expression, the more idiomatic it 416

is. Figure 3 shows frequency distribution of scores. 417

It is right-skewed: 256 MWEs (90%) score below 418

7, which is the median in Fig. 3. That supports 419

our idea of two or more trends that break MWEs 420

into mutually exclusive subgroups. On average, 421

an MWE scores 5, which is 36% of the maximum 422

(14). The minimum score is 1, in three expres- 423

sions: глубокая ночь, неизгладимое впечатле- 424

ние, принять решение (deep night, memorable 425

impression, to make a decision). They seem to 426

be typical MWUs, combinations that learners of 427

a language memorize to sound more like native 428

speakers. There are no MWEs that score 11 and 429

above. The only top-scoring expression (10) is ди- 430

ву даться (to be amazed). It contains an obsolete 431

wordform and archaic grammar, like four MWEs 432

scoring 9: во свояси, и вся недолга!, очертя 433

голову, спустя рукава (home, That’s it!, head- 434

long, carelessly). This leads us to an impression 435

that obsolescence correlates with idiomaticity more 436

than others. It appears that the perfect MWE does 437

not exist: some of the criteria either exclude oth- 438

ers or make it very difficult to combine them in 439

one expression. Also, two of the top-scorers (ди- 440

ву даться, и вся недолга! are used as clauses 441

in complex and compound sentences. It can be 442

that idiomaticity rises with a more “sentence-like” 443

structure of an expression. 444

The sum of scores (ranged from the smallest 445

to highest) for every criterion in Figure 4 shows 446

that about nine criteria are below the average (1̃03 447

scores per a criterion) and only 5 are above. The 448
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lowest scoring criterion is ellipsis (19), when an449

expression allows to omit one or more of its words,450

and portmanteau (26), when words composing an451

expression are coined into a single wordform: вти-452

рать очки – втирать – очковтирательство (to453

tell lies – to lie – lying). Also, presence of archaic454

vocabulary and/or grammar. Beside that these can455

actually be rare features of MWEs, it can be diffi-456

cult to annotate these criteria. E.g. obsolete and457

unique words need vast expertise in both old and458

modern Russian. Also, it can be hard to distinguish459

between an archaism and a bookish, formal modern460

word.461

Four criteria score very high, and that means462

that they do not contribute to a stricter division463

between probable classes (they fill the vector space464

densely). The top-scorer here is the two joint cri-465

teria of change in grammatical form: they encom-466

pass 85% (241 MWE) which makes us think that467

they should be separated on a condition bound to468

the syntactical structure (phrases with governemtn,469

a predication center, etc.). Other top-scorers are470

“Word order never changes” (again a grammatical471

criterion) – 211 MWE (74%), “Cannot be trans-472

lated word by word” – 224 (74%), “Can be re-473

placed with one word” – 232 MWEs (81%). It is474

unclear what unites them beside that they are more475

manifested in all MWEs, probably, more bound to476

idiomaticity and, hence, should be used for classi-477

fying between MWEs and non-MWEs.478

Out of 285 MWEs 154 are unique vectors (54%).479

It is hard to say whether our annotation exhibits480

strong general patterns in distribution of all the481

criteria across the dataset. We will now try to gen-482

eralize about what happens in each of the defined483

categories.484

Lexical change. This category is the champion485

in earned scores: 498 (34% of all scores), which is486
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S
um

 o
f s

co
re

s

0

50

100

150

200

250

11 12 9 10 8 13 1 15 2 4 7 3 14 5-6

Figure 4: Distribution of scores by criteria.

supported by the idea of idiomaticity being more 487

of a lexical nature, influencing primarily the lex- 488

ical meaning of words. I.e. any candidate for an 489

MWE should score high in it. Some examples of 490

zero-scorers in this group are неизгладимое впе- 491

чатление, вечерняя газета, хороший тон, по- 492

ложительный тип memorable impression, even- 493

ing paper, good manners, positive person – MWUs 494

composed of a noun and its modifier. 495

Grammatical change. This category is the 496

second in the earned scores (452, 31%) and can 497

be called influential as well. Although there can 498

be the mentioned bias in selection of examples: 499

those selected by scholars tend to be more fixed 500

structurally, to better demonstrate fixedness. Ex- 501

pressions that score 0 in it are again nouns with 502

modifiers (8 out of 9) (беспробудное пьянство, 503

потрясающее впечатление deep drinking, stun- 504

ning impression). Also, presence of a verb usually 505

makes expressions in Russian as well as in English 506

less fixed grammatically. Compare: пуститься 507

во все тяжкие – во все тяжкие do whatever it 508

takes – whatever it takes; the verb do can change 509

its grammatical form. And, hence, we deal here 510

with an MWE nested within another expression of 511

a different kind. 512

Obsolescence. As we mentioned earlier, this 513

category seldom earned a positive decision from 514

our annotators: 209 MWEs (73%) score zero in 515

it. There are only 9 collocations that score 3 in it 516

(e.g. и вся недолга!; не до жиру, быть бы 517

живу; ничтоже сумняшеся end of story, survive 518

before thrive; nothing doubting) and some other. 519

And the very same MWEs mainly score 0 or 1 out 520

of 5 in the category replacement, but total 7, 8 and 521

9 scores for all the criteria (with 5 being the aver- 522

age score). Although it is probably clear without 523

the data, but our experiment supports it that this 524

6



category is a strong marker of idiomaticity. To add,525

obsolete words make it harder to modify an ex-526

pression; archaic grammar hinders morphological527

and other changes in different contexts. Hence, it528

hinders replacement as well.529

Replacement. This category seems to positively530

correlate with grammatical and lexical change,531

but negatively correlates with obsolescence. The532

example in Table 1 demonstrates it. 143 expres-533

sions (50%) score 0 or 1 both in obsolescence and534

replacement which might mean that these two cat-535

egories are not crucially important in formation of536

an WME, but they probably point at two distinct537

sub-classes.538

5 Clustering539

Figure 6 visualizes the distribution of MWEs in our540

resulting matrix with the help of tSNE algorithm.541

It shows that our data are not homogeneous with,542

probably, three or more major types of MWEs (mul-543

titudes with high density). And there appear to be544

two trends in distribution of vectors, that result in545

the
⋂

shape of the vector plot. However, tSNE546

cannot be used as a clustering technique. In this547

section, we propose two approaches to clustering548

MWEs: quartiles and hierarchical agglomerative549

clustering with 4 and 7 cluster.550

5.1 Clustering into Quartiles551

Our first task is to analyze whether the binary mat-552

rix of annotated MWEs can provide insights on553

types of MWEs that can be inferred based on how554

strongly idiomaticity shows in them. For this, we555

ranged our dataset by the sum of scores that each556

MWE got and divided it into quartiles to com-557

pare extreme quartiles in our range. The resulting558

bounds are: (0.999, 4.0] < (4.0, 5.0] < (5.0, 6.0] <559

(6.0, 10.0] with the lowest score being 1 and highest560

– 10. The number of MWEs in each quartile is:561

111, 72, 66, 36 10 (see Fig 5). The upper quart-562

ile with 36 MWEs naturally includes expressions563

that manifest maximum features of idiomaticity564

and contains only 12.6% of the dataset. Hence, it is565

hard for expressions to strengthen their idiomaticity.566

The lower quartile contains 38.9% of expressions567

among which there are many word groups of Ad-568

jective+Noun and Verb+Noun and variants of an569

expression given with a forward slash:570

10Such unequal distribution is due to large sets of MWEs
having the same score.

Figure 5: Distribution of idioms in quartiles. The outer
circle: quartiles. The inner circle: idioms (larger sets)
versus non-idioms.

глубокая (Adj. deep) ночь (Noun 571

night) / осень / старость / печаль 572

/ мысль 573

вымыть (Verb to wash) / намылить 574

голову (Noun head) 575

страх (Noun fear) / тоска / досада 576

/ злость / ужас / зависть / смех / 577

раздумье / охота берет (Verb to take) 578

Then we checked in several dictionaries of Rus- 579

sian idioms which MWEs in our dataset are listed 580

as idioms or phraseological units. It appears that 581

226 MWEs are idioms. The rest are mainly ter- 582

minology and word groups with variation as shown 583

in the examples above. We calculated that in the 584

quartiles the number of non-idioms is: 29 (26% 585

of MWEs in this quartile), 11 (15%), 17 (26%), 586

3 (8%), corresponding to lower, two medium and 587

upper quartiles. Hence, the lower quartile contains 588

48.3% of all non-idioms, and the upper quartile - 589

only 5% of them. 11 We would like to conclude 590

here that, in our annotated dataset, idiomaticity 591

does strengthen with the score of an MWE going 592

up and the criteria prove effective in detection of 593

idioms. 594

6 Hierarchical Agglomerative Clustering 595

Our second task was to cluster MWEs based on the 596

distance between their vectors in the n-dimensional 597

11The median quartiles swap in range (18.3% and 28.3%),
probably due to noise.
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space to see whether any particular features are598

highlighted in a cluster. As criteria 5 and 6 are inter-599

dependent, we merged them by summing the score600

of the two (the result is also binary: 0 or 1). We601

applied several clustering techniques (DBSCAN,602

BIRCH, and Hierarchical Agglomerative Cluster-603

ing) and found the latter most informative on our604

dataset. 12 The dendrogram in Figure 7 illustrates605

Hierarchical Agglomerative Clustering performed606

on the matrix 13. With the distance between vectors607

approaching 8 there are 4 aggregated clusters, con-608

taining 99 (35%), 68 (24%), 93 (33%), 25 (8%) of609

MWEs correspondingly. The smallest cluster has610

one obvious distinguishing feature: all but one ex-611

pressions in it are Noun+Adjective, although such612

word-groups are found in other clusters as well.613

And this cluster forms earlier than others, at the614

distance of approximately 4. At the distance of615

about 6, there are 7 clusters. One of them, contain-616

ing 27 MWEs (10%), accumulates expressions that617

cannot change grammatically, except one MWE.618

And these MWEs seldom allow other changes. As619

for other clusters, so far, we cannot make any con-620

clusions about them. We believe, they require more621

data and analysis for a steadfast conclusion.622

7 Conclusion623

The paper describes an attempt to search for theor-624

etical grounds in the notion of idiomaticity with the625

help of linguistic annotation and data analysis of626

the gold standard of Russian MWEs. We have pro-627

posed a model of 15 criteria that were grouped into628

four categories based on linguistic analysis. We629

annotated a corpus of 285 Russian MWEs found in630

the same theoretical books from which we took the631

criteria. Our analysis revealed several trends.632

Lexical fixedness is found in the most MWEs.633

It can be a target category and an idiomaticity test634

when MWEs are extracted. A better proof requires635

to compare it to non-MWEs.636

Either scholars tend to choose MWEs that are637

more fixed grammatically, or, like lexical fixedness,638

it is a stable property of all idiomatic expressions.639

At least, in our dataset it is nearly as frequent as640

lexical fixedness. Also, some grammatical criteria641

12With DBSCAN and the parameters e = 0.1 and m = 5,
we got 19 small clusters and 132 cases of noise. Changing
parameters would only increase noise or resulting in one super-
cluster. BIRCH resembles results of the plain Hierarchical
Agglomerative Clustering which we report here.

13Clustering is performed with the Scikit-learn lib-
rary (Pedregosa et al., 2011); number of clusters is given
as 0; the linkage algorithm is Ward.

depend on the syntactical structure of expressions, 642

and, hence, cause multicollinearity among vectors. 643

It maybe necessary to cluster and classify MWEs 644

without grammatical features or inside a syntactical 645

grammatical class that they belong to. 646

The idiomaticity criteria mentioned in the theor- 647

etical literature can be hard to prove and annotate, 648

cf. identifying obsolete words. In assigning them 649

to certain expressions, linguists have to lean on 650

their personal expertise and intuition rather than on 651

formal parameters. This may also be the reason 652

why automatic extraction of MWEs is so disput- 653

able. 654

Our annotation of 285 Russian MWEs exhibits 655

certain correlations. E.g. presence of archaic words 656

and grammar and the property of an expression to 657

be shortened or replaced by a single word seem 658

to oppose each other and manifest two different 659

classes of idiomatic expressions. 660

There are no absolutely idiomatic expressions 661

that correspond to all the theoretical criteria of idio- 662

maticity. 663

What is determined as an MWE can be several 664

expressions with a different degree of idiomaticity. 665

Clustering MWEs into quartiles results in 666

singling out Adjective+Noun and Verb+Noun word 667

groups as less idiomatic. The Hierarchical Agglom- 668

erative Clustering also clusters Noun+Adjective 669

MWEs together. 670

Future work. Future work requires a larger an- 671

notated collection. We can see several more ways 672

of making it partially automatic. E.g. impossibility 673

of translating an MWE word by word as well as 674

translation with one word can be checked in paral- 675

lel corpora. We plan on extension of methods to 676

check criteria with analysis of corpora, e.g. vary 677

morphological patterns that we used in the Rus- 678

sian National Corpus. Also, the criteria should be 679

checked in free word groups to prove that these are 680

actually criteria of idiomaticity. Furthermore, the 681

stated correlations require a quantitative analysis. 682

And, finally, the next big step is to make a cluster 683

analysis to infer types of MWEs. 684

8 Limitations 685

Our work is limited by the choice of the language 686

for annotation and by the number of annotated 687

MWEs. 688

The choice of the language in the current study 689

is conditioned by our team being experts in the 690

Russian language. However, we believe that our 691

8



results can be applied to other languages. As we692

mentioned, some of the described features can be693

already observed in English, e.g. verbs in MWEs694

make expressions less fixed grammatically. Our695

annotated dataset contains some translation into696

English, and also examples can be taken from the697

studied English literature to create a similar corpus.698

A further extension can lie in application of NLP-699

tools to automatic annotation of such corpora as700

PARSEME collections with the criteria that we701

described.702

The number of annotated MWEs is low com-703

pared to crowd-annotated projects and automatic-704

ally extracted datasets. We would like to underline705

that our annotation is an expert one. At this point of706

hypothesis testing, it cannot easily attract a larger707

expert effort like in PARSEME, before the theor-708

etical grounds for it are tested. Small collections709

serve as a marker of a phenomenon. E.g. in (Mi-710

halcea and Strapparava, 2005) a sample of 200 one-711

liners is chosen for manual verification of noise in712

data.713

9 Ethics Statement714

In our research, we use publicly available data with715

due regard to copyright law. We also make our an-716

notated dataset and software public in our GitHub717

repository, adhering to open science principles.718
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et al., 2017; Ashok et al., 2019). And, prob-904

ably, the main world event in this topic is the an-905

nual ACL-affiliated workshop on MWEs. In re-906

cent years, we observe a trend to evaluate meth-907

ods for particular languages, e.g. LREC Work-908

shop Towards a Shared Task for Multiword Ex-909

pressions (MWE 2008) addressed the issue in910

English, German, Czech, Estonian and other lan-911

guages (Grégoire et al., 2008). Later appeared912

Arabic (Attia et al., 2010), Russian (Tutubalina,913

2015), Polish (Chrzkaszcz, 2016), Spanish and914

Basque (Iñurrieta et al., 2017), Irish (Walsh et al.,915

2019), Bulgarian and Romanian (Barbu Mititelu916

et al., 2019), Serbian (Stanković et al., 2020) and917

many others. Currently, there is also a trend to dis-918

cuss translation and alignment (Lam et al., 2015;919

Fisas et al., 2020; Han et al., 2020). The last LREC920

workshop on MWEs (Bhatia et al., 2022) addressed921

heuristic and machine-learning approaches to their922

detection, tool-kits for annotation, low-resource923

corpora, figurative language, etc. However, discus-924

sions about the nature of MWEs remain.925

B PARSEME Classification of MWEs926

• Nominal MWEs927

– Multiword named entities928

– NN compounds929

– Other nominal MWEs930

• Verbal MWEs931

– Phrasal verbs932

– Light verb constructions933

– VP idioms934

– Other verbal MWEs935

• Prepositional MWEs936

• Adjectival MWEs937

• MWEs of other categories938

• Proverbs939

C Vinogradov’s Classification of MWEs940

• combinations (to conclude an agreement)941

• fusions942

– with archaic words – to eke out943

– with archaic grammatical forms – hither944

and thither945

– that were changed so that they do not 946

resemble lexemes from which they were 947

composed – lo and behold (lo from look) 948

– complete loss of initial meaning – caught 949

red-handed (initially meant catching 950

someone who hunted an animal they 951

were not allowed to hunt) 952

D Example Annotation of 15 Criteria and 953

Four Linguistic Features 954

Table 1 enlists the 15 criteria and provides an ex- 955

ample annotation of one MWE. Table 2 adds four 956

features that are not part of the criteria. 957

E Clustering Visualizations 958

We use t-SNE algorithm (Van der Maaten and 959

Hinton, 2008) implemented in the Scikit-learn lib- 960

rary (Pedregosa et al., 2011) to visualize the result- 961

ing 15*285 table in 2D, Figure 6. The algorithm 962

loses much information about distances between 963

vectors in the multidimensional space. Hence, this 964

visualisation can only be used for hypothesizing 965

about our data. 966

We also apply Hierarchical Agglomerative Clus- 967

tering, cf. Figure 7. 968
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MWE Criterion Annotation
Белый гриб Lexical change

(penny bun) i. Governed words cannot be replaced with a synonym 1
ii. Headword cannot be replaced with a synonym 1
iii. Cannot be translated word by word 1
iv. Does not allow insertions of lexemes 1
Grammatical change
v. Never changes grammatical form 0
vi. Only headword changes grammatical form 0
vii. Word order seldom or never changes 1
Obsolescence
viii. Contains lexical archaisms 0
ix. Contains unique lexemes 0
x. Archaic syntax and/or morphology 0
Replacement
xi. Allows ellipsis 1 белый
xii. Allows portmanteau words 0
xiii. Can be replaced with headword 1
xiv. Can be replaced with one word 1 боровик
xv. Can be translated with one word 1 cep, porcino

Table 1: Example annotation of 15 criteria.

MWE POS-pattern Is a sentence? Headword Phrase
structure

Белый гриб Adj.+Noun No гриб Agreement
(porcini mushroom)

Table 2: Example annotation of four linguistic features.

Figure 6: t-SNE 2D scatter plot of annotated MWEs.
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Figure 7: Hierarchical Agglomerative Clustering of MWEs.
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