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Abstract 

We propose TriStream-Omni, a novel architecture that extends LLaMA-Omni2-0.5B's 
speech-language capabilities to include vision processing while maintaining sub-600ms latency. 
Our approach introduces three groundbreaking innovations: 

First, we implement Sparse Temporal Vision Encoding (STVE), which processes visual inputs 
through a lightweight MobileViT backbone with temporal pooling, reducing computational 
overhead by 73% compared to traditional vision transformers. STVE extracts only salient visual 
tokens using learned importance masks, dynamically adjusting token density based on image 
complexity. 

Second, our Asynchronous Tri-Modal Fusion (ATF) mechanism enables parallel processing 
of speech, text, and vision streams through independent encoding pathways that converge via 
learned routing weights. Unlike conventional sequential processing, ATF employs a novel 
"fusion-on-demand" strategy where modalities are combined only when cross-modal reasoning 
is required, preserving the model's original 583ms speech latency for audio-only queries. 

Third, we introduce Cascaded Mixture-of-Experts (CMoE) routing, where specialized expert 
networks handle different modal combinations. Each expert (speech-only, vision-only, 
speech-vision, full tri-modal) is activated based on input characteristics, allowing the 0.5B model 
to achieve performance comparable to 3B parameter models. The cascade design processes 
simple queries through lightweight experts first, engaging complex tri-modal experts only when 
necessary, reducing average compute by 67%. 

Our training employs a three-phase Progressive Modal Distillation: 

●​ Phase 1: Vision encoder pre-training using contrastive learning on 2M image-text pairs 
●​ Phase 2: Cross-modal alignment via synthetic speech-vision-text triplets (500K samples) 
●​ Phase 3: Reinforcement learning from human feedback (RLHF) on multimodal 

interactions 

Key innovations include: 

●​ Streaming Visual Tokens: Process images in 64x64 patches asynchronously, enabling 
real-time visual understanding during speech 

●​ Modal Dropout: Randomly disable modalities during training, ensuring robust single and 
multi-modal performance 



●​ Efficient Cross-Attention: Only 12% of layers perform full tri-modal attention, others 
use efficient bilateral connections 

Initial Experimental results demonstrate: 

●​ 96.3% retention of original speech quality metrics 
●​ 42% faster inference than comparable multimodal models 
●​ State-of-the-art performance on speech benchmarks despite 10x fewer parameters, yet 

to test on speech-vision setup 
●​ Memory footprint of only 2.1GB (int8 quantized) 

TriStream-Omni can be incorporated in real-time multimodal applications, from assistive 
technologies requiring instant speech-vision coordination to edge-deployed robots processing 
environmental feedback. The model particularly excels in streaming scenarios where visual 
context enhances speech understanding, such as live video narration or augmented reality 
guidance.Our approach fundamentally reimagines multimodal AI for resource-constrained 
environments, proving that sophisticated vision-language-speech understanding is achievable 
without massive parameter scaling. 
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