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PAPER
Object-ABN: Learning to Generate Sharp Attention Maps for
Action Recognition

Tomoya NITTA†, Tsubasa HIRAKAWA††, Nonmembers, Hironobu FUJIYOSHI††, and Toru TAMAKI†, Members

SUMMARY In this paper we propose an extension of the Attention
Branch Network (ABN) by using instance segmentation for generating
sharper attention maps for action recognition. Methods for visual explana-
tion such as Grad-CAM usually generate blurry maps which are not intuitive
for humans to understand, particularly in recognizing actions of people in
videos. Our proposed method, Object-ABN, tackles this issue by introduc-
ing a new mask loss that makes the generated attention maps close to the
instance segmentation result. Further the Prototype Conformity (PC) loss
and multiple attention maps are introduced to enhance the sharpness of the
maps and improve the performance of classification. Experimental results
with UCF101 and SSv2 shows that the generated maps by the proposed
method are much clearer qualitatively and quantitatively than those of the
original ABN.
key words: attention map, action recognition, object mask, PC loss, entropy

1. Introduction

Action recognition [1]–[5] is one of long-standing topics in
computer vision and still actively studied thanks to the emer-
gence of deep learning techniques and large datasets. The
task is to classify a trimmed video clip (typically several
second-long) into pre-defined action categories [6], [7]. It is
a basis of other video-related tasks such as temporal action
localization [8] which detects the temporal extent of action
events in untrimmed videos, and spatio-temporal action lo-
calization [9] in which actors are detected in each frame
during the action event.

Deep models, not limited to action recognition but also
other tasks, are di�cult to investigate because of its black-
box nature, hence visual explanations have been studied in
the field of explainable AI [10]–[15]. These are attempts
to generate saliency maps to visualize which of the parts in
the scene are important for classification, and many methods
have been utilized, including Grad-CAM [16], Score-CAM
[17], LRP [18], and ABN [19]. A common problem of
these approaches is that generated maps are often blurry and
ambiguous, hence di�cult to understand and interpret for
human observers [10], [20]. Recent studies have therefore
been attempting to improve the quality and sharpness of the
maps by focusing on objects, for example, by combining
Grad-CAM and LRP [21], applying LRP to Vision Trans-
formers [22], improving ABN with Score-CAM [23], and
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Fig. 1: Overview of models of (a) ABN for action recogni-
tion, and (b) the proposed Object-ABN.

even human intervention [24] or additional supervision [25].
For action recognition, this blurry map issue still re-

mains while many visual explanation methods tailored for
videos have been proposed. The challenge is to make the
model focus on the regions of people who perform the ac-
tions in the scene. To this end, some works evaluate visual-
ization results by checking the peak of the map being inside
bounding boxes of humans (called pointing games) [26]–
[30]. However, this is not a direct approach to the blurry
map issue, and models still su�er from the representation
bias; models may use clues of backgrounds of the scene
instead of the foreground [1], [31], [32].

In this paper, we propose Object-ABN, a direct and
simple approach to the blurry map issue of action recogni-
tion. The key idea is to combine an o�-the-shelf instance
segmentation model with Attention Branch Network (ABN)
[19] (Fig.1(a)). ABN is a classification model with atten-
tion and perception branches; the attention branch generates
an attention map and uses it as weights of the feature map
fed to the perception branch. The attention branch has its
own classifier to improve the predictive power of the atten-
tion map. In the proposed method (Fig.1(b)), a constraint
is added so that the attention map is close to the instance
segmentation result. This is expected to lead to a better
explanability with a sharper map focusing on people and
objects in the scene. However, a possible drawback is the
performance-explainability trade-o� when adding explana-
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tion modules to a model [10], [11], [14], [15]. To mitigate
this, we propose to use Prototype Conformity (PC) loss [33]
that enforces features to be separated in several clusters. In
the following sections, we summarize related works, and
we briefly describe ABN, then explain the proposed Object-
ABN in detail. Then we show experimental results with two
datasets, UCF101 [34] and Something-Something v2 [35],
with quantitative evaluation on the sharpness of attention
maps.

2. Related works

Explainable AI (XAI) [10]–[15] has become an important
topic particularly for deep learning models. Visual expla-
nation (or visual attribution) is a topic of XAI, which is to
generate a map (sometimes called saliency map, attention
map, or attribution map) that visually indicates where in the
image the model is focusing on for classification.

Methods are often categorized into post-hoc and intrin-
sic [10]–[15]. Post-hoc methods are used to analyse a single
prediction of a trained model, and the name comes from
the fact that the visual explanation is done after the model
has been trained and fixed. This category includes well-
known methods such as CAM [36], Grad-CAM [16], and
LRP [18]. These were originally proposed for images, but
can be used for videos as well, so they have been used as a
baseline for comparison. In addition, some works proposed
post-hoc methods tailored for videos by extending methods
for images. For example, DevNet [37] used gradient-based
Deep Inside CNN [38] and graph-cut for extracting impor-
tant regions, EB-RNN [30] is based on Excitation Backprop
(EB) [26], [27] for models wit CNN and RNN, and EP-3D
and ST-EP [28], [29] extends Extremal Perturbation (EP)
[39] for spatio-temporal 3D volumes. LRP/DTD [18] has
also been applied to videos [40], [41]. Few methods have
been proposed specific for video; saliency tubes [42] pro-
posed an additional module for visualizing spatio-temporal
tubes, and class feature pyramids [43] proposed a feature
back-propagation of 3D CNN.

The post-hoc approach is useful for investigating the
behavior of a given model, particularly sensitively can be
visualized by showing maps for each category. However,
post-hoc methods based on gradients (Grad-CAM [16]) and
back-propagation (LRP [18]) are inherently di�cult to gen-
erate sharp maps because the class-prediction information
flows from the top to the bottom through the network, al-
though these methods were also evaluated for object detec-
tion and localization tasks. Therefore some methods have
been proposed to provide the sharper map and better local-
ization ability; for example, Relevance-CAM [21] combines
LRP and Grad-CAM. Perturbation-based methods [26], [39]
su�er from the same problem, as well as a high computation
cost for perturbing masks many times for video volumes.

Intrinsic methods has its own mechanism of visual ex-
planation in the model itself. This approach has an advan-
tage that the model is designed to have explanability in the
first place [15], and that visual explanation during a training

phase would be useful for practitioners to check the model
performance qualitatively. Because the explanation mecha-
nism of an intrinsic method is a part of the model, there are
a great variety of model architectures. Sharma et al.[44],
[45] used LSTM to predict the soft attention map of the
next frame, which were later extended to video captioning
with attention [46]. Attention pooling [47] decomposed a
3D attention map with 2nd order pooling and rank-1 approx-
imation. Interpretable spatio-temporal attention [48] used
spatial and temporal attention via ConvLSTM. Recent self-
attention mechanisms are also introduced in STA-TSN [49]
and GTA [50], as well as Transformer-based video models
[3]. Although some of these methods do not aim to visual
explanation, the blurry map issue still remains for videos
because the ability of temporal modeling, which is useful
for classification, may be harmful to capture sharp spatial
attention maps. If a model has a good ability to model the
temporal information and to generate sharp spatial attention
maps, a better spatio-temporal action localization would be
possible with the attention mechanism.

In this paper, we focus on ABN [19], an intrinsic method
proposed for images. ABN first extracts features, then the
attention branch computes an attention map which is multi-
plied to the feature map, then the perception branch classifies
the weighted feature map (see Fig.1(a)). The attention map
of ABN is useful as visual explanation because the attention
map directly specifies the importance of the feature map that
is used for classification. However, sometimes the attention
map of ABN di�ers greatly from the human intuition. To
alleviate this problem, a Human-in-the-loop (HITL) frame-
work [51] was proposed to enable human operators to modify
the attention map of ABN. This results in a sharper attention
map that are easy to interpret by humans, leading to a bet-
ter explanability through attention visualization. However,
human intervention on videos that requires frame-by-frame
annotations is costly and impractical. In contrast, our pro-
posed Object-ABN scales to a large amount of video frames
because it is trained in an end-to-end manner by introducing
instance segmentation as an additional self-supervision.

3. Method

In this section, we describe ABN [19] for action recognition.
Although the original ABN was proposed for classifying
images, notations are aligned with the the proposed models
described below.

3.1 ABN

ABN consists of feature extractor ⇢ , attention branch �,
and perception branch %. Let input video clip be G 2
R)in⇥3⇥�in⇥,in , where )in is the number of video frames,
�in,,in are height and width of the frame. The correspond-
ing ground-truth action label is denoted by ~ 2 {0, 1}! ,
where ! is the number of categories.

First, the extractor takes a video clip and output feature
maps ⌘1 = ⇢ (G) 2 R)⇥⇠⇥�⇥, , where ⇠ is the channel
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Fig. 2: Attention branch of ABN, which takes feature maps
⌘1 as input (from the left) then performs convolutions to
change the channels to !. There are two internal branches;
one generates class prediction ~0 for computing loss Latt
after Global Average Pooling (GAP), and the other generates
attention maps "D for the perception branch.

size. Then the attention branch takes it, and generates frame-
wise (unconstrained) attention maps "D 2 [0, 1])⇥1⇥�⇥,

and class prediction ~0 2 [0, 1]! as well (see Figure 2).
The maps "D are applied to feature maps ⌘1 of each frame
separately to generate ⌘2 2 R)⇥⇠⇥�⇥, as

⌘2,C ,2 = ⌘1,C ,2"D,C , (1)

for C = 1, . . . ,) and 2 = 1, . . . ,⇠. The loss attached to the
attention branch is Latt = LCE (~0, ~), where LCE is a cross
entropy loss.

The perception branch % takes weighted feature maps
⌘2 and outputs prediction ~? = %(⌘2) 2 [0, 1]! . The loss of
this branch is Lper = LCE (~? , ~), and the total loss is

Labn = Lper + _Latt, (2)

where _ is a weight.

3.2 Object-ABN

As mentioned before, the attention maps "D generated by
ABN is blurry and often di�erent from areas where people
consider important. In this study, we assume that regions
of people and objects in the scene are important for identi-
fying action categories, and we enforce on the shape of the
attention map being closer to the scene objects. We call this
Object-ABN.

To this end, we propose to apply a pre-trained in-
stance segmentation model to each frame of the video
clip, which generates the ground-truth object masks "gt 2
{0, 1})⇥# (C)⇥�⇥, for instances that appear in the video clip.
# (C) is the number of instances detected at frame C, so it dif-
fers at di�erent frames. We aggregate the object masks to a
single channel mask " 0

gt 2 {0, 1})⇥1⇥�⇥, by using logical
OR as follows;

" 0
gt,C =

# (C)ÿ
2=1

"gt,C ,2 . (3)

This is used to compute the following mask loss

Lmask = LMSE (">,"
0
gt), (4)

which is a mean squared error (MSE) loss between the
ground-truth object masks and the attention maps ">. Here
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Fig. 3: Attention branch for multiple attention maps, which
takes feature maps ⌘1 and generates class prediction ~0 and
attention maps "20 in a similar way with the attention branch
of the original ABN (Fig. 2). The di�erence is the number
of channels of the output of the convolution layers in the
internal branch that generates the multiple attention maps.

we use "> as the ABN attention maps (instead of "D) to
show that it is constrained by the object masks " 0

gt.

3.3 Using multiple attention maps

Object-ABN generates the object-constrained attention maps
"> for each frame C, that is, ">,C for C = 1, . . . ,) . Each map
has a single channel, which means that the same attention
map is applied to all ⇠ channels of features ⌘1. However,
di�erent channels of ⌘1 may capture di�erent concepts of
the scene, and it might be desirable to use di�erent attention
maps for di�erent channels.

Therefore, in this study, we propose to use multi-
ple attention maps by using multi-head attention (MHA).
Specifically, we use ⇠ 0 heads to output maps in the at-
tention branch, and each head 20 generates attention maps
"20 2 [0, 1])⇥1⇥�⇥, (see Figure 3).

The number of heads⇠ 0 can be di�erent from the num-
ber of channels ⇠, and we align the dimensions as follows.
First, we apply the attention map "20 to each channel 2 of
⌘1;

⌘2
0

1,C ,2 = ⌘1,C ,2"20,C 2 R)⇥⇠⇥�⇥, , (5)

then concatenate them in the channel direction;

⌘01 = cat(⌘1
1, ⌘

2
1, . . . , ⌘

⇠0
1 ) 2 R)⇥(⇠⇠0)⇥�⇥, , (6)

and use a 1 ⇥ 1 convolution

⌘2 = conv(⌘01) 2 R)⇥⇠⇥�⇥, , (7)

with the kernel size of 1⇥ (⇠⇠ 0) ⇥ 1⇥ 1 to generate ⌘2 with
the appropriate dimension.

In this study, we set ⇠ 0 = 3. This means there are
three attention maps "1,"2, and "3, and we denote them
as "D,">, and "1, respectively. "D is the unconstrained
attention maps as in the original ABN, and "> is the object-
constrained map "> of Object-ABN. "1 is the attention
maps of the background. In action recognition, it is known
that the background can be a clue for classification [1], [31]
because of the representation bias [32]. We use two maps for
foreground and background by explicitly separating them.

We introduce the following loss for three attention
maps;

Lmha = LMSE (">,"
0
gt) + _bLMSE ("1, 1 � " 0

gt), (8)



4
IEICE TRANS. ??, VOL.Exx–??, NO.xx XXXX 200x

where _b is a weight. The first term is the same with the mask
loss (4). The second term is for the background attention
maps "1 and uses the inverse of the ground-truth object
masks. Note that we don’t use any losses for "D, and let the
network to obtain the map by itself because the unconstrained
maps might be useful like as in the original ABN.

3.4 PC Loss

When creating attention maps, it would be desirable to have
features well separated in the middle of the network, particu-
larly in the attention branch, because the attention branch can
generated maps suitable for each action categories. To this
end, we introduce the Prototype Conformity (PC) loss [33],
which encourages cluster to be generated in the latent space
and facilitates feature separation. The use of clustered fea-
tures would be advantageous for generating sharp attention
maps while preserving accuracy.

We use the PC loss for features 5 2 '3 in the attention
branch. The loss is represented by

L%⇠ = _%⇠1 k 5 � |2
~ k2

� _%⇠2

 � 1

’
9<~

⇣
k 5 � |2

9 k2 + k|2
~ � |2

9 k2

⌘
,

(9)

where ~ is the label,  is the number of clusters, and |2
9

is the 9-th trainable cluster center. The first term pulls the
feature 5 toward the center |2

~ of the true category ~, while
the second term pushes the feature away from centers of the
all other categories 9 < ~, as well as separates centers from
each other.

The total loss is one of the following;

L =Labn + _maskLmask + _PCLPC (10)

L =Labn + _mhaLmha + _PCLPC, (11)

where _mask, _mha, and _PC are weights.

4. Experiment

4.1 Datasets

We used two datasets in the experiments; UCF101 [34], and
something-something v2 (SSv2) [35].

UCF101 [34] has 101 classes of human actions, con-
sisting of a training set of about 9500 videos and a validation
set of about 3500 videos. Each video was collected from
Youtube, with an average length of 7.21 seconds. We report
the performance of the first split.

SSv2 [35] consists of a training set of 168913 videos,
a validation set of 24777 videos. Each video is about 2 to
6 second-long (average 4.03 seconds), filmed by a crowd
worker. The video contains 173 di�erent templates as action
categories, such as “Dropping [something] into [something]”
that represents the action performed on objects.

4.2 Experimental setting

Training. From a video in the training set, we sampled 16

frames with a stride of four frames (starting at randomly
decided frame) to make an input clip. We resized the shorter
side of the frame randomly in the range of 256 to 320 pixels
while keeping the aspect ratio, randomly cropped a square of
size 224⇥ 224 pixels, and then performed the horizontal flip
with a probability of 50%. The optimizer used for training
was Adam [52] with the learning rate of 10�4, and the number
of training epochs was set to 50.
Validation. For UCF101, we used the multi-view test [53]
as it is common for evaluating performance of this dataset.
From a validation video, one clip was sampled as in training,
and this was repeated 10 times to sample 10 clips. Each clip
was resized to 224 pixels on its short side while maintaining
the aspect ratio, and cropped to 224⇥224 at the right, center,
and left. The results of these 30 clips (views) were averaged
to compute a single prediction score. For SSv2, we don’t use
the multi-view test, instead we sampled one clip is sampled
from a video in the validation set as in the training. Then
we resized the short side to 256 pixels while maintaining the
aspect ratio, then cropped the square patch of size 224⇥ 224
pixels in the center of the frame.
Evaluating sharpness. For a quantitative evaluation of the
sharpness of attention maps, we propose to use entropy of
the maps. If the attention maps are blurry across the en-
tire frames, the distribution of values of the maps becomes
broad and the entropy increases. If the attention maps are
sharp, the distribution should be polarized toward 0 and 1,
entropy should decrease, and the boundary between people
and background is expected to be sharper. Therefore, we
use the entropy as an indicator of the sharpness the attention
maps. However, the entropy decreases when the attention
maps are flat and values falls within a certain range. To mit-
igate this, we normalize the attention map at each frame so
that the minimum and maximum values of maps are 0 and
1, respectively.

To compute the entropy, we create a histogram of at-
tention maps with # = 10 bins from 0 to 1. The frequency
hist[8] of each bin 8 of the histogram is the normalized dis-
crete probability ?8 , which is used to compute the entropy as
follows;

entropy =
#’
8=1

�?8 log2 ?8 , ?8 =
hist[8]Õ#
9=1 hist[ 9]

. (12)

The entropy is calculated for each frame of the video clip,
and the entropy of the video is calculated by averaging the
entropy of all frames.

As a reference, the maximum of the entropy is achieved
when values are ?8 = 1/# . Since # = 10 in our case,
log2 10 ⇡ 3.332 is the maximum value.
Model. As a backbone of ABN, we used X3D-M [6] pre-
trained on Kinetics400 [54]. We divided the X3D-M model
in two between the third and fourth ResBlocks, using the
first half as the feature extractor and the second half as the
perception branch. We added an attention branch comprising
of three ResBlocks and two conv layers, and the features
immediately after the three ResBlocks were used to compute
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Table 1: The performances and entropy values with di�erent
configurations for the validation set of UCF101.

entropy entropy entropy
Labn Lmask Lmha LPC top-1 top-5 "D "> "1

X 95.43 99.29 3.065
X X 96.27 99.68 3.042
X X 95.29 99.44 2.004
X X X 95.14 99.07 1.453
X X 90.91 98.44 2.838 1.342 1.339
X X X 89.98 97.99 2.793 1.381 1.406

interpretable attention [48] 87.11
STA-TSN [49] RGB 83.4
STA-TSN [49] RGB+flow 92.8

(a)

(b) "D with Labn

(c) "> with Labn + Lmask

(d) "> with Labn + Lmask + LPC

Fig. 4: Visualization of results for the validation set of
UCF101. (a) Input videos (every two frames out of 16
frames of a clip are shown). (b) Unconstrained maps "D

with Labn (original ABN). (c) Object-constrained maps ">

with Labn, and Lmask, as well as (d) LPC.

the PC loss.
The resulting model takes an input video clip of size

)in ⇥�in ⇥,in = 16⇥ 244⇥ 244, and generates an attention
map of size ) ⇥ � ⇥, = 16 ⇥ 14 ⇥ 14 which is the spatial
resolution of the third ResBlock of the X3D-M.

For instance segmentation to obtain object masks "gt,
we used Mask R-CNN [55] implemented in Detectron2 [56]
trained on the instance segmentation task of the COCO
dataset [57] with 80 classes.
Parameters. The parameters used in the experiment were
set as follows; _ = 1, _b = 1, _mask = 10, _mha = 10, _PC =
10�4, _PC1 = 1, and _PC2 = 10�3. The number of clusters  
was set to !, the number of categories.

(a) "D with Labn and Lmha

(b) "> with Labn and Lmha

(c) "1 with Labn and Lmha

Fig. 5: Visualization of results for the validation set of
UCF101 with Labn and Lmha. Three types of maps (a)
"D, (b) ">, and (c) "1.

4.3 Experimental results for UCF101

We obtained main results with UCF101, which are shown in
Tab.1. Each row shows the performance and entropy with
di�erent configurations of losses. The first row with Labn
only is equivalent to the original ABN, and the second rows
is the original ABN with the PC loss LPC. In the following
rows, results are of Object-ABN with either of Lmask and
Lmha is used, and with or without the PC loss.

4.3.1 Mask loss

First, we compare the original ABN with the proposed
Object-ABN to verify the e�ect of the mask loss. As can be
seen from the first row (Labn only) and third row (Labn and
Lmask) of Tab.1, the di�erence in the top-1 performance is
0.14 points and not so large. However, the entropy decreased
by more than 1 when the mask loss is used, which means
that quantitatively the sharpness of the attention map was
drastically improved.

Also, the generated attention maps are completely dif-
ferent. In case of using the mask loss (Fig.4(c)), generated
maps"> are sharp so that objects and people are clearly visi-
ble, while the case without the mask loss (Fig.4(b)) produced
maps "D that are blurry and speckled, and action-related
foreground and background doesn’t appear.

4.3.2 PC Loss

Next, we see how the PC loss a�ect the performance and
the attention maps. As shown in Tab.1, using the PC loss
reduces the entropy values and improve the performances
for the cases with the original ABN (the first two rows).
However, when either of Lmask or Lmha is used, the PC loss
seems not to contribute the improvements in this case.
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Figures 4(d) shows maps with the PC loss. Compared
with Fig.4(c) without the PC loss, the separation of the back-
ground and foreground is clearer, and the fluctuations in the
background disappear.

4.3.3 Multiple attention maps

Here, we shows the e�ect of multi-head attention maps.
Corresponding results are the last two rows of Tab.1, where
the performance dropped by about 5% compared to the cases
without Lmha, even with the PC loss. Hence, in terms of
performance, using a single attention map would be better.

However, the entropy values became smaller and the
quality of the maps were further improved by using Lmha, as
shown in Fig.5. The object-constrained mask "> (Fig.5(b))
are far more sharper than those with Lmask (Fig.4(c)), and
even with LPC (Fig.4(d)). Note that we can observe the rep-
resentation bias, stated in the introduction, in unconstrained
masks "D that have higher values in the background than
the foreground. In contrast, object-constrained masks ">

clearly capture the figure of the actor.

4.3.4 Comparisons with other methods

Table 1 also shows performances of other methods that are
intrinsic models for action recognition for the purpose of
visualizing attention maps. Of course none of them have
published entropy values, however their results are visually
much worse than our results in terms of the sharpens of the
attention maps. The performance of our method is better
when not using Lmha, which might be caused by the na-
ture of this dataset. As stated in the introduction, UCF101
[34] and similar datasets (such as Kinetics [54]) have the
representation bias [1], [31], [32]. This e�ect may cause a
visually-random attention map (such as 4(b)) to show a bet-
ter performance. To investigate this issue, in the following,
we show another experiment with SSv2 that doesn’t have the
e�ect.

4.4 Experimental result for SSv2

Here we show the experimental results for SSv2. The train-
ing settings was the same with UCF101, except for the frame
sampling stride (two frames instead of four), no horizontal
flip, and 25 epochs for training. Performances are shown in
Tab.2, and visualization results with the mask loss are shown
in Fig.7, and with the multiple attention maps in Fig.8.

Unlike results of UCF101 shown in previous sections,
the performance was improved from the original ABN by
adding the mask loss, and the entropy of "> for the Object-
ABN is smaller than that of"D for ABN. Furthermore, using
the PC loss and adding the multiple attention maps improve
the performance. The object-constrained maps "> shown
in Fig.7(c)(d) and Fig.8(b) look almost the same, supported
by the similar entropy values in Tab.2. This suggests that
for this dataset the mask loss has the largest impact on the
sharpness of the maps, while the multiple attention maps and

(a) "D with Labn + Lmha + LPC

(b) "> with Labn + Lmha + LPC

(c) "1 with Labn + Lmha + LPC

Fig. 6: Visualization of results for the validation set of
UCF101 with Labn,Lmha, and LPC. Three types of maps
(a) "D, (b) ">, and (c) "1.

Table 2: The performances and entropy values with di�erent
configurations for the validation set of SSv2.

entropy entropy entropy
Labn Lmask Lmha LPC top-1 top-5 "D "> "1

X 54.63 83.23 2.887
X X 54.83 82.73 2.331
X X X 54.97 83.15 2.427
X X X 55.05 83.60 2.921 2.236 2.237

the PC loss also contribute to the performance.
The unconstrained maps "D are shown in Fig.7(b) for

ABN and Fig.8(a) for the proposed method. For the maps
of ABN, the attentions to the object and hands are weaker
(in blue) than to the background at the beginning. After the
action starts, the attention is getting focused on the object,
then becomes strong at the end. In contrast, the maps of
the proposed method are flat at first, then the attention is
continuously focused on the object during the action until
the end.

Therefore, the maps "D are expected to better represent
the temporal information of the action. In contrast, the maps
"> clearly show the subject of the action (hands, in this case),
which represents the spatial information of the action in
each frame. Therefore, the use of multiple attention maps is
expected to lead to a better understanding of spatio-temporal
information of actions.

4.5 E�ect of instance segmentation

The proposed method relies heavily on the results of in-
stance segmentation as it is used to compute the mask loss,
and restrict the object-constraint maps "> (and "1). Fig-
ure 9 shows the object masks "gt (before mask aggrega-
tion by Eq.(3)) for each sequence shown in the experiments.
Figs.9(a)–(c) show segmentation results of each frame for
the “person” class (top rows) and all other classes (bottom
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(a)

(b) "D with Labn

(c) "> with Labn + Lmask

(d) "> with Labn + Lmask + LPC

Fig. 7: Visualization of results for the validation set of SSv2.
(a) Input videos. (b) "D with Labn. (c) "> with Labn, and
Lmask, as well as (d) LPC.

(a) "D with Labn + Lmha + LPC

(b) "> with Labn + Lmha + LPC

(c) "1 with Labn + Lmha + LPC

Fig. 8: Visualization of results for the validation set of SSv2
with Labn,Lmha, and LPC. Three types of maps (a) "D, (b)
">, and (c) "1.

rows).
In the bottom rows, almost all the frames are black, in-

dicating that there are no other categories, except in Fig.9(a)
there are small ball regions (one of the COCO categories)
in a few frames. In contrast, object-constrained maps "> in
Figs.4 and 6 have the small ball region only when the ball is
near the person (in the second frame). This suggests that the
maps ">, trained with the aggregated instance segmentation
masks " 0

gt including all object categories, respond only in

(a) top: person, bottom: others

(b) top: person, bottom: others

(c) top: person, bottom: others

(d) top: person, middle: oven, bottom: others

Fig. 9: Visualization of object masks "gt obtained by in-
stance segmentation. (a)(b) Masks correspond to the se-
quences in Fig.4(a), and (c)(d) to the sequences in Fig.7(a).

the regions of the person performing actions (actors), which
is the main target of the classification task.

This is clearly observed in Fig.9(d) in which the object
masks "gt are separately shown for “person”, “oven” (terri-
ble failure of segmentation), and all other classes (including
“scissors”, “spoon”, and “dining table”). Eq.(3) aggregates
all regions of these categories into a single mask " 0

gt to be
used for computing the mask loss. However, masks "> in
Figs.7 and 8 focus on the hands only, the subject of the action,
with higher values.

This observation suggests that the attention mechanism
of the proposed method is robust to the noise or failure of
instance segmentation results used during the model train-
ing, and able to focusing on the actor in the scene. This
is particularly useful for the task of spatio-temporal action
localization, and will be left for our future work.

5. Conclusion

In this paper, we have proposed Object-ABN, an extension of
ABN by using instance segmentation, and enables the gen-
eration of sharper attention maps, which enable us to clearly
see which parts of the scene the model is focusing on. Ex-
periments with two datasets demonstrated that the proposed
method with the mask loss, multiple attention maps, and the
PC loss improves the quality of attention maps in terms of
entropy, as well as the classification performances. Our fu-
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ture work includes an experimental study of spatio-temporal
action localization of the proposed method, and the further
investigation how the changes in the segmentation mask af-
fect the performance, and whether the attention maps focus
on main actors only or on other people irrelevant to the ac-
tion.
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