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Abstract

Data augmentation (DA) plays a vital role in
improving model performance in low-resource
or limited-supervision scenarios within Natu-
ral Language Processing (NLP). Existing DA
methods, such as synonym replacement and
back-translation, have demonstrated effective-
ness on the word or sentence level; however,
they frequently neglect discourse-level coher-
ence and logical flow, which are essential for
complex tasks dependent on inter-sentential
relationships. In this paper, we propose a
structure-preserving document-level data aug-
mentation framework based on large language
models (LLMs) and fine-grained discourse
structure parsing. Our approach identifies
rhetorical relations between sentence pairs and
extracts key phrases, which are then replaced
with topic-unrelated content while preserving
the original discourse structure. Experimen-
tal results on text summarization and ques-
tion answering show that training with data
augmented by our method consistently outper-
forms the baseline, demonstrating the effective-
ness of structure-preserving data augmentation
for document-level NLP tasks.

1 Introduction

Data augmentation (DA) has emerged as a pivotal
strategy in Natural Language Processing (NLP)
to address data sparsity, particularly under low-
resource or limited supervision scenarios. By syn-
thetically expanding the training data, DA improves
both model robustness and generalization. Existing
approaches primarily operate at the lexical or sen-
tence level, such as synonym replacement, word in-
sertion and deletion, or back-translation, and have
demonstrated effectiveness across a wide range of
NLP tasks. (Van Dyk and Meng, 2001; Shorten
and Khoshgoftaar, 2019; Shorten et al., 2021; Feng
et al., 2021; Chen et al., 2023)

However, lexical- and sentence-level data aug-
mentation methods are primarily effective for

sentence-level NLP tasks and perform poorly on
document-level tasks involving paragraph process-
ing, such as text summarization and question an-
swering. Recently, several studies have begun to
explore data augmentation techniques tailored for
document-level tasks. Huang et al. (2023) proposes
a transfer learning framework with document-level
data augmentation to enhance the transfer of ac-
curate document-level knowledge for aspect-level
sentiment classification tasks. Wu et al. (2024) in-
troduces a target-side augmentation method that
generates diverse candidate translations to facili-
tate the training of document-level machine trans-
lation models. Despite their success, these meth-
ods often overlook higher-level textual structures,
particularly document-level coherence and intra-
paragraph logical flow. As a result, the augmented
paragraphs may contain semantically inconsistent
noise, which can undermine the effectiveness of
model training.

To address this issue, some researchers have ex-
plored incorporating discourse-level information
into document-level data augmentation. For ex-
ample, Feng et al. (2020) proposes a dialogue
discourse-aware augmentation strategy to construct
a pseudo-summarization corpus from existing meet-
ing transcripts. Li et al. (2025) applies content
reordering and segment-level paraphrasing to main-
tain discourse consistency while enhancing diver-
sity. Binte et al. (2024) generates complex ques-
tion—answer pairs guided by discourse relations.
However, these methods typically rely on lim-
ited or coarse-grained discourse representations
and lack a unified mechanism for capturing fine-
grained rhetorical relations across diverse textual
domains. This limitation restricts their applicability
to specific NLP tasks and hinders their potential for
broader adoption.

Preserving discourse structure in data aug-
mentation offers two key benefits: (1) Relying
solely on discourse structure as the augmentation



guide—without task-specific signals—enables the
method to generalize across document-level NLP
tasks. (2) Maintaining the input’s discourse struc-
ture in augmented data simplifies obtaining corre-
sponding target labels, thereby minimizing the risk
of introducing noise. In this paper, we propose
a structure-preserving data augmentation frame-
work for document-level NLP tasks, based on fine-
grained discourse structure parsing. Our method
first parses discourse to identify rhetorical rela-
tions and extract key phrases from sentence pairs.
These phrases are then replaced with new content
while preserving the original rhetorical structure.
Building on this, the framework generates coher-
ent paragraphs that maintain discourse coherence
and introduce semantic diversity, enabling effective
document-level augmentation. We evaluated our
method on two representative downstream tasks:
text summarization and question answering. Ex-
perimental results demonstrate that our approach
consistently improves performance across various
settings, highlighting the effectiveness of structure-
preserving data augmentation.
Our contributions are summarized as follows:

(1) A fine-grained discourse parsing framework
that structurally models rhetorical relations
and sentence-level key semantics within docu-
ments.

(2) A novel discourse-level data augmentation
method that manipulates rhetorical structures
and core content to generate coherent and di-
verse textual instances.

(3) Extensive experiments on summarization and
question answering tasks demonstrating sig-
nificant performance improvements over ex-
isting data augmentation techniques.

2 Related Works

Data augmentation (Feng et al., 2021) generates
new data by transforming existing data points us-
ing operations designed based on prior knowledge
of the problem’s structure (Wang and Yang, 2015;
Wei and Zou, 2019). This augmented data can be
derived from labeled examples and directly applied
in supervised learning (Wei and Zou, 2019), or uti-
lized in semi-supervised learning on unlabeled data
via consistency regularization (Xie et al., 2020).
Based on their targets and approaches, current
data augmentation methods can be categorized into
token-level augmentation (Niu and Bansal, 2018;

Kumar et al., 2020; Miao et al., 2020), sentence-
level augmentation (Chen et al., 2020; Yang et al.,
2020), adversarial data augmentation (Cheng et al.,
2019; Morris et al., 2020), and hidden-space aug-
mentation (Malandrakis et al., 2019; Chen et al.,
2021). Recently, Large Language Models (LL.Ms)
have been increasingly employed for data augmen-
tation due to their strong generative capabilities and
task adaptability, achieving remarkable results (Ye
et al., 2022; Yu et al., 2023; Ubani et al., 2023;
Chung et al., 2023; Dai et al., 2025). However,
token- and sentence-level data augmentation meth-
ods are primarily effective for sentence-level NLP
tasks and perform poorly on document-level tasks
involving paragraph processing, such as summa-
rization and question answering.

Recently, several studies have begun explor-
ing data augmentation techniques tailored for
document-level tasks (Huang et al., 2023; Wu
et al., 2024; Bao et al., 2023). However, exist-
ing document-level data augmentation methods pri-
marily operate at the lexical or syntactic level and
often overlook higher-level structures such as inter-
sentential coherence and document-level logic. As
a result, the augmented data may introduce seman-
tically inconsistent noise in document-level NLP
tasks, undermining the effectiveness of model train-
ing. To address this limitation, recent efforts have
focused on document-level data augmentation that
incorporates discourse-level structure (Feng et al.,
2020; Pasunuru et al., 2021; Binte et al., 2024; Li
et al., 2025). However, despite these advances,
most existing discourse-aware data augmentation
methods rely on coarse-grained or task-specific dis-
course representations and lack a unified frame-
work for modeling fine-grained rhetorical rela-
tions that generalize across diverse textual domains.
Therefore, we propose a structure-preserving data
augmentation framework for document-level NLP
tasks, grounded in fine-grained discourse structure
parsing.

We also summarize relevant work on discourse
parsing. Foundational frameworks such as Rhetori-
cal Structure Theory (RST) (Mann and Thompson,
1988) and the Penn Discourse Treebank (Prasad
et al., 2008) provide structured representations
of discourse through rhetorical trees or argument
spans. Recently, neural discourse parsers have been
developed (Morey et al., 2017; Shi et al., 2020; Hu
and Wan, 2023). In this paper, we aim to improve
both the efficiency and effectiveness of document-
level discourse parsing. To this end, we refine



the set of rhetorical relation types, streamline the
discourse parsing process, and propose an LLM-
based fine-grained discourse parsing framework
that structurally models rhetorical relations and
sentence-level key semantics within documents.

3 Methodology

As illustrated in Algorithm 1 and Figure 1, we pro-
pose a structure-preserving document-level data
augmentation framework consisting of three key
stages. First, rhetorical relations between sentence
pairs are identified through discourse parsing, and
salient words or phrases are extracted from each
sentence. Next, the extracted key phrases are re-
placed with topic-irrelevant content to introduce se-
mantic variability. Finally, a new document is gen-
erated by preserving the original rhetorical struc-
ture while incorporating the modified content. This
approach increases data diversity without compro-
mising discourse coherence, thereby providing reli-
able support for downstream tasks that require both
semantic understanding and structural reasoning.

3.1 Discourse Parsing and Key Phrase
Extraction

Given an input document D, we first decompose
it into an ordered sequence of sentences D =
{s1,82,...,5n}, where s; denotes the i-th sen-
tence in D and n is the total number of sentences.
Lines 1-9 of Algorithm 1 perform discourse pars-
ing and key phrase extraction within the input doc-
ument D.

Note that, to simplify the discourse parsing pro-
cess, we do not adopt Rhetorical Structure Theory
(RST) (Mann and Thompson, 1988); instead, we
employ a simplified dependency-style approach to
discourse parsing. Specifically, the rhetorical rela-
tion R; ; between sentences s; and s; must satisfy
the following three constraints: (a) I?; ; indicates
that there exists a rhetorical relation from s; to
s; (1 < 7), but not vice versa. (b) Except for s1,
each sentence s; (where j = 2,...,n) must have
exactly one rhetorical relation 1?; ; with a preced-
ing sentence s; (where 7 < j). (¢) R; ; is selected
from one of the six types of rhetorical relation de-
fined in Table 1, which capture the most common
and semantically salient inter-sentential relation-
ships observed in natural text.These relations are
designed to balance expressiveness, interpretability,
and applicability to both generation and analysis
tasks.

Algorithm  1:  Structure-Preserving
Document-Level Data Augmentation

Input: Document D = {sq,...,s,}
Output: Augmented document
={s),...,s,}
/* Discourse parsing and key phrase
extraction */
1 Initialize OriList < [] ;
2 forjin(2,---,n)do
3 s; < Findvalid(sy, - ,sj-1);
4 Ri,j — Oz(Si, Sj) ;
5 KZ%B(SZ), // Ki:(kil, ,kf)
6 K; < B(s;); 7/ K]:(krjl-, -,k:;?)
7 A (s, Ki, 55, K, R ) ;
8 OriList.append(A,; ;) ;

9 end
/* Key phrase replacement */
10 Initialize AuglList < [] ;
u for A; ; in OriList do
2| K y(Ki, (K, KG)
/1 K= (kY kP
13 K« v(Kj, (Ki, -,
// K’» = (k;(l K
u | AL (s Ki, s Ko R g) s
15 AuglList.append(A; ;) ;
16 end
/* Paragraph generation */
17 foriin(1,--- ,n) do
18 | si= (5(A’

1,7 *'L)’

19 D’.append(s!) ;
20 end

Therefore, for a given sentence s;, the function
FindValid(s;, - - - , sj—1) in Line 3 of Algorithm 1
identifies a sentence s; that holds a rhetorical rela-
tion with s; according to the following procedure:

(1) The algorithm first checks whether a valid
rhetorical relation exists between s; and s;_1.
If so, s; is set to s5;_1.

(2) If no rhetorical relation is found between s;_1
and s;, the algorithm sequentially examines
each sentence from sq to s;_o to determine
whether a valid rhetorical relation exists with
s;. If such a sentence is found, s; is set to the
first one that satisfies the condition.

(3) If no valid rhetorical relation is detected be-
tween s; and any preceding sentence, s; is set
to s;_1, and R; ; is assigned a default “Con-
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Figure 1: Structure-preserving document-level data augmentation

tinuation & Expansion” relation.

Since most sentences s; typically have rhetorical
relations with either s;_; or s1, the above process
reduces the discourse parsing time complexity from
O(n?) to approximately O(n).

As shown in Lines 4-8 of Algorithm 1, a(s;, s;)
denotes the function that identifies the rhetorical
relation between s; and s;, while 3(s;) denotes
the function that extracts key phrases from sen-
tence s;. If key phrases have already been ex-
tracted from s;, ((s;) directly returns the pre-
viously obtained result to ensure consistency in
the extraction process. The extracted information
is stored as A; ; = (s;, K, 55, K, R; ;), where
K; = (k,..., k) and K; = (kj,...,k]) rep-
resent the key phrases of s; and s;, respectively.
Each A; ; is added to OriList, which is then used
to replace the key phrases K; and K.

3.2 Key Phrase Replacement

Lines 10-16 of Algorithm 1 focus on replacing
the extracted key phrases in each entry of OriList
while preserving the corresponding rhetorical rela-
tions within the document D.

For each parsed input data A; ;, where the rhetor-
ical relation R;; and key phrases K; and K;
have been extracted as described in Section 3.1,
we proceed to construct the corresponding aug-
mented key phrases K} and K. For s; € A;;,
the function v(K;, (K, -- ,K!_,)) generates re-

placement key phrases for K; by referencing both
the original key phrases K; and the previously re-
placed key phrases (K/,--- ,K/_,). This process
ensures thematic consistency and discourse-level
coherence throughout the augmented document.

Specifically, the function 7 replaces each key
phrase with a semantically consistent but topically
distinct alternative, guided by a shared augmen-
tation topic inferred from previous replacements.
The resulting structure-preserved augmented data
is formalized as: A;’j (sh, K, 89, K;, R; ),
where s} and s} are placeholders for sentences in
the augmented data to be generated in Section 3.3.
Each A; ; 1s appended to AuglList, which is subse-
quently used to generate the final augmented docu-
ment D’

3.3 Paragraph Generation

Lines 17-20 of Algorithm 1 describe the final step
of generating the augmented document D’ using
the modified key phrases and the original rhetorical
relations stored in AugList.

For each sentence placeholder s, the function
6(Aj,, AL ;) generates a new sentence based on
the structure-preserved related data A} , and A ;.
Each generated s, must consist of exactly one sen-
tence, ensuring that the total number of sentences
in the augmented document remains identical to
that of the original input document. The final aug-
mented document D’ is then constructed by assem-
bling the generated sentences {s, ..., s} }.



Rhetorical | Explanation

Relation

Causality & | Expresses a cause, conse-

Condition quence, or conditional premise
between two sentences.

Contrast & | Highlights semantic contrast,

Transition opposition, or a transitional
shift in topic or stance.

Coordination | Presents parallel content or ar-

& Sequence | ranges ideas in a temporal or
logical sequence.

Explanation | Provides elaboration, clarifica-

& Clarifica- | tion, examples, or further ex-

tion planation of the preceding con-

tent.

Summary &

Summarizes, generalizes, or

& Expansion

Generaliza- | abstracts previously stated con-
tion tent.
Continuation | Naturally continues or extends

a prior idea, often without ex-

plicit connectives.

Table 1: Six rhetorical relation types and their corre-
sponding descriptions.

It is worth noting that, as described in Sec-
tion 3.2, we only perform key phrase replacement
within individual sentences. Moreover, the rhetor-
ical relations R; ; remain unchanged during the
generation process described in this section. As
a result, the augmented document D’ preserves
not only intra-sentence semantic similarity with
the original input document D, but also maintains
global structural consistency.

Furthermore, since both sentence-level and
paragraph-level discourse structures are preserved,
the corresponding target-side annotations for down-
stream tasks can be derived through simple rule-
based mappings. For example, in summarization,
the summary sentence in the augmented document
can be aligned to the one at the same index as
in the original document. In question answering,
the answer span can be identified by selecting the
key phrase in the augmented document that cor-
responds to the same relative position as in the
original input.

4 Experiment Settings

4.1 Datasets and Metrics

To evaluate the effectiveness of the proposed
structure-preserving document-level data augmen-

tation framework, we conduct experiments on two
document-level NLP tasks: text summarization and
question answering.

For the text summarization task, we use two
datasets—the Chinese Abstractive Corpus' and the
Newsroom Dataset (Grusky et al., 2018)—both of
which provide summaries that are extracted ver-
batim from the original paragraphs. To improve
experimental efficiency, we did not utilize the full
datasets. Instead, 2,000 instances were randomly
sampled from each dataset as input for generat-
ing augmented data using the method described
in Section 3. An additional 2,000 instances were
sampled as a control group, and 1,000 instances
were reserved as the test set.

For the question answering task, we use the
SQuADI1.1 (Rajpurkar et al., 2016) dataset. To
improve experimental efficiency, 4,000 instances
were randomly sampled as input for generating
augmented data using the method described in Sec-
tion 3. An additional 4,000 instances were sampled
as a control group, and 1,000 instances were re-
served as the test set.?

Different evaluation metrics are used for differ-
ent datasets. For the Chinese Abstractive Corpus
and the Newsroom dataset, we adopt BLEU (Pa-
pineni et al., 2002), ROUGE-1, ROUGE-2, and
ROUGE-L (Lin, 2004) as evaluation metrics. For
SQuAD 1.1, we use F1 score and Exact Match
(EM) (Rajpurkar et al., 2016).

4.2 Baselines

We use a locally deployed, small-scale instruction-
tuned LLLM as the baseline in our experiments. In
addition, we construct several training datasets to
fine-tune a locally deployed base LLM and com-
pare the performance of each fine-tuned variant
against the baseline across different datasets. The
training dataset configurations are defined as fol-
lows:

* Inp: Fine-tuning the base LLM using only the
sampled input data.

* Con: Fine-tuning the base LLM using only
the sampled control data.

"https://github.com/wonderfulsuccess/chinese_
abstractive_corpus

%Possibly due to the relative simplicity of the question
answering task compared to text summarization, fine-tuning
the base LLM model with a small dataset leads to worse per-
formance than directly using the instruction-following LLM
model. Therefore, we sampled 4,000 instances for this task.
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discourse Given a sentence pair (s;, s;), identify rhetorical relation into one of the predefined types in Table 1.
parsing and Extract all key words or phrases from each sentence without modification. The output follows the format:
key phrase arc(s;, si_keyword, relation, s;_keyword, s;) .

extraction
key phrase Given previously replaced content and arc(s;, s;_keyword, relation, s;_keyword, s;), strict one-to-one
replacement | mapping and no completely lexical overlap between original and substituted keywords. The replaced
keywords topic must be consistent with the given previously replaced content topic. The output strictly
follows the format:arc(s;, replaced_s;_keyword, relation, replaced_s;_keyword, s;).

paragraph Given replaced arc(s;, replaced_s;_keyword, relation, replaced_s;_keyword, s;), use of all pro-

generation vided keywords in each generated sentence, with no omission or paraphrase and only one sentence
can be generated. Preservation of the specified rhetorical relation between the sentence pair (s;, s;).
Contextual coherence with prior sentences to ensure fluent document-level discourse.

Table 2: Prompt texts used during the data augmentation process

* Aug: Fine-tuning the base LLM using only
the augmented data.

¢ Inp+Con: Fine-tuning the base LLM using
both the input and control data.

e Inp+Aug: Fine-tuning the base LLM using
both the input and augmented data.

* Con+Aug: Fine-tuning the base LLM using
both the control and augmented data.

* Inp+Con+Aug: Fine-tuning the base LLM
using all three datasets: input, control, and
augmented data.

4.3 Implementation Details

In the data augmentation process, we employ
Qwen?2.5-7B-Instruct 3, a small-scale instruction-
tuned language model developed by Alibaba
DAMO Academy, to perform the three tasks de-
scribed in Section 3: discourse parsing, key phrase
replacement, and paragraph generation. As de-
scribed in Section 3, we decompose the structure-
preserving data augmentation process into three
separate stages, which yields significantly better
performance than executing it in an end-to-end
manner. As shown in Table 2, each step is exe-
cuted independently using a single prompt with the
LLM.

For efficiency, Qwen2.5-3B-Instruct* is de-
ployed locally as the baseline model. To evalu-
ate the effectiveness of each training dataset dur-
ing fine-tuning, we use Qwen2.5-3B-Base” as the
base LLM. Qwen2.5-3B-Base is fine-tuned using
LoRA (Hu et al., 2022). The training batch size is
set to 1 per device, with a gradient accumulation

3https://huggingface.co/Qwen/QwenZ.
5-7B-Instruct

*https://huggingface.co/Qwen/Quen2.
5-3B-Instruct

5https://huggingface.co/Qwen/QwenZ.5—3B

step of 32. A learning rate of 1 x 107° is used,
and the model is trained for 3 epochs with a co-
sine learning rate scheduler and a warmup ratio of
0.1. All experiments are conducted using bfloat16
precision.

5 Result and Analysis
5.1 Main Result

To evaluate the effectiveness of the proposed
structure-preserving data augmentation framework,
extensive experiments are performed on document-
level text summarization and question answering
tasks. Table 3 reports the BLEU and ROUGE
scores for various fine-tuning configurations on
both Chinese and English summarization datasets,
based on human-annotated references. Table 4
presents the Exact Match (EM) and F1 scores on
the SQuUAD 1.1 dataset, using the same reference
standard.

On the Chinese Abstractive Corpus, a clear per-
formance gain is observed when augmented data is
incorporated. The baseline Qwen2.5-3B-Instruct
model without fine-tuning yields relatively low
scores, indicating its limited ability to capture
summarization-relevant structures. Fine-tuning
with augmented data alone significantly improves
performance, demonstrating the effectiveness of
the proposed structure-preserving data augmenta-
tion framework for text summarization. Interest-
ingly, combining multiple datasets generally yields
the best performance. In particular, the LLM fine-
tuned on both input and control data achieves the
highest overall ROUGE scores. The model fine-
tuned on all three datasets also performs competi-
tively, suggesting that mixed supervision from di-
verse sources can enhance generalization ability.

As shown in Table 3, the performance on the
Newsroom Dataset exhibits a trend similar to that
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Method Chinese Abstractive Corpus Newsroom Datase
BLEU ROUGE-1 ROUGE-2 ROUGE-LBLEU ROUGE-1 ROUGE-2 ROUGE-L
Baseline || 0.139 0.290 0.193 0.265 0.267 0.401 0.290 0.364
Inp 0.249 0.391 0.312 0.372 0.634 0.697 0.657 0.686
Con 0.228 0.370 0.289 0.351 0.653 0.712 0.676 0.703
Aug 0.269 0.375 0.309 0.360 0.639 0.696 0.658 0.686
Inp+Con || 0.276 0.417 0.343 0.400 0.686 0.741 0.709 0.733
Inp+Aug || 0.247 0.385 0.304 0.366 0.775 0.796 0.765 0.787
Con+Aug|| 0.233 0.372 0.289 0.351 0.787 0.806 0.778 0.798
Inp+Con || 0.275 0.412 0.338 0.396 0.780 0.789 0.757 0.780
+Aug
Table 3: Performance of different fine-tuning datasets on the text summarization task
Method H Exact Match  F1 the proposed method effectively improves model
Baseline 0.636 0.791 accuracy in the question answering task.
Inp 0.708 0.780 Interestingly, the baseline model achieves the
Con 0.690 0.742 highest F1 score (0.791), outperforming all fine-
Aug 0.698 0.740 tuned models, which contrasts with the trend ob-
Inp+Con 0.697 0.746 served in the Exact Match (EM) metric. This dis-
Inp+Aug 0.701 0.751 crepancy arises because fine-tuning significantly
Con+Aug 0.720 0.740 improves EM scores, reflecting enhanced precision
Inp+Con+Aug 0.731 0.779 in generating reference answers, but may simulta-

Table 4: Performance of different fine-tuning datasets
on the question answering task

observed on the Chinese dataset. Although the
baseline starts at a relatively high level, substantial
improvements are still achieved when fine-tuning
the base LLM with the augmented data. The best
results are achieved when the LLM is fine-tuned
on a combination of control and augmented data.
The second-best performance is obtained by the
model fine-tuned on all three types of training data.
These results suggest that the augmented data gen-
erated by the proposed method effectively improves
model performance in the text summarization task.

Table 4 presents the performance of various fine-
tuning configurations on the SQuADI1.1 dataset,
evaluated using Exact Match (EM) and F1 scores
against human-annotated gold answers. The base-
line model without fine-tuning achieves an EM
score of 0.636. Fine-tuning the LLM solely on
augmented data increases the EM score to 0.698,
demonstrating the effectiveness of the proposed
data augmentation method. Fine-tuning the model
with control and augmented data yields additional
performance gains, while using all three datasets
achieves the highest EM score of 0.731. These re-
sults suggest that the augmented data generated by

neously reduce the model’s flexibility in handling
paraphrases or semantically equivalent expressions,
leading to a lower overall F1 score. As the amount
of training data increases, the F1 score steadily
improves. Among the fine-tuned models, the one
trained on the combination of all three data types
attains the highest F1 score, second only to the
baseline. This finding suggests that the augmented
data generated by our proposed method effectively
enhances model performance.

5.2 Case Study

To illustrate the practical operation of our structure-
preserving document-level data augmentation
framework, Table 5 presents a step-by-step case
study.

Discourse parsing and key phrase extraction:
In the discourse parsing and key phrase extraction
step, rhetorical relations are identified between sen-
tence pairs within the original input document, and
key phrases are extracted from each sentence. For
example, sentence s; contains key phrases such
as “Petersen Publishing Company”’and “in Los An-
geles,”’and holds an Explanation & Clarification
rhetorical relation with sentence so, since sy pro-
vides additional details about the “Circle Track”
magazine published by Petersen Publishing Com-

pany.



original s1: The Petersen Publishing Company in Los Angeles, which already has 13 monthly magazines catering
input to leisure-time activities, has two more on the drawing board.
document so2: Like six of its current titles, one will deal with motor vehicles - Circle Track, whose first issue will
have an October cover and a circulation of 125,000.
s3: Page rates have been set at $1,200 for one full-page black-and-white and $1,920 for four-color.
s4: VideoWorld, whose first issue will be marked December, will be consumer-oriented and will have a
circulation of 200,000.
s5: Page rates will be $2,625 and $4,200, respectively.
discourse Aj,2: (s1, (Petersen Publishing Company, in Los Angeles, 13 monthly magazines, - - -), s2, (six of its current
parsing titles, one will deal with motor vehicles, Circle Track, first issue, - - -), Explanation & Clarification),
and As 3 (s2, (six of its current titles, one will deal with motor vehicles, Circle Track, first issue, - - ), s3, (Page
key phrase rates, $1,200 for one full-page black-and-white, $1,920 for four-color), Coordination & Sequence),
extraction Aj 4 (s1, (Petersen Publishing Company, in Los Angeles, 13 monthly magazines, - - -), s4, (VideoWorld, first
issue , December, consumer-oriented, - - -), Explanation & Clarification),
Aus: (84, (VideoWorld, first issue , December, consumer-oriented, - - -), s5, (Page rates, $2,625 and $4,200,
respectively), Coordination & Sequence)
key A’LQ: (s, (Smithsonian Institution, in Washington D.C., 13 annual reports, historical preservation, - - -), s5,
phrase (six ongoing projects, one focusing on ancient ruins, Terra Cotta Warrior, first excavation, - - -), Explanation
replace- & Clarification),
ment ’2’3: (85, (six ongoing projects, one focusing on ancient ruins, Terra Cotta Warrior, first excavation, - - -),
s%, (Publication rates , $1,800 for one full-page black-and-white , $2,700 for four-color), Coordination &
Sequence),
A’ 4: (sh, (Smithsonian Institution, in Washington D.C., 13 annual reports, historical preservation, - - -), s},
(Héritage Preservation Quarterly, inaugural edition, published in January, - - -), Explanation & Clarification),
A} 5 (s}, (Heritage Preservation Quarterly, inaugural edition, - - -), s5, (Publication rates, $2,100 and $3,150,
respectively), Coordination & Sequence)
paragraph s’ : The Smithsonian Institution in Washington D.C., has released 13 annual reports focused on historical
generation preservation, and there are three more in development.
sh: Like six ongoing projects, one focusing on ancient ruins, including the Terra Cotta Warrior, which
began its first excavation in November, team size 50 is currently working on multiple fronts to uncover
more historical secrets.
s5: Publication rates have been established at $1,800 for one full-page black-and-white and $2,700 for
four-color.
s4: Heritage Preservation Quarterly, whose inaugural edition will be published in January, will focus
on educational initiatives and will reach an audience of 150,000.
s5: Publication rates will be $2,100 and $3,150, respectively.

Table 5: A Case study of structure-preserving document-level data augmentation

Key Phrase Replacement: In the key phrase
replacement step, extracted key phrases are substi-
tuted with contextually coherent alternatives. For
example, “The Petersen Publishing Company” in
sentence s is replaced with “Smithsonian Institu-
tion,” and “Circle Track” in sentence s is replaced
with “Terra Cotta Warrior.” Importantly, these re-
placements are performed in a manner that pre-
serves the original rhetorical relations identified in
the previous step.

Paragraph Generation: In the paragraph gen-
eration step, the augmented document is generated
based on the previously parsed rhetorical relations
and the replaced key phrases. For example, s} de-
scribes “the Smithsonian Institution”, which is ded-
icated to historical preservation, while s}, provides
further details about the Institution’s “Terra Cotta
Warrior” project. Notably, the rhetorical relation
between the generated sentences s} and s/, remains
consistent with that between the original sentences
s1 and so. The generated paragraph preserves the

rhetorical structure, key phrase sequencing, and
logical relations of the original document. This
demonstrates that our method can produce aug-
mented data that are both structurally faithful to the
source document and lexically diverse.

6 Conclusion

In this paper, we propose a structure-preserving
document-level data augmentation framework,
grounded in fine-grained discourse structure pars-
ing. Our approach identifies rhetorical relations
between sentence pairs and extracts key phrases,
which are then replaced with topic-unrelated con-
tent while preserving the original discourse struc-
ture. The augmented data generated by our method
consistently improves performance on text summa-
rization and question answering tasks, demonstrat-
ing the effectiveness of structure-preserving data
augmentation. Moreover, our proposed method is
task-agnostic and theoretically applicable to a wide
range of document-level NLP tasks.



Limitations

The primary limitation of this work is that the data
augmentation process is implemented through three
relatively independent stages, rather than via an
end-to-end machine learning approach. However,
even end-to-end data augmentation methods must
inherently involve the same three stages outlined
in this paper: discourse parsing and key phrase
extraction, key phrase replacement, and paragraph
generation. Since these stages have distinct prob-
lem formulations and objectives, integrating them
into a unified end-to-end framework remains a sig-
nificant challenge. Addressing this challenge will
be an important direction for our future work.

In addition, the core processing in our proposed
method is implemented using pretrained large lan-
guage models (LLMs). This design choice is moti-
vated by the fact that our primary contribution lies
in establishing a framework for analyzing rhetorical
relations and sentence-level key semantics within
documents, and leveraging the resulting discourse
structure for data augmentation. Therefore, replac-
ing the LLM component with more advanced dis-
course modeling techniques could, in principle,
yield better structural representations. We leave
this exploration for future work.

Although our proposed method is task-agnostic
and theoretically applicable to a wide range of
document-level NLP tasks, in this work we focus
our empirical evaluation on text summarization and
question answering. As future work, we plan to
extend our evaluation to more complex document-
level tasks, such as document-level machine trans-
lation and aspect-level sentiment analysis.
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