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Abstract001

As Large Language Models (LLMs) gain002
autonomous capabilities, their coordination003
in multi-agent settings becomes increasingly004
important. However, they often struggle005
with cooperation, leading to suboptimal out-006
comes. Inspired by Axelrod’s Iterated Pris-007
oner’s Dilemma (IPD) tournaments, we explore008
how personality traits influence LLM cooper-009
ation. Using representation engineering, we010
steer Big Five traits (e.g., Agreeableness, Con-011
scientiousness) in LLMs and analyze their im-012
pact on IPD decision-making. Our results show013
that higher Agreeableness and Conscientious-014
ness improve cooperation but increase suscep-015
tibility to exploitation, highlighting both the016
potential and limitations of personality-based017
steering for aligning AI agents. Keywords:018
LLM personality, LLM behaviors, decision-019
making, multi-agent, cooperation games, steer-020
ing vectors, representation engineering021

1 Introduction022

1.1 LLMs and Multi-Agent Coordination023

Large Language Models (LLMs) have recently024

shown remarkable agentic capabilities, moving025

from passive text completion to agentic collabo-026

ration (Xi et al., 2023; Wang et al., 2024; METR,027

2024). As these models become more autonomous,028

questions about how multiple LLMs interact have029

taken on increasing urgency. Prior research indi-030

cates that multi-agent LLM systems can outper-031

form single-agent setups in tasks involving strate-032

gic reasoning and social inference. For example,033

Sreedhar and Chilton (2024) report that multi-agent034

LLMs achieve 88% accuracy in strategic behavior035

simulation, compared to 50% for single LLMs.036

Yet, these interactions can also be highly un-037

predictable and adversarial. Rivera et al. (2024)038

describe how LLM-driven agents occasionally es-039

calate simulated war games to catastrophic levels,040

while Mukobi et al. (2023) find that similar mod- 041

els—despite showing baseline cooperative tenden- 042

cies—are easily exploited by deceptive opponents. 043

This underscores the need for structured methods 044

to guide LLM behavior in strategic settings. 045

1.2 LLM Personality Traits and Strategic 046

Decision-Making 047

LLMs have demonstrated the capacity to exhibit 048

distinct personality traits (Pan and Zeng, 2023; 049

Serapio-García et al., 2023). Furthermore, LLMs 050

can be steered toward characterizing specific per- 051

sonality traits, resulting in behavior patterns that 052

mirror humans possessing those same traits (Li 053

et al., 2024; Jiang et al., 2024). This suggests 054

that personality traits in LLMs play a crucial role 055

in decision-making and behavior, much like they 056

do for humans (Riggio et al., 1988; Bayram and 057

Aydemir-Dev, 2017). 058

In the context of strategic decision-making, re- 059

search has shown that agreeable individuals tend to 060

cooperate more but risk being exploited (Kagel and 061

McGee, 2014). Conscientious individuals priori- 062

tize long-term gains over immediate rewards, often 063

favoring sustained cooperation. These dynamics, 064

well-studied in human psychology, raise an impor- 065

tant question: Do similar personality-driven behav- 066

iors emerge in LLMs when placed in competitive 067

or cooperative environments? 068

1.3 Related Work 069

Personality and AI Decision-Making Chan 070

et al. (2023) found that LLM cooperativeness varies 071

when prompted with different strategic personas, 072

while Zhang et al. (2024) observed that person- 073

ality traits affect model vulnerability to adversar- 074

ial prompts. We investigate whether personality 075

steering enhances LLM cooperation in multi-agent 076

games 077
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1.4 Motivation and Contributions078

Building on these insights, our study explores how079

personality traits influence LLM cooperation in It-080

erated Prisoner’s Dilemma (IPD) scenarios using081

representation engineering. Specifically, we exam-082

ine:083

• How do personality traits affect LLM behavior084

in simulated multi-agent games?085

• Which traits lead to maximal or minimal co-086

operation in strategic settings?087

Our main contributions include:088

• A systematic evaluation of how Big Five Per-089

sonality Traits influence LLM behavior in090

the Prisoner’s Dilemma and its variants.091

• Identification of personality traits that pro-092

mote cooperation versus those that lead to093

deception or exploitability.094

2 Experimental Setup095

2.1 Iterated Prisoner’s Dilemma096

In the game of Iterated Prisoner’s Dilemma, coop-097

eration yields the best outcomes for both players098

while the worst combined outcome happens when099

neither cooperates. The game is repeated over a100

number of rounds for each iteration, with the play-101

ers informed of past rounds.102

Based on this, we designed three different setups103

to examine various aspects of cooperation. In each104

setup, Player A, whose behavior is analyzed, is105

an LLM agent. To analyze how personality traits106

affects LLMs behavior, Player A will undergo per-107

sonality steering through representation engineer-108

ing. During the game itself, LLMs were prompted109

to reason through their decisions before respond-110

ing, allowing us to assess their strategic thinking111

and adaptability in the game.112

2.1.1 Preliminary experiments113

We investigated cooperation rates of 3 open-114

sourced LLMs in an Iterated Prisoner’s Dilemma115

game: Llama-3.1-8b-instruct (AI@Meta, 2024),116

Gemma2-9b-it (Team et al., 2024) and Mistral-117

Nemo-Instruct-2407 (MistralAI, 2024). Both pris-118

oners are controlled by LLMs, and their coopera-119

tion rates are calculated.120

2.1.2 Personality steering 121

We employed the Big Five Personality 122

traits—openness, conscientiousness, extraversion, 123

agreeableness, and neuroticism—as a basis for 124

steering models. Representation vectors for 125

each personality were extracted using contrastive 126

prompts (Zou et al., 2023). These vectors were 127

then applied to steer the models’ personalities, 128

increasing or decreasing expression of the 129

corresponding trait (see Appendix D). 130

2.1.3 Experiment settings 131

In each of the following experiments, we used 132

Mistral-Nemo-Instruct-2407 as the LLM. Each 133

iteration/game comprised 10 rounds of Iterated 134

Player’s Dilemma, with the number of iterations 135

varying depending on the type of opponent (see 136

description of setups below). The model used had 137

12B parameters, and the experiments were con- 138

ducted on 1x H100. The total computational bud- 139

get for these experiments was approximately 20 140

GPU days. 141

2.1.4 Setup 1 - Iterated Prisoner’s Dilemma 142

In this setup, Player B operates following one of 143

three rule-based strategies: Always Defect, Al- 144

ways Cooperate and Random. 145

We calculated four aspects of cooperation: Trou- 146

blemaking Rate, Exploitability Rate, Forgive- 147

ness Rate and Retaliatory Rate. 148

2.1.5 Setup 2 - Iterated Prisoner’s Dilemma 149

with communication 150

This setup expands on Setup 1 by introducing com- 151

munication between players before each round. 152

Communication between players is limited to the 153

words "cooperate" or "defect." Initially, Player B 154

declares its intended move, selected randomly, and 155

Player A decides what to communicate and what ac- 156

tion to take. Player B then follows a fixed strategy, 157

adjusting its actions based on Player A’s commu- 158

nication: Altruistic B whom thinks for the greater 159

good or Selfish B whom is exploitative. 160

We measured the Lying Rate, which is the fre- 161

quency of discrepancies between Player A’s com- 162

municated intent and actual action. 163

2.1.6 Setup 3 - Iterated Player’s Dilemma with 164

communication, Player B as an agent 165

In this setup, Player B is also an LLM agent, un- 166

dergoing personality steering similar to Player A. 167

This allows us to explore interactions between two 168
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steered agents. We measured: Total score and169

Personal score of Player A.170

3 Results171

3.1 Preliminary results172

Figure 1: Results of preliminary experiments showing
cooperation rates of 3 open-sourced models in the game
of Iterated Player’s Dilemma

Initial experiments with various open-source173

models revealed suboptimal cooperation rates in174

the Iterated Player’s Dilemma, as shown in figure175

1. Among the models, Llama3.1-8b-instruct exhib-176

ited the highest median cooperation rates at 0.70,177

while Gemma2-9b-it showed the lowest median co-178

operation rates at 0.10. Despite these differences,179

this suggests all models have capacity for improved180

cooperation.181

3.2 Setup 1 - Iterated Prisoner’s Dilemma182

The experiment showed that steering LLMs to-183

wards expressing Agreeableness, Conscientious-184

ness, and Openness reduced median troublemaking185

rates to 0.00. However, high Agreeableness also186

leads to the largest increase in exploitability; an187

increase of 0.44 from the median baseline of 0.00.188

Additionally, Agreeableness also had the largest189

impact on both forgiveness and retaliatory rates.190

An increase of 0.75 from the median baseline of191

0.00 and a decrease of 0.75 from the median base-192

line of 1.00 for forgiveness and retaliatory rates193

respectively.194

3.3 Setup 2 - Iterated Prisoners’ Dilemma195

with communication196

The unsteered model, as the baseline, tended to lie,197

with median lying rates of 0.70. But this tendency198

decreased with higher Agreeableness and Consci-199

entiousness, reducing median lying rates to 0.00200

and 0.10 respectively against an altruistic opponent201

and 0.10 and 0.20 respectively against an selfish202

opponent. In addition, our results suggest opponent203

behavior does not seem to have a large impact on204

lying rates.205

Figure 2: a) Troublemaking rate, b) Exploitability rate,
c) Forgiveness rate, d) Retaliatory rate of Player A for
baseline; un-steered, and each of the big five personali-
ties steered in each direction at a factor of 3.5 for each
personality vector.

3.4 Setup 3 - Iterated Prisoner’s Dilemma 206

with communication, Player B as an agent 207

When both players are steered towards agreeable- 208

ness, they served 60% fewer years in prison collec- 209

tively than the baseline. Additionally, Players who 210

are steered towards agreeableness and conscien- 211

tiousness consistently out-perform models steered 212

towards other traits in terms of collective years in 213

prison. However, they also consistently perform 214

the worst in terms of their own years in prison. 215

4 Discussion 216

Our results indicate that personality traits signifi- 217

cantly influence LLM behavior in multi-agent set- 218

tings. 219

In setup 1, where various aspects of cooperation 220

were studied, we show that increased exploitability 221

associated with high Agreeableness highlights a 222

trade-off between cooperation and vulnerability. 223

In Setup 2 where LLMs are allowed to commu- 224

nicate before acting, we show that steering LLMs 225

towards higher Agreeableness and Conscientious- 226

ness results in lowered lying rates. Importantly, 227

this suggests that these traits promote honesty re- 228

gardless of the opponent’s behavior. This finding 229
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Figure 3: Lying rate of Player A for baseline; un-steered,
and each of the big five personalities steered in each
direction at a factor of 3.5 for each personality vector.
a) Player B - altruistic, b) Player B - selfish

underscores the potential of personality steering to230

enhance trustworthiness in LLMs.231

Interactions between LLM agents in Setup 3 re-232

veal that LLMs which are steered towards Agree-233

ableness and Conscientiousness tend to be willing234

to sacrifice their own interest for the common good.235

On top of that, results also show that honesty con-236

tributed positively to the group outcome regardless237

of individual exploitation.238

These findings highlight the potential of lever-239

aging personality traits in LLMs to enhance their240

safety and cooperative performance. However, they241

also underscore a key tradeoff: while steering can242

shape AI behavior in multi-agent settings, making243

AI ’safer’ in some contexts may also increase its244

susceptibility to exploitation.245

Additionally, the change in behavior seems to246

align with the common understanding of the traits,247

especially following steering of Agreeableness and248

Conscientiousness. (Kagel and McGee, 2014) have249

also demonstrated that higher levels of Agreeable-250

ness are associated with increased cooperation rates251

in the game of Iterated Prisoner’s Dilemma among252

humans.253

5 Conclusions254

Our research demonstrates that personality steering255

through representation engineering effectively pro-256

motes cooperation in LLM-based multi-agent sys-257

tems. While limited to Iterated Prisoner’s Dilemma258

variants and a single payoff matrix, our results pro-259

vide a promising foundation for future work in co-260

operative LLM agents. Further research is needed261

Figure 4: Heatmap of Total score (a); total number of
years spent in prison by both prisoners. (b) Heatmap of
Personal score difference in prison time of Player A as
compared to Player B. A+/-: Agreeableness plus/minus,
C+/- :Conscientiousness plus/minus, E+/- :Extraversion
plus/minus, N+/-: Neuroticism plus/minus, O+/-: Open-
ness plus/minus,

to validate these results across broader contexts and 262

applications. 263

Limitations 264

While our study focuses on the Iterated Prisoner’s 265

Dilemma (IPD) as a testbed for cooperation, this 266

controlled setting allows for clear, interpretable 267

insights into personality-steered behavior. How- 268

ever, real-world multi-agent interactions involve 269

more complex incentives, which future work can 270

explore by incorporating diverse game-theoretic 271

frameworks. Additionally, our personality steer- 272

ing approach shows promising results in shaping 273

cooperative behavior, yet its effectiveness across 274

different LLMs architectures and tasks remains an 275

open avenue for research. Expanding these experi- 276

ments to richer decision-making environments and 277

broader model families will further refine our un- 278

derstanding of how personality traits influence AI 279

coordination. 280
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Impact Statement281

As LLMs gain autonomy, their coordination in282

multi-agent settings becomes crucial. Inspired by283

Axelrod’s Iterated Prisoner’s Dilemma, we explore284

how personality traits influence LLM cooperation285

using representation engineering to steer Big Five286

traits. Our findings show that while higher Agree-287

ableness and Conscientiousness improve coopera-288

tion, they also increase susceptibility to exploita-289

tion, highlighting both potential and limitations.290

Our work poses no significant risk, as it builds on291

open-source models without including harmful or292

proprietary information. The use of AI includes293

generating code documentation and enhancing re-294

search workflow. By fostering transparency and295

collaboration, we advance responsible AI develop-296

ment while mitigating misuse.297
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A Iterated Prisoner’s Dilemma prompt417

design418

The system and user prompts used in the experi-419

ments can be found in Figure 5 and Figure 6 re-420

spectively. The history summary used in the user421

prompts can be found in Figure 7.422

B Detailed experiment setup423

B.1 Reward Matrix424

B: Cooperate B: Defect
A: Cooperate A: 1, B: 1 A: 5, B: 0
A: Defect A: 0, B: 5 A: 3, B: 3

Table 1: Payoff matrix for the Prisoner’s Dilemma used
in this paper, in number of years to serve in prison

B.2 Setup 1 - Iterated Prisoner’s Dilemma425

Player B’s three rule-based strategies:426

• Always Defect: Player B defects every round.427

• Always Cooperate: Player B cooperates ev-428

ery round.429

• Random: Player B chooses between coopera- 430

tion and defection in each round, with defec- 431

tion probabilities of p = 0.3, p = 0.5 and p = 432

0.7, respectively. 433

The four aspects of cooperation: 434

• Troublemaking Rate: Frequency of defec- 435

tion when Player B cooperates in the previous 436

round, measured only during interactions with 437

an “always cooperate” (AC) opponent. 438

• Exploitability Rate: Frequency of coopera- 439

tion when Player B defects in , measured only 440

during interactions with the “always defect” 441

(AD) opponent. 442

• Forgiveness Rate: Frequency of cooperation 443

after Player B asked for forgiveness; when 444

Player B cooperates after defecting, measured 445

only during interactions with the random (RD) 446

opponent. 447

• Retaliatory Rate: Frequency of defection in 448

response to Player B’s defection, measured 449

only during interactions with the random (RD) 450

opponent. 451

B.3 Setup 2 - Iterated Prisoner’s Dilemma 452

with communication 453

This setup expands on Setup 1 by introducing com- 454

munication between players before each round. 455

Communication between players is limited to the 456

words "cooperate" or "defect." Initially, Player B 457

declares its intended move, selected randomly, and 458

Player A decides what to communicate and what ac- 459

tion to take. Player B then follows a fixed strategy, 460

adjusting its actions based on Player A’s communi- 461

cation: 462

• Altruistic B: 463

– Switches to cooperate if it initially in- 464

tends to defect and hears Player A plans 465

to cooperate, to avoid a negative outcome 466

for A. 467

– Switches to defect if it initially intends 468

to cooperate and hears Player A plans to 469

defect, to avoid an unfavorable result for 470

itself. 471

• Selfish B: 472

– Switches to defect if it initially intends 473

to cooperate and hears Player A plans to 474

cooperate, to exploit the situation. 475
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Figure 5: System prompts for each experiment

– Switches to defect if it initially intends476

to cooperate and hears Player A plans to477

defect, to avoid an unfavorable result for478

itself.479

We measured the Lying Rate, which is the fre-480

quency of discrepancies between Player A’s com-481

municated intent and actual action.482

B.3.1 Setup 3 - Iterated Player’s Dilemma483

with communication, Player B as an484

agent485

In this setup, Player B is also an LLM agent, un-486

dergoing personality steering similar to Player A.487

This allows us to explore interactions between two488

steered agents. We measured:489

• Total score: Total number of years served in490

prison by both players.491

• Personal score: Difference in years served492

between Player A and Player B, indicating493

individual performance.494

C Sample personality-steered responses 495

Agreeableness can be described as cooperative, po- 496

lite, kind, and friendly. People high in agreeable- 497

ness are more trusting, affectionate, altruistic, and 498

are empathetic, showing great concern for the wel- 499

fare of others. Conscientiousness on the other hand 500

is described as responsible and reliable. People 501

high in conscientiousness set and keep long-range 502

goals and take obligations to others seriously. 503

As shown in the sample personality-steered re- 504

sponses from Figure 8, one cooperates out of the 505

kindness of the heart, while the other cooperates 506

because of norms and rules. 507

D Personality steering 508

D.1 Identification 509

To obtain representation vectors for each personal- 510

ity, we use the method as described in (Zou et al., 511

2023). Using a set of neutral truncated prompts, 512

we constructed 2 contrastive sets of prompts by 513

prefixing the neutral truncated prompts with the 514

7



Figure 6: User prompts for each experiment

following, where personality is the personality of515

interest:516

• Positive: Your personality is 100% {person-517

ality} based on the big 5 personality traits.518

• Negative: Your personality is 0% {personal-519

ity} based on the big 5 personality traits.520

For each contrastive pair, the hidden representa-521

tions for each layer are extracted and the difference522

is extracted. Principal component analysis is then523

applied to the set of differences and the first princi-524

pal components (for each layer) is calculated. This525

set of components will therefore be the representa-526

tion vector for the personality of interest.527

D.2 Steering528

The vectors for the middle layers will be used:529

From the -5th layer to the -20th layer. Layers too530

deep will be more resistant to steering, while layers531

too shallow will be too sensitive to steer.532

During steering, a vector-multiplied by a factor533

of 3.5 in these experiments to maximize the steer-534

ing effect-will be added to their respective layers535

in order to change the probabilities of the next-536

token prediction. This will be done for every token537

generated.538
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Figure 7: Example history summary for each experiment
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Figure 8: Sample personality-steered responses
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