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ABSTRACT

We revisit the problem of selecting k-out-of-n elements with the goal of optimiz-
ing an objective function, and ask whether it can be solved approximately with
sublinear query complexity.

• For objective functions that are monotone submodular, [Li, Feldman,
Kazemi, Karbasi, NeurIPS’22; Kuhnle, AISTATS’21] gave an Ω(n/k) query
lower bound for approximating to within any constant factor. We strengthen
their lower bound to a nearly tight Ω̃(n). This lower bound holds even for
estimating the value of the optimal subset.

• When the objective function is additive, i.e. f(S) =
∑

i∈S wi for unknown
wi ≥ 0, we prove that finding an approximately optimal subset still requires
near-linear query complexity, but we can estimate the value of the optimal
subset in Õ(n/k) queries, and that this is tight up to polylog factors.

1 INTRODUCTION

We consider the problem of selecting the “best” k-out-of-n elements, e.g. selecting k locations to
place sensors, selecting k features to include in data analysis, or selecting k samples for training a
model. We are particularly interested in the case where:

Expensive query access We are not given an explicit function to compute what makes one subset
“better” than another: rather we have expensive query access to an oracle that tells us that
evaluates different candidate subsets (e.g. estimating the quality of prediction from a subset
of features or samples by training a smaller model on them).

Sublinear query complexity Motivated by the expensive query constraint and large problem sizes
in machine learning applications, we ask whether it is possible to obtain approximately
optimal subsets with query complexity that scales sublinearly with n.

In full generality, it is clearly hopeless to find an approximately optimal k-subset without querying
all
(
n
k

)
subsets (not to mention sublinear query complexity), so as is common in the literature we

restrict our attention to monotone submodular objective functions, i.e. we assume that the marginal
contribution from each additional element is diminishing, yet it is always non-negative (see Section 2
for a formal definition). Since our result for worst-case functions in this class is quite negative, we
also consider the most important special case: (monotone) additive objective functions, i.e. f(S) =∑

i∈S wi for unknown wi ≥ 0.

Monotone submodular maximization has important applications in machine learning (see e.g. the re-
cent survey of Bilmes (2022) and references therein), and the problem sizes in those machine learn-
ing applications increases rapidly. This inspired over the past decade an extensive effort in obtaining
sublinear time algorithms for approximate submodular maximization by parallelization (Balkanski
et al., 2016; Balkanski & Singer, 2018; Balkanski et al., 2018; 2019; Chekuri & Quanrud, 2019a;b;
Chen et al., 2019; Ene & Nguyen, 2019; Fahrbach et al., 2019; Kazemi et al., 2019a; Breuer et al.,
2020; Ene & Nguyen, 2020; Balkanski et al., 2022a;b). In contrast, in this work we look for algo-
rithms whose total work (specifically, total query complexity) is sublinear. Indeed, this is motivated
in part by the increasing monetary and environmental cost of total work of state-of-the-art machine
learning algorithms that already achieve significant parallelization. (Of course, beyond the important
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connections to applications in machine learning, finding the best k-subset is generally a fundamental
problem in optimization!)

The question of sublinear-query algorithms for submodular maximization was considered by Li
et al. (2022); Kuhnle (2021), who showed that any constant factor approximation algorithm requires
query complexity Ω(n/k); Li et al. (2022) additionally proved a lower bound of Ω( n

log(n) ) when
k = Θ(n). For the special case of k = O(1) and k = Θ(n), previous work rules out truly sublinear
query complexity algorithms.

Our first result strengthens this impossibility result by ruling out approximate submodular maxi-
mization in sublinear query complexity for any k ≪ n, even if we’re just interested in estimating
the value of the optimal subset:
Theorem (Submodular: informal version of Theorem 3.9). With a monotone submodular objective
function and for any k = o(n), no Õ(n)-query complexity algorithm can approximate the value of
the optimal k-subset to within any constant factor.

We note for typical application of submodular maximization (e.g. dataset selection – selecting a
small dataset to train a model; influence maximization – selecting a small subset of influential users),
the subset size k is neither linear in the entire dataset, nor a small constant that can be ignored.
Comparing with previous work (Li et al., 2022; Kuhnle, 2021), we obtain improved (and optimal)
lower bound for the critical regime of polylog(n) ≤ k ≤ n

polylog(n) . Our lower bound rules out
sublinear query algorithms over all possible regimes of k and fully resolves the query complexity of
monotone submodular maximization (up to polylog factor), a fundamental question in optimization
theory.

Given this sweeping negative result, we turn our attention to characterizing the complexity of select-
ing an approximately optimal k-subset with an additive objective function. Here, we have a mix of
negative/positive results, where the key difference depends on whether we just want to estimate the
value of the optimal subset, or actually find it:
Theorem (Additive: Informal version of Theorems 3.7, 4.1, 4.7).

With a monotone additive objective function and for any k = o(n),

• No Õ(n)-query complexity algorithm can find an approximately optimal k-subset, for any
constant approximation factor (Theorem 3.7).

• For any constant ϵ > 0, there exists an (1± ϵ)-approximation algorithm for estimating the
value of the optimal k-subset using only Õ(n/k) queries (Theorem 4.1).

– Furthermore, this query complexity is nearly tight for any algorithm obtaining any
constant factor approximation (Theorem 4.7).

Our algorithm uses sublinear queries and estimates the value of the optimal k-subset, this is a
standard goal in the field of sublinear algorithms, see (Chen et al., 2022; Charikar et al., 2023;
Behnezhad, 2023; Behnezhad et al., 2023; Bhattacharya et al., 2024) and reference there in. To mo-
tivate this, consider a scenario where one needs to select a subset from a large dataset under a budget
constraint. Our algorithm can first be used to assess whether the dataset is sufficiently valuable –
that is, whether it contains elements with large values. If the dataset meets this criterion, one can
proceed with further analysis or selection; otherwise, unnecessary efforts can be avoided.

Query complexity vs. Runtime The focus of this paper is on the query complexity. Our algorithm
uses sublinear queries (i.e., Õ(n/k)) and linear computation time (i.e. Õ(n)), this is optimal both in
computation and query cost.1 The study of the query complexity is motivated by practical questions
raised by practitioners about training large models using only a subset of the data. Hence even
if we assume the simplest possible structure, an additive function, we are not given explicit input
with the marginal value of each data point — but we can hope to estimate the value of a subset of
the data by e.g. training a smaller model from scratch. Other motivating examples including data

1It is easy to see that linear computation time is necessary: Imagine there is one (unknown) element that
has huge value comparing to all other elements, an algorithm needs to at least load that element to estimate its
value, which takes Ω(n) time in expectation.
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valuation (Ilyas et al., 2022), where a query to subset S corresponds to training a neural network
over set [n] \S; influence maximization (Kempe et al., 2003), where a query to subset S correspond
to a simulation or social experiment using S as the seed set. In all above applications, a query is
much more expensive than a unit computation cost: One can afford linear computation time (e.g.
load/pass the entire dataset), but cannot afford linear number of queries models (i.e., train n different
models).

Additional related work The query complexity of monotone submodular maximization has been
studied in the literature. The greedy algorithm (Fisher et al., 1978) finds an (1− 1/e)-approximate
solution using O(nk) queries. The query complexity can be improved, the stochastic greedy al-
gorithm (Mirzasoleiman et al., 2015) makes O(n log(1/ϵ)) queries and return an (1 − 1/e − ϵ)
approximate solution; Li et al. (2022) gives a deterministic algorithm using O(n/ϵ) queries. De-
spite of extensive research, the only query lower bound known is Ω(n/k) from the recent work of
(Li et al., 2022; Kuhnle, 2021).

In addition to previously mentioned work on parallel algorithms for submodular maximization, our
work is also related to algorithms for submodular maximization in other sublinear models such as
dynamic (where the update time needs to be sublinear) Chen & Peng (2022); Peng (2021); Peng &
Rubinstein (2023); Lattanzi et al. (2020); Monemizadeh (2020); Dütting et al. (2023); Agarwal &
Balkanski (2023); Banihashem et al. (2024; 2023) and streaming (where the space needs to be sub-
linear) Badanidiyuru et al. (2014); Feldman et al. (2023); Chakrabarti & Kale (2015); Chekuri et al.
(2015); Feldman et al. (2021); Huang et al. (2021); Liu et al. (2021); Shadravan (2020); Norouzi-
Fard et al. (2018); Alaluf & Feldman (2019); Agrawal et al. (2018); Kazemi et al. (2019b); Huang
et al. (2022); Feldman et al. (2018); Alaluf et al. (2022); McGregor & Vu (2019); Indyk & Vakilian
(2019).

1.1 TECHNIQUE OVERVIEW

The linear lower bound for submodular maximization The key idea driving our approach for
proving lower bounds is to relate the query complexity of submodular maximization to the commu-
nication complexity of distributed set detection problem.

We first describe the distributed set detection task, which is inspired by Braverman et al. (2016).2
The distributed set detection is a multi-party communication problem, where each party observes the
outcome of n coins. Among these n coins, k coins are fair and have mean 1/2, while the rest n− k
coins are biased and have small mean vallue. The goal of these parties is to collectively identify a
small fraction (e.g. 0.1k) of fair coins. We prove that the distributed set detection requires Ω̃(n)
communication cost using the distributed strong data process inequality (SDPI) and a direct-sum
argument.

Our key observation is that the linear communication lower bound for distributed set detection yields
a linear query lower bound of submodular maximization. To this end, consider a linear function
whose weight on the i-th element equals the summation of the outcome of the i-th coin. The op-
timal k-subset is exactly the k fair coins, given the number of parties is roughly Θ(log(n)). The
crucial observation is one could simulate the query algorithm in the communication model, with
only polylog(n) overheads: If the query algorithm asks for the value of f(S) for some set S, then
all parties just locally compute the summation of coins in S and broadcast their results, it takes at
most O((log(n))2) communication bits (O(log(n)) parties and log(n) bits per party). This proves
that finding the optimal k-subset requires Ω̃(n) queries due to the Ω̃(n) communication lower bound
of distributed set detection.

When the goal is to estimate the value of the optimal k-subset, the above hard instance fails be-
cause the query algorithm could easily find one fair coin using Õ(n/k) queries. To this end, we
construct a monotone submodular function by applying two levels of truncation to the above linear
function. Roughly speaking, the optimal k-subset still corresponds to the k fair coins in distributed
set detection, but the two-level truncation over the linear function (see Eq. (2)(3)) masks off useful
information on large sets and requires the detection of a non-trivial fraction of the fair coins (see
Section 3.2 for detailed description).

2Concretely, Braverman et al. (2016) studied the sparse gaussian mean estimation problem, in which multi-
ple parties aim to collaboratively approximate the mean of an n-dimensional, k-sparse gaussian distribution.
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Remark 1.1 (Comparison with previous work Li et al. (2022); Kuhnle (2021)). The previous work
(Li et al., 2022; Kuhnle, 2021) prove a lower bound of Ω̃(n/k) and Li et al. (2022) additionally
has a lower bound of Ω̃(n) when k = Θ(n). Our approach yields significantly stronger lower
bound, e.g. when k =

√
n, our lower bound (i.e., Ω̃(n)) is quadratically better than (Li et al., 2022;

Kuhnle, 2021) (i.e., Ω̃(
√
n)). From a technical point of view, all previous lower bounds are proved

using counting arguments. Our technique is completely different from them, it is based on novel
ideas, including (1) the query to communication reduction, (2) a communication lower bound using
information complexity and distributed data-processing inequality, and (3) a new construction of
the hard submodular function with two-level truncation.

Sublinear algorithm for linear function Our algorithm is a multi-scale combination of two base
subroutines. The first subroutine is to randomly select a set of size n/m and estimate the value
of each individual element. This subroutine yields a good estimate on the top m-th quantile of
the ground set, but fails to give an accurate estimation on top o(m) elements (to see this, imagine
there are o(m) elements that have super large value, then one can observe their value only after
sampling ≫ n/m elements). The second subroutine is to partition the ground set into m subsets
and estimate the value of each subset. Intuitively, this subroutine alleviates the weakness of the first
subroutine – if there are o(m) elements that have super large value, then most of them would fall
into different subsets and we can have a good sense of their value after querying the value of m
subsets. Nevertheless, the second subroutine could fail if the top o(m) elements are not significantly
larger than rest elements (say they have value 2 and the rest have value 0 or 1, then querying the
value of m subsets gives negligible hints on the value of top o(m) elements).

Intuitively, both subroutine have their own weakness, but they are somewhat complementary to each
other. We wish to combine them in a careful manner to get an optimal sublinear algorithm. The
real situation gets complicated due to the possible intricate choice of the top k elements, so we only
sketch our final solution here. Indeed, we compose the two base subroutines in multiple scales. Let
kr = (1 + ϵ)r, at each level r, the algorithm randomly partitions the ground set into nkr/k subsets
and estimates the kr-th quantile of these subsets (hence each level takes Õ(n/k) queries). Roughly
speaking, we expect the top kr-th subsets to be as valuable as the top kr-th element + an average
bucket. Our final estimate is a weighted average over the output at each scale. See Section 4 for
details.

Organization of the paper We describe notations and models in Section 2. The lower bound for
submodular maximization is presented in Section 3, and the algorithm for additive function is in
Section 4. Due to space constraints, we defer detailed proof to the appendix.

2 PRELIMINARY

Notation We write [n] = {1, 2, . . . , n}. For random variables X,Y , we use I(X;Y ) to denote
the mutual information of X,Y , h(X;Y ) to denote the Hellinger distance, TV(X;Y ) to denote the
total variation distance. For any value p ∈ [0, 1], let Bp the Bernoulli distributions with mean p.

Submodular maximization Let f : {0, 1}n → R+ be a nonnegative set function. For any sets
A,B ⊆ [n], let fA(B) := f(A ∪ B) − f(A) be the marginal value of a set B w.r.t. a set A. The
function is monotone if f(B) ≥ f(A) for any A ⊆ B. The function is said to be submodular if
fA(u) ≥ fB(u) holds for every sets A ⊆ B ⊆ [n] and every element u ∈ [n] \ B. In a con-
strained monotone submodular maximization problem, there is a budget k ∈ [n] and the goal is
find a subset S ⊆ [n] of size at most k that (approximately) maximizes the function value, i.e.,
maxS⊆[n],|S|≤k f(S). The problem is studied in the query oracle model, where each time the algo-
rithm submit a query V ⊆ [n] and the oracle returns the function value f(V ). We assume the oracle
returns the exact value of f(V ) and leave the study of noisy query to future work.

Let S∗ := argmaxS⊆[n],|S|≤k f(S) be the optimum solution set (breaking ties arbitrarily). In the
search problem, the goal is to find an (approximately) optimal solution, and we say the algorithm
finds an α-approximate solution if it returns a set S (|S| ≤ k) such f(S) ≥ αf(S∗). In the decision
problem, the goal is to determine the optimal value, given a value OPT, we say an algorithm is
α-approximate if it can distinguish between f(S∗) ≥ OPT vs. f(S∗) ≤ αOPT.
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3 LOWER BOUND FOR SUBMODULAR MAXIMIZATION

We prove that the distributed set detection requires Ω̃(n) communication cost in Section 3.1, using
the distributed SDPI inequality and a direct sum argument. In Section 3.2, we give a simple re-
duction from distributed set detection to submodular maximization, which rules out the possibility
of approximately finding the optimal k-subset using sublinear query (and it holds even for addi-
tive function). In Section 3.3, we present a more involved reduction that proves the hardness of
approximating the value of optimal k-subset.

3.1 COMMUNICATION LOWER BOUND

A key ingredient of our proof is a communication lower bound on the distributed set detection
problem. The distributed set detection is a multi-party communication problem and we study it
under the blackboard model, where every party can write and read over a common blackboard.

Definition 3.1 (Distributed set detection). Let n, k,m be input parameters,D0,D1 be two Bernoulli
distributions with mean µ0, µ1. m is the number of parties, who communicate in the blackboard
model. Let I ⊆ [n] be an index set of size [k/2, k]. The input of the t-th party (t ∈ [m]) is a vector
Xt ∈ {0, 1}n, such that for any i ∈ [n], Xt,i ∼ D0 if i ∈ [n]\I and Xt,i ∼ D1 if i ∈ I . The goal is
to output a set Î ⊆ [n] (|Î| = k) that maximizes the intersection |I ∩ Î|.

The main goal of this section is to establish the following communication lower bound of distributed
set detection.

Theorem 3.2 (Communication lower bound). Let ϵ ∈ (0, 1), n, k,m be integers and satisfy k ≤
ϵn/4. Let c ≥ 1 be some constant and 1

cµ0 ≤ µ1 ≤ cµ0. For the problem of distributed set
detection, any (randomized) communication protocol that outputs ϵ-fraction of the index set (i.e.,
|I ∩ Î| ≥ ϵk) in expectation has communication complexity at least Ω(ϵ2n/c).

With the goal of proving Theorem 3.2, we first introduce the distributed detection problem, where
each party only receives one coordinate and the goal is to detect whether they come from D0 or D1.

Definition 3.3 (Distributed detection). Let V ∼ B1/2 and D0,D1 be two Bernoulli distributions
with mean µ0, µ1. There are m parties communicate in the blackboard model and each party re-
ceives a single bit Zt ∼ DV independently drawn from DV (with the same V for all parties). The
goal is to determine the value of V .

The distributed detection problem has large information cost.

Lemma 3.4 (Distributed SDPI, Theorem 1.1 in Braverman et al. (2016)). Suppose 1
cµ0 ≤ µ1 ≤ cµ0,

β(µ0, µ1) ≤ 1 be the SDPI constant of µ0, µ1. Let Π be the communication transcript, Π|V=0 (resp.
Π|V=1) be the transcript when V = 0 (resp. V = 1). In the distributed detection problem, we have
the following distributed strong data processing inequality,

h2(Π|V=0,Π|V=1) ≤ K · cβ(µ0, µ1) ·min{I(Π;Z1 . . . Zm|V = 0), I(Π;Z1 . . . Zm|V = 1)}

for some fixed constant K > 0.

We apply a direct sum argument and prove the information cost for distributed set detection is Ω(n)
times the information cost of distributed detection. To this end, consider the communication protocol
in Figure 1 for distributed detection.

Let Π be the transcript of distributed set detection. Let R be the public randomness used by the
distributed set detection, R′ = (R, I) be the public randomness of distributed detection. The infor-
mation cost of distributed set detection is defined as

IC = max
I⊆[n],k/2≤|I|≤k

I(Π;X1, . . . , Xm|I, R). (1)

The information cost is also a lower bound on the communication cost of distributed set detection.

We have the following direct-sum theorem on the information cost, the proof is similar to Proposition
5.2 in Braverman et al. (2016).

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2025

• Using public randomness, the m parties sample a set I = {i1, . . . , ik} ⊆ [n].
• For any t ∈ [m], the t-th party constructs the vector Xt ∈ {0, 1}n as follow:

Xt,i ∼

{D0 i ∈ [n]\I
D1 i ∈ {i2, . . . , iK}
zt i = i1

• Then the m parties follow the communication protocol of distributed set detection,
and they output 1 if i ∈ Î.

Figure 1: Communication protocol for distributed detection

Lemma 3.5. For any k ≥ 2, we have

I(Π, R′;Z1, . . . , Zm|V = 0) ≤ IC

n− k + 1
.

We next analyse the correctness of the protocol.
Lemma 3.6. Suppose the communication protocol of distributed set detection outputs ϵ-fraction of
the index set, then the protocol in Figure 1 correctly guesses the value of V with probability at least
1
2 + ϵ

4 .

Combining Lemma 3.4 – 3.6, we can prove Theorem 3.2.

3.2 LOWER BOUND FOR SEARCH PROBLEM

We start with a simpler linear query lower bound for the search problem. It is worth noting that the
lower bound holds even when the function is additive.
Theorem 3.7. Let n be the size of the ground set, k ∈ [n] be the cardinality constraint, α ∈
(0, 1) be the approximation ratio and k ≤ O(αn). A randomized algorithm must make at least
Ω(α5n/ log2(n)) queries in order to find an α-approximate solution for submodular maximization
under the cardinality constraint.

We reduce from the distributed set detection problem. Let

ϵ = α/15, m =
100 log n

ϵ2
, µ0 = ϵ, µ1 = 1/2 and c = 1/2ϵ

Given an instance of distributed set detection with input X1, . . . , Xm ∈ {0, 1}n, consider the fol-
lowing function

f(S) =
∑
i∈S

∑
t∈[m]

Xt,i ∀S ⊆ {0, 1}n.

It is clear that the function f is non-negative, monotone, submodular since it is a linear function.
Furthermore, its optimal solution satisfies
Lemma 3.8. With probability at least 1 − 1/n10, for any α-approximate solution set S ⊆ [n]
(|S| ≤ k), we have |S ∩ I| ≥ ϵk.

The proof of Theorem 3.7 follows from Lemma 3.8 and the communication lower bound of distri-
bution set detection (Theorem 3.2).

3.3 LOWER BOUND FOR DECISION PROBLEM

We next prove a linear query lower bound for the decision problem.
Theorem 3.9. Let n be the size of the ground set, k ∈ [n] be the cardinality constraint, α ∈ (0, 1)
be the approximation ratio, OPT ∈ R+ and k ≤ O(α2n). A randomized algorithm must make at
least Ω(α11n/ log2(n)) queries in order to distinguish between

6
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• YES Instance f(S∗) ≥ OPT

• NO Instance f(S∗) ≤ αOPT

We present a reduction from the distributed set detection problem. The construction of the submod-
ular function and the choice of parameters are slightly different from Theorem 3.7. Let

ϵ =
α2

800
, m =

100 log n

ϵ2
, µ0 = ϵ, µ1 = 1/2, and c = 1/2ϵ

Given an instance of distributed set detection with input X1, . . . , Xm ∈ {0, 1}n, consider the fol-
lowing functions

fyes(S) = min

 ∑
i∈S∩I

∑
t∈[m]

Xt,i +
∑

i∈S∩[n]\I

∑
t∈[m]

Xt,i +
αm|S|
20

,mk

 (2)

and

fno(S) = min

min

 ∑
i∈S∩I

∑
t∈[m]

Xt,i,
αmk

10

+
∑

i∈S∩[n]\I

∑
t∈[m]

Xt,i +
αm|S|
20

,mk

 . (3)

It is easy to see that both fyes, fno are monotone and submodular, because linear combination and
minimum with a constant keep submodularity and monotonicity (see Fact A.1).

We first make a few simple observations.

Lemma 3.10. With probability at least 1− 1/n10, we have∑
t∈[m]

Xt,i ∈ [(1/2− ϵ)m, (1/2 + ϵ)m] ∀i ∈ I (4)

and ∑
t∈[m]

Xt,i ∈ (ϵm/2, 2ϵm) ∀i ∈ [n]\I (5)

In the rest of the proof, we would condition on the high probability event of Lemma 3.10. Let
OPT = mk/5. We have the following observation on the optimal value of fyes and fno.

Lemma 3.11. We have (1) maxS∗⊆[n],|S∗|=k fyes(S
∗) ≥ OPT; and fno(S) ≤ αOPT for any

S ⊆ [n], |S| = k.

Now we can proceed to prove Theorem 3.9.

Proof of Theorem 3.9. Suppose there exists an algorithm ALG that makes at most R queries and
distinguishes between the YES/NO instance. Consider the communication protocol in Algorithm 1
for distributed set detection. From a high level, the communication proceeds in (at most) R rounds.
At the r-th round, the m parties look at the r-th query Sr ⊆ [n] of ALG, they either decide an output
set (Line 10) or construct the value oracle f(Sr) (Line 5 and 13). Concretely, if the size of Sr is large,
they set f(Sr) = mk and proceed to the next round/query. Otherwise, they partition the set Sr =
Sr,1 ∪ · · · ∪Sr,20/α into 20/α subsets, each of size at most k. The m parties then compute the value
of
∑

i∈Sr,τ

∑
t∈[m] Xt,i for each subset Sr,τ (τ ∈ [20/α]). If the value is large, they return the set

Î ← Sr,τ ; otherwise, they set the oracle value f(Sr) = min{
∑

t∈[m]

∑
i∈Sr

Xt,i+αk|Sr|/20,mk}
and proceed to the next round/query.

Correctness First, we prove the correctness of the protocol. We divide into two cases.

Case 1. Algorithm 1 returns a set Î ← Sr,τ at some round r ∈ [R] and τ ∈ [20/α]. Then we prove
it must satisfy |Sr,τ ∩ I| ≥ ϵk.

7
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Algorithm 1 Reduction: From submodular maximization to distributed set detection

1: Input: Input X1, . . . , Xm ∈ {0, 1}n, submodular maximization algorithm ALG,
2: for r = 1, 2, . . . , R do ▷ Round r
3: Let Sr ⊆ [n] be the r-th query of ALG
4: if |Sr| ≥ 20k/α then
5: f(Sr)← mk
6: else
7: Partition Sr = Sr,1 ∪ · · · ∪ Sr,20/α ▷ |Sr,τ | ≤ k ∀τ ∈ [20/α])
8: for τ = 1, 2 . . . , 20/α do
9: if

∑
i∈Sr,τ

∑
t∈[m] Xt,i ≥ α2mk/200 then

10: Î ← Sr,τ and return
11: end if
12: end for
13: f(Sr)← min{

∑
i∈Sr

∑
t∈[m] Xt,i + αm|Sr|/20,mk}

14: end if
15: end for

We have

α2mk/200 ≤
∑

i∈Sr,τ

∑
t∈[m]

Xt,i =
∑

i∈Sr,τ∩I

∑
t∈[m]

Xt,i +
∑

i∈Sr,τ∩[n]\I

∑
t∈[m]

Xt,i

≤ |Sr,τ ∩ I| · (1/2 + ϵ)m+ k · 2ϵm.

Here the first step follows from the assumption, the third step follows from Lemma 3.10. Plugging
in the value of α, ϵ, we have that

|Sr,τ ∩ I| ≥
α2/200− 2ϵ

1/2 + ϵ
k ≥ ϵk.

Case 2. Suppose Algorithm 1 never returns anything, i.e., the if condition at Line 9 of Algorithm 1
is never satisfied. Then we prove f(Sr) = fyes(Sr) = fno(Sr) holds for every r ∈ [R].

Fix a round r ∈ [R], if |Sr| ≥ 20k/α, then we have fyes(Sr) = fno(Sr) = mk = f(Sr) due to
Line 5 of Algorithm 1. Now suppose |Sr| < 20k

α , we have

f(Sr) = min

∑
i∈Sr

∑
t∈[m]

Xt,i + αm|Sr|/20,mk

 = fyes(Sr)

Meanwhile, by the assumption of the second case, we also have∑
i∈Sr∩I

∑
t∈[m]

Xt,i ≤
∑
i∈Sr

∑
t∈[m]

Xt,i =
∑

τ∈[20/α]

∑
i∈Sr,τ

∑
t∈[m]

Xt,i ≤ (20/α) · (α2mk/200) = αmk/10,

Hence, we also have fno(Sr) = fyes(Sr) (see the definition in Eq. (2)(3)). This proved that
fyes(Sr) = fno(Sr) = f(Sr) for any r ∈ [R].

In summary, we conclude that in Case 1, the reduction outputs a set Î with |I ∩ I| ≥ ϵk, while
in Case 2, the transcript of ALG is the same for fyes and fno. Since we assume ALG is able
to distinguish between fyes, fno after R queries, then we must fall into Case 1. This proves the
correctness of Algorithm 1.

Communication complexity Next we analyse the communication complexity. At each round
r ∈ [R], the m parties need to compute

∑
t∈[m]

∑
i∈Sr,τ

Xt,i for τ ∈ [20/α]. For each τ ∈
[20/α], the t-th party (t ∈ [m]) could compute the partial sum

∑
i∈Sr,τ

Xt,i locally, and then write
it on the blackboard. Hence, the total communication cost per round is at most τ · m · log(n) =
O(log2(n)/αϵ2) = O(log2(n)/α5) There are at most R rounds, so the total communication cost
over R rounds are O(R log2(n)/α5). By Theorem 3.2, we must have

R log2(n)/α5 ≥ Ω(ϵ2n/c) ⇒ R ≥ Ω(α11n/ log2(n)).
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4 SUBLINEAR ALGORITHM FOR ADDITIVE FUNCTION

Theorem 4.1. Let n be the size of ground set, k be the constraint, ϵ ∈ (0, 1/8) be a constant.
Suppose f is monotone and additive, then there is an algorithm that approximates the value of
maxS∗∈[n],|S|=k f(S) within (1± ϵ) factor using (n/k) · poly(log(n), ϵ−1) number of queries and
succeeds with probability at least 4/5.

Parameters and notation Let wi = f(i) ≥ 0 and we have f(S) =
∑

i∈S wi for all S ⊆ [n].
For parameters R,R1, R2 defined below, we define a set {kr}r of scales ranging from k1 = 1 to
kR+R1+R2 = k. Specifically, we let R = 100 log(n)/ϵ2, R1 = log1+ϵ(k/R

3), R2 = log1+ϵ(R
2).

Let kr = r for r ≤ R, and kr = R(1 + ϵ)r−R for r ∈ [R+ 1 : R+R1 +R2].

Algorithm description Our approach is depicted as LINEARSUM (Algorithm 2). From a high
level, LINEARSUM divides the largest k elements into multiple scales. For the largest scales,
kr ∈ {kR+R1+1, . . . , kR+R1+R2}, LINEARSUM directly estimates the kr-th quantile (Line 7 of
Algorithm 2) and it takes roughly Õ(n/kr) = Õ(n/k) samples.

For smaller scales, kr ∈ {k1, . . . , kR+R1}, we cannot directly use this naive estimation approach as
we cannot afford Õ(n/kr) query complexity for smaller kr. To avoid this increase in query com-
plexity, LIENARSUME randomly partitions the ground set [n] into nkr/k buckets Ar,1, . . . , Ar,nkr/l.
Define fr(i) := f(Ar,i) for i ∈ [nkr/k], LIENARSUM estimates the kr-th largest element of fr
(Line 4 of Algorithm 2). Roughly speaking, we expect the top kr-th bucket to be as valuable as
the top kr-th element + an average bucket, so LIENARSUM further subtracts the average value of a
bucket (Line 5 of Algorithm 2) to get an estimate of the contribution just from the top kr elements.

Algorithm 2 LINEARSUM(f, k)

1: for r = 1, 2, . . . , R+R1 do ▷ R = 100 log(n)/ϵ2, R1 = log1+ϵ(k/R
3)

2: Random partition [n] = Ar,1 ∪ · · · ∪Ar,nkr/k into nkr/k subsets
3: Define fr(i) := f(Ar,i) for ∀i ∈ [nkr/k]
4: br ← ESTIMATEQUANTILE(fr, kr)
5: cr ← br − k

nkr
f([n])

6: end for
7: cr ← ESTIMATEQUANTILE(f, kr) for r ∈ [R+R1 + 1 : R+R1 +R2] ▷ R2 = log1+ϵ(R

2)

8: Return
∑R+R1+R2

r=1 (kr − kr−1)cr

Algorithm 3 ESTIMATEQUANTILE(g, t) ▷ g : [m]→ R+

1: if t < 100 log(n)/ϵ2 then
2: Random sample a set S ⊆ [m] of size 100m log(n)/tϵ2

3: Query g(i) for all i ∈ S and let bt be the 100 log(n)/ϵ2-th largest element of {g(i)}i∈S

4: Return bt
5: else
6: Query g and Return the t-th largest element
7: end if

4.1 ANALYSIS

We relabel the ground set elements such that w1 ≥ · · · ≥ wn for convenience; note that
LINEARSUM is oblivious to the labeling of ground set elements so this is without loss of gener-
ality.

We first prove that ESTIMATEQUANTILE(g, t) gives a good estimate on the value of the top t-th
element of g.

Lemma 4.2. Given any function g : [m] → R+, and let b̂1 ≥ b̂2 ≥ · · · b̂m be the descending
ordering of {g(i)}i∈[m]. For any t ∈ [m], the output bt of ESTIMATEQUANTILE(g, t) satisfies

b̂(1+ϵ)t ≤ bt ≤ b̂(1+ϵ)−1t

9
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for t > 100 log(n)/ϵ2 with probability at least 1− 1/n4, and bt = b̂t for t ≤ 100 log(n)/ϵ2.

In the rest of the proof, it is convenient to assume k divides n, and further that
(log(n)/ϵ)8 ≤ k ≤ n · (ϵ/ log(n))8. (6)

This assumption is without loss of generality as we could just add dummy elements to the ground
set.

The key step is to prove that cr gives a good estimate on the kr-th largest element of f .
Lemma 4.3. For r ≤ R, with probability at least 1− 1

100R

wkr −
2ϵ

R

∑
j≤k

wj ≤ cr ≤ wkr +
2ϵ

R

∑
j≤k

wj . (7)

and for r ∈ [R+ 1 : R+R1], with probability at least 1− 1
n4 , we have

w(1+2ϵ)kr
− 2

kr

∑
j≤k

wj ≤ cr ≤ w(1−2ϵ)kr
+

2

kr

∑
j≤k

wj . (8)

In the proof of Lemma 4.3, fix a value of r, let tr = log3(n)/ϵ3 when r ≤ R and tr = kr log
2(n)/ϵ

when r ∈ [R+ 1 : R+R1]. For each subset i ∈ [nkr/k], we decompose f(Ar,i) into three parts

f(Ar,i) =
∑

j∈Ar,i

wj =
∑

j∈Ar,i

wj1j≤tr +
∑

j∈Ar,i

wj1tr<j≤k +
∑

j∈Ar,i

wj1j>k.

From a high level, we wish to prove that (1) there is at most one element contributes the first term;
(2) the second term is negligible; and (3) the last term concentrates on its mean.

Fix a partition Ar,1 ∪ · · · ∪ Ar,nkr/k. For any subset S ⊆ [n], the number of collisions among
S is defined as the total number of elements in S that are allocated to subsets with more than one
element of S. We first prove that (with sufficiently high probability) there are few collisions among
the largest tr elements.
Lemma 4.4. We have

• For r ≤ R, with probability at least 1 − 1
100R , there are no collisions among the top tr

elements.

• For r ∈ [R + 1 : R + R1], with probability at least 1 − 1/n4, the number of collisions
among the top tr elements are at most is at most ϵkr

We next prove
∑

j∈Ar,i
wj1tr<j≤k is negligible.

Lemma 4.5. For any r ∈ [R+R1], i ⊆ [nkr/k], with probability at least 1− 1/n4, we have∑
j∈Ar,i

wj1tr<j≤k ≤
log2(n)

tr

∑
j≤k

wj .

Finally, we prove
∑

j∈Ar,i
wj · 1j>k concentrates around the mean.

Lemma 4.6. For any r ∈ [R+R1] and i ∈ [nkr/k], with probability at least 1− 1/n5,∑
j∈Ai,r

wj · 1j>k =
k

nkr

∑
j>k

wj ±
√

k

kr
log(n)wk.

We can obtain Lemma 4.3 from Lemma 4.4 – Lemma 4.6, and obtain Theorem 4.1 using Lemma
4.3.

4.2 A NEARLY-MATCHING LOWER BOUND

We present a matching lower bound to Theorem 4.1 whose proof can be found at the Appendix.
Theorem 4.7. Let f be an additive function, n be the size of ground set, k be the constraint, α ∈
(0, 1) be a constant. Then it takes Ω(α3n/k log(n)) queries to distinguish between

• YES Instance: f(S∗) ≥ OPT

• NO Instance: f(S∗) ≤ αOPT

10
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A MISSING PROOF FROM SECTION 3

We have the following basic fact about submodular functions.
Fact A.1. We have the following basic facts about submodular functions: (1) A linear function
is submodular; (2) If f, g are submodular, then f + g is submodular; and (3) If f is monotone
submodular, Let c > 0 be any constant, and let g(S) = min{f(S), c} for any S ⊆ [n], then g is
also submodular.

To establish communication lower bounds, we need a few basic facts of information theory.
Fact A.2 (Hellinger v.s. total variation). For any two distributions P,Q, we have

h2(P,Q) ≤ TV(P,Q) ≤
√
2h(P,Q).

Fact A.3. Suppose A,B are independent when conditioned on C, then we have

I(D;A|C) + I(D;B|C) ≤ I(D;A,B|C)

We first prove Lemma 3.5.

Proof of Lemma 3.5. First, we have

I(Π, R′;Z1, . . . , Zm|V = 0) = I(Π;Z1, . . . , Zm|R′, V = 0)

= I(Π;X1,I1
, . . . , Xm,I1

|R, I, V = 0)

= E
i2,...,ik

[I(Π;X1,I1
, . . . , Xm,I1

|R, I1, I2 = i2, . . . , Ik = ik, V = 0).

(9)

The first step follows because the public randomness R′ is independent of Z1, . . . , Zm conditioning
on V = 0, the second step follows from R′ = (R, I), and Z1, . . . , Zm are embedded to the I1-th
coordinate. The third step follows from the definition of condition mutual information.

For any fixed i2, . . . , ik, we bound the RHS of Eq. (9) and our goal is to prove

I(Π;X1,I1
, . . . , Xm,I1

|R, I1, I2 = i2, . . . , Ik = ik, V = 0) ≤ IC

n− k + 1
. (10)

To this end, we have

I(Π;X1,I1
, . . . , Xm,I1

|R, I1, I2 = i2, . . . , Ik = ik, V = 0)

=
1

n− k + 1

∑
i∈[n]\{i2,...,ik}

I(Π;X1,I1
, . . . , Xm,I1

|R, I1 = i, I2 = i2, . . . , Ik = ik, V = 0)

=
1

n− k + 1

∑
i∈[n]\{i2,...,ik}

I(Π;X1,i, . . . , Xm,i|R, I2 = i2, . . . , Ik = ik, V = 0)

≤ 1

n− k + 1
I(Π; {X1,i, . . . , Xm,i}i∈[n]\{i2,...,ik}|R, I2 = i2, . . . , Ik = ik, V = 0)

≤ 1

n− k + 1
I(Π;X1, . . . , Xm|R, I2 = i2, . . . , Ik = ik, V = 0). (11)

The first step holds since the choice of I1 is uniform over [n]\{i2, . . . , ik}. The second step holds
since the distribution of X1,i, . . . , Xm,i for i ∈ [n]\{i2, . . . , ik} does not depend on i (because
they are drawn from Dm

0 ), and the transcript Π is oblivious of I1. The third step holds due to
X1,i, . . . Xm,i are independent across i ∈ [n]\{i2, . . . , ik} and Fact A.3.

Finally, for any i2, . . . , ik, we have

I(Π;X1, . . . , Xm|R, I2 = i2, . . . , Ik = ik, V = 0) ≤ IC (12)

holds for any k ≥ 2 due to the definition of information cost (see Eq. (1)).

We have proved Eq. (10) combining Eq. (11)(12), and combining with Eq. (9), we complete the
proof.
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We next prove Lemma 3.6

Proof of Lemma 3.6. When V = 1, note {X1,i, . . . , Xm,i}i∈I are drawn from the same distribution,
hence we have

Pr[i1 ∈ I] =
|I ∩ Î|
|I|

≥ ϵk

|I|
≥ ϵ.

When V = 0, note {X1,i, . . . , Xm,i}i∈[n]\{i2,...,ik} have the same distribution, hence we have

Pr[i1 ∈ I] =
|Î|

n− k + 1
=

k

n− k + 1

Combining the above two cases, the success probability is at least

1

2
· ϵ+ 1

2
· (1− k

n− k + 1
) ≥ 1

2
+

ϵ

4
.

Here we use the fact that k ≤ ϵn/4.

Now we provide the proof of Theorem 3.2

Proof of Theorem 3.2. By Lemma 3.6, we have that TV(Π|V=0,Π|V=1) ≥ ϵ
4 , and therefore,

h2(Π|V=0,Π|V=1) ≥
1

2
TV2(Π|V=0,Π|V=1) ≥

ϵ2

32
.

Here, the first step follows from Fact A.2.

By Lemma 3.4 and the fact that the SDPI constant β(µ0, µ1) is at most 1, we have

I(Π;Z1, . . . , Zm|V = 0) ≥ Ω(1/c) · h2(Π|V=0,Π|V=1) = Ω(ϵ2/c).

By Lemma 3.5, we have IC ≥ Ω(ϵ2n/c). This completes the proof since the communication cost is
at least the information cost.

Next we prove lower bound for submodular maximization. We first prove Lemma 3.8.

Proof of Lemma 3.8. By Chernoff bound, we have

f(i) =
∑
t∈[m]

Xt,i ∈ [(1/2− ϵ)m, (1/2 + ϵ)m] ∀i ∈ I (13)

and

f(i) =
∑
t∈[m]

Xt,i ≤ 2ϵm ∀i ∈ [n]\I (14)

holds with probability at least 1− 1/n10. Hence, we have

f(S∗) ≥ f(I) =
∑
i∈I

f(i) ≥ (k/2)(1/2− ϵ)m. (15)

The first two steps follow from the definition, the last step follows from |I| ≥ k/2 and Eq. (13).

On the other hand, for any set S ⊆ [n] with size k, we have

f(S) = f(S ∩ I) + f(S \ I) ≤ |S ∩ I| · (1
2
+ ϵ) ·m+ k · 2ϵm. (16)

The first step follows from the definition of f . The second step follows from Eq. (13)(14). Combin-
ing Eq. (15)(16), we can conclude that for any α-approximate solution S,

f(S)

f(S∗)
≥ α = 15ϵ ⇒

|S ∩ I| · ( 12 + ϵ) ·m+ k · 2ϵm
(k/2)(1/2− ϵ)m

≥ 15ϵ ⇒ |S ∩ I| ≥ ϵk.
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We next prove Theorem 3.7

Proof of Theorem 3.7. Suppose there exists an algorithm ALG that makes at most R queries and
outputs an α-approximate solution S for the submodular maximization problem. Consider the
following communication protocol: The protocol proceeds in R rounds, where in the r-th round
(r ∈ [R]), suppose ALG queries set Sr, then the m parties collectively compute the value of f(Sr).
Since

f(Sr) =
∑
i∈Sr

∑
t∈[m]

Xt,i =
∑
t∈[m]

∑
i∈Sr

Xt,i,

it suffices for the t-th party to compute
∑

i∈Sr
Xt,i locally and writes it on the blackboard. Given the

knowledge of S1, . . . , Sr, f(S1), . . . , f(Sr), m parties can simulate ALG and determine the next
query Sr+1, and therefore, continue the protocol. Finally, m parties output the solution set Î = S.

The communication cost at each round equals m · log(n) = O(log2(n)/ϵ2), and there is a sequence
of R queries, so there are O(R log2(n)/ϵ2) bits of communication in total. Moreover, ALG guaran-
tees the output solution Î = S is α = 15ϵ-approximate, by Lemma 3.8, we know that |Î ∩ I| ≥ ϵk.
By Theorem 3.2, we must have

R log2(n)/ϵ2 ≥ Ω(ϵ2n/c) ⇒ R ≥ Ω(ϵ5n/ log2(n)) = Ω(α5n/ log2(n)).

We next prove Lemma 3.10 and Lemma 3.11.

Proof of Lemma 3.10. This follows directly from Chernoff bound. For any i ∈ I, Xt,i ∼ B1/2, and
therefore

Pr

∣∣∣∣∣∣
∑
t∈[m]

Xt,i −m/2

∣∣∣∣∣∣ ≥ ϵm

 ≤ 2 exp(−2mϵ2) =
2

n200

and for any i ∈ [n]\I, Xt,i ∼ Bϵ,

Pr

∣∣∣∣∣∣
∑
t∈[m]

Xt,i − ϵm

∣∣∣∣∣∣ ≥ ϵm/2

 ≤ 2 exp(−mϵ2/2) =
2

n50
.

Proof of Lemma 3.11. For the YES instance, we have

max
S∗⊆[n],|S∗|=k

fyes(S
∗) ≥ fyes(I) ≥ min

∑
i∈I

∑
t∈[m]

Xt,i,mk

 ≥ (k/2)(1/2− ϵ)m ≥ OPT

where the second step follows from the definition of fyes (see Eq. (2)), the third step follows from
Eq. (4) and the last step holds since OPT.

For the NO instance, for any set S of size at most k, we have

fno(S) ≤ min

 ∑
i∈S∩I

∑
t∈[m]

Xt,i,
αmk

10

+
∑

i∈S∩[n]\I

∑
t∈[m]

Xt,i +
αmk

20

≤ αmk/10 + k · 2ϵm+ αmk/20 ≤ αOPT

where the first step follows from the definition of fno (see Eq. (3)), and the second step holds due to
Eq. (5) and |S| ≤ k. The last step follows from the choice of parameters.
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B MISSING PROOF FROM SECTION 4

We first prove Lemma 4.2.

Proof of Lemma 4.2. We focus on the non-trivial case of t > 100 log(n)/ϵ2. By Chernoff bound,
we have

Pr[bt ≤ b̂(1+ϵ)t] = Pr

[
|S ∩ [(1 + ϵ)t]| ≤ 100 log(n)

ϵ2

]
= exp

(
−ϵ2 · 100 log(n)

ϵ2
· 1
2

)
≤ 1

n50

here the second step follows from Chernoff bound and

E[|S ∩ [(1 + ϵ)t]|] = 100m log(n)

tϵ2
· (1 + ϵ)t

m
= (1 + ϵ) · 100 log(n)

ϵ2

Similarly,

Pr[bt ≥ b̂(1+ϵ)−1t] = Pr

[
|S ∩ [(1 + ϵ)−1t]| ≥ 100 log(n)

ϵ2

]
= exp

(
−
( ϵ

1 + ϵ

)2
· 100 log(n)
(1 + ϵ)ϵ2

· 1
3

)
≤ 1

n4
.

where the second step follows from Chernoff bound and

E[|S ∩ [(1 + ϵ)−1t]|] = 100m log(n)

tϵ2
· t

(1 + ϵ)m
=

100 log(n)

(1 + ϵ)ϵ2
.

We next prove Lemma 4.4 – 4.6

Proof of Lemma 4.4. For r ≤ R, the probability that is there are no collisions among [tr] equals

1 ·
(
1− k

krn

)
· · ·
(
1− (tr − 1)k

krn

)
≥ 1− t2r ·

k

krn
≥ 1− 1

100R

(here the last inequality uses (6)).

For r ∈ [R + 1 : R + R1], consider the random process that j = 1, 2, 3, . . . , tr are randomly put
into Ar,1, . . . , Ar,nkr/k. Let Xj indicates if j falls into the same set as some element j′ < j, i.e.,

Xj =

{
1 j ∈ Ar,i, j

′ ∈ Ar,i for some j′ < j, i ∈ [nkr/k]
0 otherwise

We know that E[Xj ] ≤ tr · k
krn

, and

E

∑
j≤tr

Xt

 ≤ t2r ·
k

krn
= (kr log

2(n)/ϵ)2 · k

krn
=

k log4(n)

nϵ2
· kr ≤ ϵkr/4

where the last step holds since we assume k ≤ ϵ8n/ log8(n).

By Azuma-Hoeffding bound, we have

Pr

∑
j≤tr

Xj ≥ ϵkr/2

 ≤ exp(−ϵkr/12) ≤ 1/n5.

This completes the proof.
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Proof of Lemma 4.5. For any r ∈ [R+R1], for any subset i ⊆ [nkr/k], we have

E

 ∑
j∈Ai,r

wj1tr<j≤k

 =
k

nkr

∑
tr<j≤k

wj ≤
log2(n)

2tr

∑
j≤k

wj ,

where the second step follows from the choice of parameters. By Chernoff bound, we have

Pr

 ∑
j∈Ar,i

wj1tr<j≤k ≥
log2(n)

tr

∑
j≤k

wj

 ≤ exp

−∑
j≤k

wj log
2(n)/6trwtr


≤ exp(− log2(n)/6) ≤ 1/n6

where the second step follows from wtr ≤ 1
tr

∑
j≤tr

wj ≤ 1
tr

∑
j≤t wj .

Proof Lemma 4.6. We have

E

 ∑
j∈Ar,i

wj · 1j>k

 =
k

nkr

∑
j>k

wj ,

We use Chernoff bound. If k
nkr

∑
j>k wj ≥

√
k/kr log(n)wk, then we have

Pr

∣∣∣∣∣∣
∑

j∈Ar,i

wj · 1j>k −
k

nkr

∑
j>k

wj

∣∣∣∣∣∣ ≤√k/kr log(n)wk


≥ 1− 2 exp

(
− log2(n)k/kr
3k
∑

j>k wj/nkrwk

)

≥ 1− exp(− log2(n)/3) ≥ 1− 1

n5
.

Otherwise, If k
nkr

∑
j>k wj <

√
k/kr log(n)wk, then we have

Pr

∣∣∣∣∣∣
∑

j∈Ar,i

wj · 1j>k −
k

nkr

∑
j>k

wj

∣∣∣∣∣∣ ≤√k/kr log(n)wk


≥ 1− 2 exp

(
− log2(n)k/3kr

)
≥ 1− exp(− log2(n)/3) ≥ 1− 1

n5
.

Now we can finish the proof of Lemma 4.3.

Proof of Lemma 4.3. Fix a value of r, for each subset i ∈ [nkr/k], we would decompose f(Ar,i)
into three parts

f(Ar,i) =
∑

j∈Ar,i

wj =
∑

j∈Ar,i

wj1j≤tr +
∑

j∈Ar,i

wj1tr<j≤k +
∑

j∈Ar,i

wj1j>k. (17)

CASE 1: r ∈ [R+ 1 : R+R1]

We first consider the case that r ∈ [R + 1 : R + R1] and prove Eq. (8). For the LHS of Eq. (8), let
I ⊆ [nkr/k] be the collection of subsets such that contain the top (1 + 2ϵ)kr elements, i.e. [(1 +
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2ϵ)kr] ⊆ ∪i∈IAr,i. By Lemma 4.4, we know that |I| ≥ (1 + ϵ)kr. We have

br ≥ min
i∈I

 ∑
j∈Ar,i

wj


= min

i∈I

 ∑
j∈Ar,i

wj1j≤tr +
∑

j∈Ar,i

wj1tr<j≤k +
∑

j∈Ar,i

wj1j>k


≥ w(1+2ϵ)kr

+ 0 +
k

nkr

∑
j>k

wj −
√

k/kr log(n)wk

≥ w(1+2ϵ)kr
+

k

nkr

∑
j>k

wj −
1

kr

∑
j≤k

wj (18)

The first step follows from the guarantee of QUANTILEESTIMATE (see Lemma 4.2), the third step
follows from Lemma 4.6, the last step follows from kr ≤ k/ log2(n).

Meanwhile, we have

k

nkr
f([n]) =

k

nkr

n∑
j=1

wj =
k

nkr

∑
j≤k

wj +
k

nkr

∑
j>k

wj ≤
1

kr

∑
j≤k

wj +
k

nkr

∑
j≥k

wj (19)

Combining Eq. (18)(19), we have

cr = br −
k

nkr
f([n]) ≥ w(1+2ϵ)kr

− 2

kr

∑
j≤k

wr

For the RHS of Eq. (8). Let Ir ⊆ [nkr/k] be the top (1 − ϵ)kr subsets of {Ar,i}i∈[nkr/k]. By
Lemma 4.4, we know that there exists ir ∈ Ir, such that, either |Ar,ir∩[tr]| = 0, or jr = Ar,ir∩[tr]
and jr ≥ (1− 2ϵ)kr. Therefore, we have

br ≤
∑

j∈Ar,ir

wj

=
∑

j∈Ar,ir

wj1j≤tr +
∑

j∈Ar,ir

wj1tr<j≤k +
∑

j∈Ar,ir

wj1j>k

≤ w(1−2ϵ)kr
+

log2(n)

tr

∑
j≤k

wj +
k

nkr

∑
j>k

wj +
√

k/kr log(n)wk

≤ wkr
+

k

nkr

∑
j>k

wj +
1 + 1

kr

∑
j≤k

wj

The first step follows from the guarantee of QUANTILEESTIMATE (see Lemma 4.2), the third step
follows from Lemma 4.5 and Lemma 4.6, the last step follows from the choice of parameters.

Hence, we have

cr = br −
k

nkr
f([n])

≤ w(1−2ϵ)kr
+

k

nkr

∑
j>k

wj +
2

kr

∑
j≤k

wj −
k

nkr

∑
j≥k

wj

≤ w(1−2ϵ)kr
+

2

kr

∑
j≤k

wj .

CASE 2: r ≤ R

We next study the case that r ≤ R. The proof is similar. For the LHS of Eq. (7), let I ⊆ [nkr/k] be
the collection of subsets such that in [kr] ⊆ ∪i∈IAr,i. By Lemma 4.4, we know that |I| = pkr. We
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have

br ≥ min
i∈I

 ∑
j∈Ar,i

wj


= min

i∈I

 ∑
j∈Ar,i

wj1j≤tr +
∑

j∈Ar,i

wj1tr<j≤k +
∑

j∈Ar,i

wj1j>k


≥ wkr

+ 0 +
k

nkr

∑
j>k

wj −
√

k/kr log(n)wk

≥ wkr +
k

nkr

∑
j>k

wj −
ϵ

R

∑
j≤k

wj (20)

The first step follows from the guarantee of QUANTILEESTIMATE (see Lemma 4.2), the third step
follows from Lemma 4.5, the last step follows from the choice of parameters.

Meanwhile, we have

k

nkr
f([n]) =

k

nkr

n∑
j=1

wj =
k

nkr

∑
j≤k

wj +
k

nkr

∑
j>k

wj ≤
ϵ

R

∑
j≤k

wj +
k

nkr

∑
j≥k

wj (21)

Combining Eq. (20)(21), we have proved

cr = br −
k

nkr
f([n]) ≥ wkr −

2ϵ

R

∑
j≤k

wr.

For the RHS of Eq. (7). Let Ir ⊆ [nkr/k] be the top kr subsets of {Ar,i}i∈[nkr/k]. By Lemma 4.4,
we know that there exists ir ∈ Ir, such that, either |Ar,ir ∩ [tr]| = 0, or jr = Ar,ir ∩ [tr] and
jr ≥ kr. Therefore, we have

br ≤
∑

j∈Ar,ir

wj

=
∑

j∈Ar,ir

wj1j≤tr +
∑

j∈Ar,ir

wj1tr<j≤k +
∑

j∈Ar,ir

wj1j>k

≤ wkr
+

log2(n)

tr

∑
j≤k

wj +
k

nkr

∑
j>k

wj +
√
k/kr log(n)wk

≤ wkr
+

k

nkr

∑
j>k

wj +
2ϵ

R

∑
j≤k

wj

. The first step follows from the guarantee of QUANTILEESTIMATE (see Lemma 4.2), the third step
follows from Lemma 4.5 and Lemma 4.6, the last step follows from the choice of parameters.

Consequently, we have

cr = br −
k

nkr
f([n])

≤ wkr +
k

nkr

∑
j>k

wj +
2ϵ

R

∑
j≤k

wj −
k

nkr

∑
j≥k

wj

≤ wkr
+

2ϵ

R

∑
j≤k

wj .

This completes the proof.

Now we can wrap up the proof of Theorem 4.1
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Proof of Theorem 4.1. We prove LINEARSUM(f, k) approximates the optimal value within (1 ±
O(log(n)ϵ)) factor with probability at least 4/5, and it draws at most (n/k) · poly(n, ϵ−1) samples.

For the correctness guarantee, we condition on the event of Lemma 4.3, which holds with probability
at least 5/6. For r ≤ R, by Lemma 4.3, we have

R∑
r=1

(kr − kr−1)cr =

R∑
j=1

wj ± 2ϵ
∑
j≤k

wj . (22)

For j ∈ [R+ 1, R+R1], we have

R+R1∑
r=R+1

(kr − kr−1)cr ≤
R+R1∑
r=R+1

(kr − kr−1)w(1−2ϵ)kr
+ 2 log(n)ϵ

∑
j≤k

wj

≤
kR+R1∑
j=kR+1

wj +O(log(n)ϵ)
∑
j≤k

wj (23)

where the first step follows from Lemma 4.3 and kr − kr−1 ≤ ϵkr. Similarly, we have

R+R1∑
r=R+1

(kr − kr−1)cr ≥
R+R1∑
r=R+1

(kr − kr−1)w(1+2ϵ)kr
− 2 log(n)ϵ

∑
j≤k

wj

≥
kR+R1∑
j=kR+1

wj −O(log(n)ϵ)
∑
j≤k

wj (24)

Finally, for r ∈ [R + R1 + 1 : R + R1 + R2], by the guarantee of ESTIMATEQUANTILE (see
Lemma 4.2)

R+R1+R1∑
r=R+R1+1

(kr − kr−1)cr =

kR+R1+R2∑
j=kR+R1

+1

wj ±O(ϵ) ·
∑
j≤k

wj (25)

Combining Eq. (22)–(25), we have

R+R1+R2∑
r=1

(kr − kr−1)cr =

k∑
j=1

wj ±O(log(n)ϵ) ·
∑
j≤k

wj

For the sample complexity, for r ∈ [R+R1], the total number of samples to obtain {br}r∈[R+R1] is
at most

R+R1∑
r=1

100(nkr/k) log(n)/krϵ
2 = (n/k) · poly(log(n), ϵ−1),

for r ∈ [R+R1+1 : R+R1+R2], the total number of samples to obtain {br}r∈[R+R1+1:R+R1+R2]

is at most
R+R1+R2∑
r=R+R1+1

100n log(n)/krϵ
2 = (n/k) · poly(log(n), ϵ−1).

This completes the proof.

Next we prove Theorem 4.7. We reduce from a decision version of the distributed set detection
problem.
Definition B.1 (Distributed index detection). Let n,m be input parameters,D0,D1 be two Bernoulli
distributions with mean µ0, µ1. m is the number of parties, who communicate in the blackboard
model. The input of the t-th party (t ∈ [m]) is a vector Xt ∈ {0, 1}n such that

• YES Instance: Xt,i ∼ D0 for i ∈ [n]\{i∗} and Xt,i∗ ∼ D1;

• NO Instance: Xt,i ∼ D0 for all i ∈ [n]
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The goal is to distinguish between the YES/NO instance.

The communication complexity of distributed index detection is at least Ω(n/c log(n)), because
there is an Ω(n/c) lower bound of finding the index i∗ in the YES instance (taking k = 1, ϵ = 1/2
in Theorem 3.2), and one could find the index i∗ by performing binary search using O(log(n)) calls
to distributed index detection.

Proof of Theorem 4.7. Given n, k, α, suppose there exists an algorithm ALG that makes at most R
queries and approximates the value of optimal solution. Consider an instance of distributed index
detection with

ϵ = α/15, n′ = n/k, m =
10 log(n)

ϵ2
, µ0 = ϵ, µ1 = 1/2.

Let X1, . . . , Xm ∈ {0, 1}n
′

be the input of distributed index detection. Consider the following
function f : [n]→ R+,

f(S) =
∑
i∈S

f(i) and f(i) =
∑
t∈[m]

Xt,i (mod n′).

It is easy to see that f is additive and monotone. By Lemma 3.10, in the YES instance, by taking
S∗ = {i : i = i∗ (mod n′)}, we have

fyes(S
∗) ≥ kf(i∗) ≥ (1/2− ϵ)mk. (26)

In the NO instance, for any set S of size at most k, we have we

fno(S) ≤ 2ϵmk. (27)

Let OPT = (1/2− ϵ)mk. Consider the following communication protocol: The protocol proceeds
in R rounds, where in the r-th round (r ∈ [R]), suppose ALG queries set Sr, then the m parties
collectively compute the value of f(Sr). Since

f(Sr) =
∑
i∈Sr

∑
t∈[m]

Xt,i (mod n′) =
∑
t∈[m]

∑
i∈Sr

Xt,i (mod n′),

it suffices for the t-th party to compute
∑

i∈Sr
Xt,i (mod n′) locally and write it on the blackboard.

Given the knowledge of S1, . . . , Sr, f(S1), . . . , f(Sr), m parties can simulate ALG and determine
the next query Sr+1, and therefore, continue the protocol. Finally, m parties could distinguish
between (1) f(S∗) ≥ OPT = (1/2 − ϵ)mk and (2)f(S∗) ≤ αOPT = α(1/2 − ϵ)mk, and
therefore, resolve the distributed index detection task (see Eq. (26)(27)).

The communication cost at each round equals m · log(n) = O(log2(n)/ϵ2), and there is a sequence
of R queries, so there are O(R log2(n)/ϵ2) bits of communication in total. Hence, we have

R log2(n)/ϵ2 ≥ ϵn′/ log(n) ⇒ R ≥ α3n/k log3(n).
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