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ABSTRACT

The powerful cooperation of federated learning (FL) and differential privacy (DP)
provides a promising paradigm for the large-scale private clients. However, existing
analyses in FL-DP mostly rely on the composition theorem and cannot tightly quan-
tify the privacy leakage challenges, which is tight for a few communication rounds
but yields an arbitrarily loose and divergent bound eventually. This also implies
a counterintuitive judgment, suggesting that FL-DP may not provide adequate
privacy support during long-term training under constant-level noisy perturbations,
yielding discrepancy between the theoretical and experimental results. To further
investigate the convergent privacy and reliability of the FL-DP framework, in this
paper, we comprehensively evaluate the worst privacy of two classical methods
under the non-convex and smooth objectives based on the f-DP analysis. With
the aid of the shifted interpolation technique, we successfully prove that privacy in
Noisy-FedAvg has a tight convergent bound. Moreover, with the regularization
of the proxy term, privacy in Noisy—-FedProx has a stable constant lower bound.
Our analysis further demonstrates a solid theoretical foundation for the reliability
of privacy in FL-DP. Meanwhile, our conclusions can also be losslessly converted
to other classical DP analytical frameworks, e.g. (¢, )-DP and Rényi-DP (RDP),
to provide more fine-grained understandings for the FL-DP frameworks.

1 INTRODUCTION

Since McMabhan et al. (2017) proposes the FedAvg method as a general FL framework, it has been
widely developed into a collaborative training standard with privacy protection attributes, which
successfully avoids direct leakage of sensitive data. As research on privacy progresses, researchers
have found that standard FL frameworks still face a threat from indirect leakage. Attackers can
potentially recover local private data through reverse inference by persistently stealing model states
via model (gradient) inversion attacks (Geiping et al., 2020) or distinguish whether individuals are
involved in the training via membership inference attacks (Nasr et al., 2019). To further strengthen
the reliability of FL, DP (Dwork, 2006; Dwork et al., 2014; Abadi et al., 2016) has naturally been
incorporated into the FL framework, yielding FL-DP (Wei et al., 2020). As a primary technique, the
noisy perturbation is widely applied in various advanced FL methods to further enhance its security.

However, the theoretical analysis of the FL-DP framework, especially in evaluating the privacy
levels, is currently unable to provide a comprehensive understanding of its proper application. Most
of the previous works are built upon the foundational lemma of privacy amplification by iteration,
directly resulting in divergent privacy bound as the training communication round 7" becomes large.
This implies an inference that contradicts intuition and empirical studies, which is, that the FL-DP
framework may completely lose its privacy protection attributes as T° — oco. Such a conclusion is
almost unacceptable for FL-DP. Therefore, establishing a precise and tight analysis is a crucial target.

Notably, significant progress has been made in characterizing convergent privacy in the noisy gradient
descent method in RDP analysis (Chourasia et al., 2021; Ye & Shokri, 2022; Altschuler & Talwar,
2022; Altschuler et al., 2024). However, due to the challenges and intricacies of the analytical
techniques adopted, similar results have not yet successfully been extended to the FL-DP. The multi-
step local updates on heterogeneous datasets lead to biased local models, posing significant obstacles
to the analysis. Recently, analyses based on f-DP (Dong et al., 2022) have brought a promising
resolution to this challenge. This information-theoretically lossless definition naturally evaluates
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Table 1: The worst privacy of the Noisy-FedAvg and Noisy-FedProx in our analysis. V is the
norm of clip gradient. K, T are local training interval and communication round. o is the variance of
the noise. The trade-off function T¢;(-) [%l is defined in Definition 4. 1, c and z are constants.
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[a] For the trade-off function Tz (s), smaller s means stronger privacy.
[b] Learning rate decaying policy. C: constant learning rate; CD: cyclically decaying; SD: stage-
wise decaying; ID: iteratively decaying. More details are stated in Theorem 3 4.

privacy by the Type 1/ II error trade-off curve of the hypothesis testing problem about whether a
given individual is in the training dataset. Combined with shifted interpolation techniques (Bok et al.,
2024), it successfully recovers tighter convergent privacy for strongly convex and convex objectives
in noisy gradient descent methods. This may make it possible to quantify convergent privacy in
FL-DP and may offer novel understandings about impacts of some key hyperparameters.

In this paper, we investigate the privacy of two classic DP-FL methods, i.e. Noisy-FedAvg and
Noisy-FedProx and successfully evaluate their worst privacy in the f-DP analysis, as shown in
Table 1. For the Noisy—-FedAvg method, we investigate four typical learning rate decay strategies
and provide the coefficients corresponding to each case to ensure a tighter privacy lower bound. We
also prove that its iterative privacy on non-convex and smooth objectives could not diverge w.r.t.
the number of communication rounds 7', i.e., a convergent privacy. To the best of our knowledge,
this contributes the first convergent privacy analysis in FL-DP methods for non-convex functions.
Furthermore, by exploring the decay properties of the proximal term in Noisy-FedProx, we prove
that its worst privacy can converge to a general constant lower bound. Our analysis successfully
challenges the long-standing belief that privacy budgets of FL-DP have to increase as training
processes and provides reliable guarantees for its privacy protection ability. At the same time, the
exploration from the proximal term provides a promising solution, suggesting that a well-designed
local regularization term can achieve a win-win solution for both optimization and privacy in FL-DP.

2 RELATED WORK

Federated Learning. FL is a classic learning paradigm that protects local privacy. Since McMahan
et al. (2017) proposes the basic framework, it has been widely studied in several communities. As its
foundational study, the 1ocal-SGD (Stich, 2019; Lin et al., 2019; Woodworth et al., 2020; Gorbunov
et al., 2021) method fully demonstrates the efficiency of local training. Based on this, FL further
considers the impacts of heterogeneous private datasets and communication bottlenecks (Wang et al.,
2020; Chen et al., 2021; Kairouz et al., 2021). To address these two basic issues, a series of studies
have explored these processes from different perspectives. One approach involves proposing better
optimization algorithms by defining concepts such as client drift (Karimireddy et al., 2020) and
heterogeneity similarity (Mendieta et al., 2022), specifically targeting and resolving the additional
error terms they cause. This mainly includes the natural application and expansion of variance-
reduction optimizers (Jhunjhunwala et al., 2022; Malinovsky et al., 2022; Li et al., 2023), the flexible
implementation of the advanced primal-dual methods (Zhang et al., 2021c; Wang et al., 2022; Sun
et al., 2023b; Mishchenko et al., 2022; Grudzien et al., 2023; Acar et al.; Sun et al., 2023a), and the
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additional deployment of the momentum-based correction (Liu et al., 2020; Khanduri et al., 2021;
Das et al., 2022; Sun et al., 2023c; 2024). Upgraded optimizers allow the aggregation frequency
to largely decrease while maintaining convergence. Another approach primarily focuses on sparse
training and quantization to reduce communication bits (Reisizadeh et al., 2020; Shlezinger et al.,
2020; Dai et al., 2022). Additionally, research based on data domain and feature domain has also
made significant contributions to the FL. community (Yao et al., 2019; Zhang et al., 2021a; Xu et al.).

FL-DP. DP is a natural privacy-preserving framework with theoretical foundations (Dwork et al.,
2006b;a; Dwork, 2006). As one of the main algorithms for differential privacy, noise perturbation
has achieved great success in deep learning (Abadi et al., 2016; Zhao et al., 2019; Arachchige et al.,
2019; Wu et al., 2020). Combining this, FL-DP adds noise before transmitting their variables, i.e.
client-level noises (Geyer et al., 2017) and server-level noises (Wei et al., 2020). Since there is no
fundamental difference between the analysis of them, in this paper, we mainly consider client-level
noises. One major research direction involves conducting noise testing on widely developed federated
optimization algorithms (Zhu et al., 2021; Noble et al., 2022; Lowy et al., 2023; Zhang & Tang,
2022; Yang & Wu, 2023), and evaluating the performance of different methods under DP noises
through convergence analysis and privacy analysis. Another research direction involves injecting
noise into real-world systems to address practical challenges, which primarily focuses on personalized
scenarios (Hu et al., 2020; Yang et al., 2021; 2023; Wei et al., 2023), decentralized scenarios (Wittkopp
& Acker, 2020; Chen et al., 2022; Gao et al., 2023; Shi et al., 2023), and adaptive or asymmetric
update scenarios (Girgis et al., 2021; Wu et al., 2022; He et al., 2023). FL-DP has been extensively
tested across various scales of tasks and has successfully validated its robust local privacy protection
capabilities. At the same time, the theoretical analysis of FL-DP has been progressing systematically
and in tandem. Based on various DP relaxations, they provide a comparison of privacy performance
by analyzing concepts such as privacy budgets, and further understand the specific attributes of
privacy algorithms (Rodriguez-Barroso et al., 2020; Wei et al., 2021; Kim et al., 2021; Zheng et al.,
2021; Ling et al., 2024; Jiao et al., 2024). Theoretical advancements in DP have revolutionized how
we could quantify and safeguard privacy, offering unprecedented precision and robustness.

3 PRELIMINARIES

3.1 GENERAL FL-DP FRAMEWORK

We consider the general finite-sum minimization problem in the classical federated learning:
1
* S i é - 7 ) 1
w” € arg min f(w) — ZEGI fi(w) (1

where fi(w) = E.up, [fi(w, €)] denotes the local population risk. w € R? denotes d-dim learnable
parameters. € ~ D; denotes that the private dataset on client ¢ is sampled from distribution D;. We
consider the general heterogeneity, i.e. D; can differ from D, if i # j, leading to f;(w) # f;(w).
More detailed notations are introduced in Appendix A.

In our analysis, we consider the FL-DP framework with the classical client-level Gaussian noises.
The FL training process remains consistent with standard training procedures. The local clients
enhance local privacy by adding isotropic Gaussian noises to the uploaded model parameters, i.e.
n; ~ N(0,0%1,). Then the global server aggregates the noisy parameters as the global model wy 1.
Due to the page limitation, details of the algorithmic implementation are deferred to the Appendix B.

Noisy-FedAvg: we consider that each local client performs a fundamental gradient descent as follows:
Wi k41,6 = Wikt — Nk tGik,ts 2)
where g; k1 = V fi(w; k¢, €)/ max{1, W/i””s)“}, and V is a constant coefficient.
Noisy-FedProx: The vanilla local training in FedProx is based on solving the following surrogate:
. o
min fi(w) + = |jw — w . (3)
w 2
To generally compare with Noisy-FedAvg, we consider an iterative form of gradient descent as:

Wi k41,6 = Wikt — Mot [Gik,t + (Wi ke — wy)] . 4)
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3.2 DP AND f-DP

Definition 1 We denote heterogeneous datasets on the client i by S; = {¢;; } and let the union of all
local datasets be C = {S;}. We say two unions are adjacent datasets if they only differ by one data
sample. For instance, there exists the union C' = {S/}. (C,C') are adjacent datasets if there exists
the index pair (i*, j*) such that all other data samples are the same except for €;«j« # € ..

Definition 2 A randomized mechanism M is (e, )-DP if for any event E the following satisfies:
P(M(C) € E) <e*P(M(C') € E) +6. 5)

Definition 2 is the widely used (¢, §)-DP, which is a lossy relaxation in the DP analysis since its
probabilistic gaps. To bridge the discrepancy of precise DP definitions, statistic analysis demonstrates
that DP could be naturally deduced by hypothesis-testing problems (Wasserman & Zhou, 2010;
Kairouz et al., 2015). From the perspective of attackers, DP means the difficulty in distinguishing C
and C’ under the mechanism M. They can generally consider the following problem:

Given M, is the underlying union C (Hy) or C' (H1)?

To exactly quantify the difficulty of its answer, Dong et al. (2022) propose that distinguishing these
two hypotheses could be best delineated by the optimal trade-off between the possible type I and type
II errors. Specifically, by considering rejection rules 0 < x < 1, type I and type II errors can be:

Er=Eme) X, Ernr=1-Emexl, (6)
Here, we abuse M (C) to represent its probability distribution. To measure the fine-grained relation-
ships between these two testing errors, f-DP is introduced.

Definition 3 (Trade-off function) For any two probability distributions P and Q, the trade-off
function is defined as: T(P;Q)(y) = inf {1 — Eq [x] | Ep [x] < v}, where the infimum is taken
over all measurable rejection rules.

T(P;Q)(v) is convex, continuous, and non-increasing. For any possible rejection rules, it satisfies
T(P;Q)(y) <1 —~. It functions as the clear boundary between the achievable and unachievable
selections of type I and type II errors, essentially distinguishing the difficulties between these two
hypotheses. This relevant statistical property provides a stricter definition of privacy, which mitigates
the excessive relaxation of privacy based on composition analysis in existing approaches.

Definition 4 (f-DP and GDP) A mechanism M is f-DP if T(M(C), M(C"))(v) > f(v) for all
possible adjacent datasets C and C'. When f measures two Gaussian distributions, namely Gaussian-
DP (GDP), denoted as Tg(p)(v) = T (N'(0,1), N (1, 1)) () for p > 0.

According to the definition, the explicit representation of GDP is T ()(v) = (@~ 1(1 — ) — p)
where ® denotes the standard Gaussian CDF. Any single sampling mechanism that introduces Gaus-
sian noises can be considered as an exact GDP, which monotonically decreases when p increases.

4 CONVERGENT PRrIVACY

In this section, we primarily demonstrate how to provide the worst privacy in FL-DP and its convergent
bound. Generally, we assume that local objectives satisfy smoothness with a constant L,

Assumption 1 Each local objective function f;(-) satisfies L-smoothness, i.e.,

IV fi(w1) = Vfi(ws)|| < Lllwy — ws- )
4.1 SHIFTED INTERPOLATION
To simplify presentations, we denote global updates at round ¢ on the adjacent datasets C and C’ as:

C:wipr = d(wy) +7g, C':wpyy = ¢ (wy) + 1. 8)

¢(w;) denotes the accumulation of total K steps from the initialization state w; ¢, = w; at round t.
7; could be considered as the averaged noise, i.e. 7y ~ N (0, 021;/m). Traditional methods require
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Figure 1: Left: The global privacy amplification path induced by the shifted interpolation sequence.
Right: Estimation of the global sensitivity under local updates via an auxiliary sequence.

performing privacy amplification T times based on the relationship between w and w’, yielding
non-convergent privacy as T'. To avoid loose privacy amplification, we follow Bok et al. (2024) to
adopt the shifted interpolation technique. Specifically, we define the following sequence:

W1 = Mep10(we) + (1 = A1) @' (W) + 7y, 9

where t = tg,--- ,T — 1. By setting Ay = 1, then wr = wr, and we add the definition of wy, = wj},
as the beginning of interpolations. 0 < A\; < 1 are interpolation coefficients to be optimized. As
shown in Figure 1 (left), the interpolation sequence path enables a privacy amplification analysis
over T' — tg times where ¢ is an optimizable coefficient. Therefore, we can establish the following
theorem along this new privacy amplification path.

Theorem 1 Under Assumption I and corresponding updates in Eq.(8), After T training rounds on
the adjacent datasets C and C', we can bound the trade-off function between wy and w. as:

\/ﬁ T-1
T(wrswp) = T(@rswp) 2 To | <73 2 Mullot) —¢@l* . (10

t=to

In addition to the influence of standard parameters, Theorem | highlights the critical relationship
between the privacy lower bound and the weighted sum of global sensitivity terms from ¢, to 7.
Therefore, we then analyze the global sensitivity term ||¢(w;) — ¢’ (w;)]|.

4.2 GLOBAL SENSITIVITY

The sensitivity term ||¢(w;) — ¢’ (w;)||? means the stability gaps between w; and w; after performing
local training on datasets C and C’ respectively. It is influenced by both the model parameters and
the data samples, making the analysis extremely challenging. To achieve a fine-grained analysis, we
propose an auxiliary sequence ¢’(w;). As shown in Figure 1 (right), the global sensitivity can be split
into data sensitivity and model sensitivity. The data sensitivity measures the estimable errors obtained
after training on different datasets for several steps from the same initialization. This discrepancy is
solely caused by the data. The model sensitivity measures the estimable errors of the updates when
two different initialized states are trained on the same dataset. Clearly, this discrepancy is directly
related to the degree of similarity between the two initializations. Thus, we have:

Theorem 2 Under K local updates by Eq.(2) and Eq.(4), the global sensitivity in Noisy—-FedAvg
and Noisy-FedProx methods can be shown as:

[p(we) — @' (We)|| < pellwe — @i + Ve ; (11)
—_——— ~—~
from model sensitivity ~ from data sensitivity

where p; and ~y; are shown in Table 2.

Remark 2.1 The result in Eq.(11) aligns with the intuition of designing the splitting operators. It can
be observed that the coefficient p, is consistently greater than 1, which is a typical characteristic of
non-convexity. It also implies that the sensitivity upper bound tends to diverge as t — oco. However, in
Eq.(10), the parameters 0 < Ay < 1 can efficiently scale the sensitivity terms. By carefully selecting
the optimal \; values, it can ultimately achieve a convergent privacy lower bound.
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Table 2: Specific formulation of p, and ~; in Theorem 2.

Learning rate Dt Ve
K 2uV
p (1+pL) K
cpl 2cV
. kLH (1+ K) < In(K +1)
Noisy-FedAvg I
K (1 + &) 2uV K
T+1 t+1 m i+l
zpL
u (ﬁ) 22V 1, (u)
TR+k+1 t+1 m t+1
Noisy-FedProx non-increase =7 %

4.3 MINIMIZATION PROBLEM ON ¢y AND ITS RELAXATION

According to Eq.(10) and the sensitivity bound in Eq.(11), we denote the weighted accumulation of
the sensitivity term as H (A, to), where A; and ¢, are both to-be-optimized parameters. Therefore,
we can provide the tight bound of the privacy by solving the minimization of the following problem:
T—1
H. = min H (X, to) 2N AL (el — @l + 7). (12)
t,to =ty
If ¢y is very small, it means that the introduced stability gap will also be very small. However,
consequently, the sensitivity terms will extremely increase due to the accumulation over 1" — ¢y rounds.
Conversely, although the accumulated error is small, it remains divergent due to the unbounded global
sensitivity term. To avoid this uncertain analysis, we have to make a compromise. Because % is an
integer belonging to [0, T — 1], its optimal selection certainly exists when T is given. Therefore, we
consider a relaxed and simple problem instead, i.e. under tg = 0,
T—1
Ho =minH (A, 0) = > APy (pellwe — @] +70)° - (13)
A t=0
Its advantage lies in the fact that when ¢y = 0, the sensitivity error is 0, avoiding its divergence.
Compared to the optimal solution H,, it satisfies Ho > H,. More importantly, the solution of Hg
eliminates the influence of ¢, , allowing us to obtain an effective solution to the minimization problem
by directly minimizing the )\; terms. The lower bound in Theorem 1 will be replaced by:

) (25

T(wpiwh) > Tg ( (14)

Although this is a relaxation of the privacy lower bound, our subsequent proof confirms that #y can
still achieve convergent into a constant form, which means local privacy can still achieve convergence.
We additionally provide a discussion of its tightness in Appendix F.

4.4 CONVERGENT PRIVACY

In this part, we demonstrate our convergent privacy analysis. By solving Eq.(13) under corresponding
p+ and y;, we provide the worst privacy for the Noisy-FedAvg and Noisy-FedProx methods.

Theorem 3 Let f;(w) be a L-smooth and non-convex local objective and local updates be performed

as shown in Eq.(2). Under perturbations of isotropic noises n; ~ N (0, oI d), the worst privacy of
the Noisy—-FedAvg method achieves:

(a) under constant learning rates 1y, ; = Ji:

2WVEK [(14pLl)K +1 1+ pL)ET -1 (15)
vVmo \| (1+ul)K =1 (1 +pul)KT+1 )

T(wT;w’T) Z TG <

(b) under cyclically decaying ny, + = kL_H
2cVIn(K +1) [(1+K)rl 41 (14 K)erlT — 1
T(wr;wr) > T . 16
(wTwa) — 4G < \/ﬁo, \/(1 +K)CML -1 (1 +K)CHLT_|_ 1 (16)
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(c) under stage-wise decaying My, ; = t%

2uVK 1
T(wr;wh) > Ta ( 5%; 2 T) 17
(d) under continuously decaying My, ; = ﬁ
22V 1
T(wriwh) > T (\/%U 92— T) . (18)

Remark 3.1 (General Bound.) Theorem 3 provides the worst-case privacy analysis for the
Noisy-FedAvg method. Its privacy is primarily affected by the clipping norm V, the local
interval K, the scale m, and the noise intensity o. A larger gradient clipping norm V' always results
in larger gaps. The local interval K determines the sensitivity of the entire local process, which
is primarily influenced by the learning rate strategy. m in our proof represents the client scale; in
fact, the number of data samples is also proportional to m. An increased m will largely reduce the
sensitivity, yielding improvements in privacy. Infinite noise can provide perfect privacy, while zero
noise offers no privacy. Constant-level noise can still achieve convergent privacy.

Remark 3.2 (Partial Participation.) The above analysis also applies to the partial participation
setting. For example, suppose there are m clients in total, and in each round n clients are selected to
participate. This corresponds to a sampling process, where the expected privacy in each round is
amplified by a factor of “*. Since the analysis of local iterations is carried out on each individual
node, it is not affected by this change. Therefore, under partial participation, the privacy upper
bound depends linearly on the number of participating nodes, and one can simply replace m with n.
In particular, when m = n = 1, the analysis reduces to the standard DP-SGD.

Theorem 4 Let f;(w) be a L-smooth and non-convex local objective and local updates be performed
as shown in Eq.(4). Let the proximal coefficient o > L and n < ﬁ under perturbations of
isotropic noises n; ~ N (07 O'QId), the worst privacy of the Noisy—FedProx method achieves:

2V 200 — L 1 2
-
Vmao L (a) L1

T(wr;wy) > Ta (19)

b

a—L

Remark 4.1 (Impacts of the Regularization Coefficient «.) Aside from the influence of standard
coefficients, due to the correction of the regularization term, its privacy is no longer affected by the
local interval K, even with a constant learning rate, which becomes a significant advantage of the
Noisy-FedProx method. Specifically, when o« > L, increasing « significantly improves the worst
privacy. Therefore, the selection of « is a delicate trade-off between optimization and privacy.

Theoretical comparisons. Table 3 demonstrates the comparison between existing theoretical results
and ours of the Noisy-FedAvg method. Existing analyses are mostly based on the DP relaxations
of (e, d)-DP and RDP (Mironov, 2017). Apart from the lossiness in their DP definition, an important
weakness is that privacy amplification on composition is entirely loose. For instance, the general
amplification in (¢, §)-DP indicates, the composition of an (e1, d1)-DP and an (ez, d)-DP leads to
an (€1 + €2, 01 + 02)-DP. Similarly, the composition of a ({, €1)-RDP and a ({, €2)-RDP results in a
(¢, €1 + €2)-RDP. This simple parameter addition mechanism directly leads to a linear amplification
of the privacy budget. Therefore, in previous works, when achieving specific DP guarantees, it is
often required that the noise intensity o2 is proportional to the communication rounds 7" (or TK).
Wei et al. (2020) prove a double-noisy single-step local training on both client and server sides is
possible to achieve the privacy amplification of O(T?) rate. Shi et al. (2021) further consider the
local intervals K. Zhang et al. (2021b) and Noble et al. (2022) elevate the theoretical results to
O (TK). Subsequent research further indicates that the impact of the interval K can be eliminated to
achieve O (T) rate via sparsified perturbation (Hu et al., 2023; Cheng et al., 2022), and algorithmic
improvements (Fukami et al., 2024). However, these conclusions all indicate that the condition for
achieving constant privacy guarantees is to continually increase the noise intensity. Bastianello et al.
(2024) provide constant privacy under S-strongly convex objectives.
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Table 3: Comparisons with the existing theoretical results in FL-DP. We losslessly transfer our
results into (e, §)-DP and RDP results. In (¢, )-DP, we compare the requirement of noise variance
corresponding to achieving (¢, §)-DP. In (¢, €)-RDP, we directly compare the privacy budget term
§(¢). We mainly focus on the privacy changes on T"and K. €(-), O(-), and o(-) correspond to the
lower, upper bound, and not tight upper bound of the complexity, respectively.

| (e,6)-DP | (¢,€)-RDP | whenT, K — oo
Wei etal. (2020) | 0=0(LVT?—mL?) \ - \
log( %
Shi et al. (2021) a—O(VV E(°)T\F> -
Vy/log(%)
Zhang et al. (2021b) oc=0 VT +mK -
Jioa(E
Noble et al. (2022) o=0 (WVTK) .
o — 00 0On
non-convex
Cheng et al. (2022) =0 <V v lzg(i) ﬁ)

Zhang & Tang (2022) ‘ - ‘

<v\/m\f>

Hu et al. (2023)

Fukami et al. (2024)

N (V(1+\/ﬁ)€1/log(e+§)ﬁ)

i _ _ ¢LV? BT ) convergent on
Bastianello et al. (2024) =0 (S (1=eT)) | 5 Sionay comex
o _ V«/(d) l(a)) Tae B Vo1 ) convergent on
Ours (Noisy-FedAvg) | o = < \/2 > e=0 (rn,<72 (2-7) HOn-convex

Table 4: Comparison of the accuracy under different experimental settings. We select the scale m
from [50, 100]. Each client holds 600 heterogeneous data samples of MNIST or 500 heterogeneous
data samples of CIFAR-10. For each scale, we test two settings of the local interval K = 50, 100,
and 200, respectively. Throughout the entire process, we fix 7K = 30000. “-" means the training
loss diverges. Each result is repeated 5 times to compute its mean and variance.

Noisy | m = 50 m = 100

Intensity | =50 K=100 K=200 K=50 K=100 K =200

c=1.0 - - - - - -
MNIST o=10""|95404018 95421015 9521011 97.32+014 97.501011 97421018
LeNet-5 o=10"2 98.33 1012 98.024+015 97.88+012 98. 714010 97.97+1008 97.72+0.12
o =10"2|98411007 98234005 98.001007 98.94100s 98.50+006 98.01+010

c=1.0 - - - - - -
CIFAR-10 | 0 =107"|53.76 1005 53.384023 53491021 62.024028 61.331025 61114017
ResNet-18 | 0 = 10_2 70.114022 69.0840.12 66.63+016 74.3441029 72874019 70.74+0.15
o=10"3 1709841011 69.814020 67.984003 75384010 74444012 72.114006

5 EMPIRICAL VALIDATION

Setups. We conduct experiments on MNIST (LeCun et al., 1998) and CIFAR-10 (Krizhevsky et al.,
2009) with the LeNet-5 (LeCun et al., 1998) and ResNet-18 (He et al., 2016) models. We follow
the widely used standard federated learning experimental setups to introduce heterogeneity by the
Dirichlet splitting. The heterogeneity level is set high (Dir-0.1 splitting). In the following experiments,
we follow the classical studies to adopt the stage-wise decaying learning rate for training. We also
provide a sensitivity studies of all learning rate schedules in Appendix C.
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Different m in Noisy-FedAvg Different K in Noisy-FedAvg Different V in Noisy-FedAvg Different a in Noisy-FedProx
« a=0.01 ===

a=0.1
« a=1

«  K=20
k=10
« K=5

« m=20
m=50
+ m=80

Sensitivity [|¢(w,) — ¢'(w))||
Sensitivity [¢(we) - ¢'(wy)|

Sensitivity [[¢(we) — ¢"(w})||
Sensitivity [|¢(w,) — ¢'(w))]|

communication round t communication round t communication round t communication round t

Figure 2: Sensitivity studies on Noisy-FedAvg and Noisy-FedProx. The general setups are
m = 20, K =5, and V = 10. In each group, we keep all other parameters fixed to ensure fairness.

Accuracy. Table 4 shows the comparison on Noisy—-FedAvg. Our theory precisely addresses this
misconception and rigorously provides its privacy protection performance. It can be observed that
as the number of clients increases, the impact of noise gradually diminishes. We have previously
explained this principle: for the globally averaged model, the more noise involved in the averaging
process, the closer it gets to the noise mean, which is akin to the situation without noise interference.
When we adjust the intensity from o = 1073 to 10!, the accuracy decreases by 5.57% and 1.62%
on m = 20 and 100 respectively on the MNIST and 14.19% and 11% on the CIFAR-10. The local
interval K does not significantly affect noise, and the accuracy drops consistently. K primarily affects
global sensitivity and higher aggregation frequency usually means better performance.

Sensitivity in Noisy-FedAvg. We mainly study the impact from the scale m, local interval K,
and clipping norm V/, as shown in Fig. 2. The first figure clearly demonstrates the impact of the scale

o e . . . 1 .
m on sensitivity, which corresponds to the worst privacy bound O (ﬁ) More clients generally

imply stronger global privacy. The second figure shows evident that although increasing K can raise
the sensitivity during the process, it does not alter the upper bound of sensitivity after optimization
converges. This is entirely consistent with our analysis, indicating that the privacy lower bound exists
and is unaffected by 7" and K. The third figure indicates that the sensitivity will be affected by the V,
which corresponds to the worst privacy bound O (V).

Sensitivity i?‘ Noisy-FedProx. Table 5: Performance and sensitivity (7' = 600).
As shown in Fig. 2 (the fourth figure),

the larger & means smaller global sen-

Accuracy  Sensitivity

sitivity. This is consistent with our Noisy-FedAvg 60.67 31.33
analysis, which states that the lower Noisy-FedProx a = 0.01 60.69 30.97
bound of privacy performanceis given  Noisy-FedProx a = 0.1 60.94 18.52
by O (ﬁ) When we select @ = 0, Noisy-FedProx a =1 56.33 6.34

it degrades to the Noisy-FedAvg

method. In fact, based on the comparison, we can see that when « is sufficiently small, i.e. o = 0.01,
its global sensitivity is almost at the same level as Noisy-FedAvg. In Table 5, we present a
comparison between them. Although the proximal term provides limited improvement in accuracy,
selecting an appropriate « significantly reduces global sensitivity. This implies that the privacy
performance of Noisy-FedProx is far superior to that of Noisy-FedAvg. While achieving
similar performance, the regularization proxy term can significantly reduce the global sensitivity of
the output model, thereby enhancing privacy. This conclusion also demonstrates the superiority on
privacy of a series of FL-DP optimization methods based on training with this regularization.

6 CONCLUSION

To our best knowledge, this paper is the first work to demonstrate convergent privacy for the
general FL-DP paradigms. We comprehensively study and illustrate the fine-grained privacy level for
Noisy-FedAvg and Noisy-FedProx methods based on f-DP analysis, an information-theoretic
lossless DP definition. Moreover, we conduct comprehensive analysis with existing work on other DP
frameworks and highlight the long-term cognitive bias of the privacy lower bound. Our analysis fills
the theoretical gap in the convergent privacy of FL-DP while further providing a reliable theoretical
guarantee for its privacy protection performance. Moreover, We conduct a series of experiments to
verify the boundedness of global sensitivity and its influence on different variables, further validating
that our theoretical analysis aligns more closely with practical scenarios.
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Statement of Using LLMs. Large language models (LLMs) were occasionally employed as writing
aids in the preparation of this manuscript. Their use was restricted to detecting minor typographical
errors and refining a small number of lengthy sentences for improved clarity. Beyond these limited
writing-related adjustments, LLMs played no role in the research design, implementation, or analysis.

Statement of Ethical Concerns. This paper is contributed to theoretical exploration and validation
experiments conducted on publicly available datasets and models, and therefore does not involve any
ethical concerns.

A  NOTATIONS

In the subsequent content, we use italics for scalars and denote the integer set from 1 to a by [a].
All sequences of variables are represented in subscript, e.g. w; ;. For arithmetic operators, unless
specifically stated otherwise, the calculations are performed element-wise. Other symbols used in this
paper will be explicitly defined when they are first introduced. We introduce a complete description
in the following Table.

Table 6: Notations descriptions.

Communication Round
Local Interval

Number of Clients
Noise Level

Gradient Clipping
Lipschitz Constant
Parameters

Gradients

Noise

Learning Rates

Proxy Coefficient
Interpolation Coefficient
Local Dataset

Client Union

Training Mechanism
Gaussian Distribution
Optimization Objective
Local Training
Trade-off Function
Gaussian DP Trade-off Function
Gaussian CDF
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B GENERAL FL-DP FRAMEWORK

FL framework usually allows local clients to train several iterations and then aggregates these
optimized local models for global consistency guarantees. Though indirect access to the dataset
significantly mitigates the risk of data leakage, vanilla gradients or parameters communicated to
the server still bring privacy concerns, i.e. indirect leakage. Thus, DP techniques are introduced
by adding isotropic noises on local parameters before communication, to further enhance privacy
protection.
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Algorithm 1 General FL-DP Framework

Input: initial parameters wy, round 7', interval K
Output: global parameters wr
1: fort=0,1,2,--- ;T —1do

2 activate local clients and communications
3:  for client ¢ € 7 in parallel do

4: set the initialization w; 0 s = w;

5: fork=0,1,2,--- ,K —1do

6: Wy k41,0 = L-update(w; i 1)

7 end for

8: generate a noise n; ~ N (0,021;)

9: communicate w; i ¢ + n; to the server
10:  end for
11: w1 = G-update({w; g+ +n;})
12: end for

In our analysis, we consider the FL-DP framework with the classical normal client-level noises, as
shown in Algorithm 1. At the beginning of each communication round ¢, the server activates local
clients and communicates necessary variables. Then local clients begin the training in parallel. We
describe this process as a total of K > 1 steps of L-update function updates. Depending on algorithm
designs, the specific form of local update functions varies. After training, the local clients enhance
local privacy by adding noise perturbations to the uploaded model parameters. Our analysis primarily
considers the properties of the isotropic Gaussian noise distribution, i.e. n; ~ N(0,021). Then the
global server aggregates the noisy parameters to generate the global model w;; via the G-update
function. Repeat this for 7" rounds and return wr as output.

Threat model and Privacy. In the FL-DP framework, we primarily consider two types of privacy:
(1) client-side privacy when uploading local parameters to the server, which is protected by injecting
DP noise; and (2) global-model privacy when sending aggregated parameters back to the clients,
ensuring that no information can be extracted or inferred from the global model. In the standard
FL-DP framework, the protection of local privacy is straightforward. Our analysis therefore focuses
on the second aspect: the privacy behavior associated with the global model.

C MORE EXPERIMENTS VALIDATION

In this section, we present additional experimental validations, including larger client scales and
different neural network architectures, to further substantiate our analysis.

Table 8 summarizes additional results under different noise intensities, client scales, and local
iteration lengths. Overall, when the noise level is very large, the model fails to converge, showing
the detrimental effect of excessive perturbation. As the noise weakens, performance improves
steadily, confirming the expected trade-off between privacy and accuracy. Increasing the client
scale consistently leads to higher accuracy, since more participants help average out the injected
noise and stabilize training. In contrast, enlarging the local iteration length tends to slightly degrade
performance, especially under stronger noise, as longer updates accumulate errors. These findings
further support our theoretical claims: moderate noise is essential for balancing utility and privacy,
larger client populations enhance robustness, and overly strong noise inevitably causes learning to
fail. These observations highlight several important insights. First, the results demonstrate that
privacy-preserving noise must be carefully calibrated: too strong a perturbation eliminates useful
signal, while moderate levels allow training to proceed effectively. Second, the consistent benefit
of larger client scales indicates that federated participation not only improves model generalization
but also plays a role in mitigating the variance introduced by noise. Finally, the relatively minor
but noticeable impact of longer local iterations suggests a delicate balance between communication
efficiency and robustness to noise. Together, these findings provide empirical evidence that supports
the theoretical analysis in the main text, and further confirm the scalability and stability of our
proposed approach under diverse settings.
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Table 8: More experiments (hyperparameters are fixed as the same selection with Table. 4).

Noisy | m =20 m = 500
Intensity | K =50 K=100 K=200 K=50 K=100 K =200
oc=10 -

CIFAR-10 | 0 =10""|42.691035 41.694028 41.941035 68424049 66.931041 66364055
ResNet-18 | 0 = 1072 | 58.991018 58.594014 55.62+027 77.68+013 762541010 73.841023
oc=10"%1]60.231008 359.354013 56.131018 78.14402 77.324034 76.07+0.17

Table 9: Sensitivity of different learning rates on LeNet.
| T=100 T=200 T=300 T=400 T =500 T =600

constant 19.77 29.24 33.52 36.37 37.52 37.98
cyclically 15.36 28.44 33.37 36.24 37.82 38.15
stage-wise 15.24 24.33 26.89 27.71 28.69 29.03
iteratively 14.33 22.14 23.35 24.11 24.52 24.68

Results on ViT-Small. We conducted tests on ViT-Small, and the results show a similar trend to
ResNet-18, although the sensitivity is higher, the convergence behavior remains largely consistent.
We use the m = 50, K = 5, and V = 10. To ensure satisfactory convergence of the ViT-Small
model, we increased the number of training steps to 7' = 1000.

Table 7: Results on ViT-Small.
T=200 T =400 T =600 T =800 1T = 1000

ResNet-18 16.94 23.13 24.04 24.11 24.17
ViT-Small 23.52 31.37 35.66 36.32 36.58

Sensitivity of ResNet-18 converges after approximately 600 steps, while that of ViT-Small converges
after 800 steps. Table 7 compares the sensitivity curves of ResNet-18 and ViT-Small under different
training steps. We observe that the sensitivity of ResNet-18 stabilizes after roughly 600 iterations,
while ViT-Small requires about 800 iterations to reach convergence. This indicates that larger
and more expressive models generally take longer to stabilize, as their higher capacity introduces
additional variance in the early stage of training. Nevertheless, although the convergence point is
delayed for ViT-Small, the eventual sensitivity magnitude does not exceed that of ResNet-18, which
confirms that our theoretical stability upper bound remains unchanged regardless of model size.
These results suggest that scaling up the model primarily affects the rate of convergence but not the
asymptotic stability guarantee, thereby validating the robustness of our analysis in both CNN- and
Transformer-based architectures.

Our experiments follow the standard settings used in prior classical work. For complex neural
networks, using a constant learning rate throughout training may lead to instability, which is mainly a
training issue rather than the focus of this paper, as our primary contribution lies in the privacy theory.
In this part, we additionally train the model under four different learning-rate schedules and report
the results below. As training progresses, the privacy guarantee of the model continues to exhibit a
strong convergence trend, which is consistent with our theoretical analysis.

Results on CIFAR-100 and TinyImagenet. We conduct additional noisy experiments on CIFAR-100
and TinyImagenet, and the observed behavior is consistent with the results on CIFAR-10 and MNIST.
The effect of noise strength is direct, and prior work has extensively studied this phenomenon,
as the introduction of noise inevitably degrades the convergence rate. This degradation stems
from the optimization process itself and reflects the fundamental trade-off between privacy and
utility: optimization prefers smaller noise, while privacy requires larger noise. Our analysis further
improves the lower bound in privacy characterization. Previous analyses often viewed this trade-off
as inherently conflicting and irreconcilable. However, our results reveal a more nuanced relationship
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in the federated learning setting. Specifically, given a desired privacy guarantee, the convergence
speed does not decay indefinitely.

Table 10: More experiments (hyperparameters are fixed as the same selection with Table. 4).
Noisy | CIFAR-100 TinyImagenet
Intensity \ K=50 K=100 K=200 K=500 K=50 K=100 K =200 K =500

o=10""| 3542 34.18 33.25 33.21 28.52 27.39 25.94 25.65
oc=10"%| 3842 38.11 37.36 37.03 34.99 34.36 34.10 33.84
o=10"%| 3895 38.73 38.11 37.84 35.15 34.87 34.64 34.21

Empirical Studies of Membership Inference. We conduct an empirical study using membership
inference attacks to validate the stability of the privacy guarantees. We consider a federated learning
setup with 100 clients, among which 10 are designated as target clients. The attacker is assumed to
intercept the transmitted parameters during communication but has no knowledge of their source.
Using gradient inversion, the attacker attempts to identify the target clients in the different training
rounds. We report the attack success rate over 500 steps.

Table 11: Results of membership inference.
T=200 T =400 T =600 T =800 1T = 1000

oc=1.0 0% 0% 10% 10% 0%

oc=0.1 20% 30% 30% 40% 30%
o =0.01 40% 50% 60% 60% 70%
oc=0 40% 80% 100% 100% 100%

It can be seen that in the absence of noise, the attack success rate eventually stabilizes at 100%,
indicating a complete lack of privacy protection. Under extremely strong noise, the attack performance
is nearly equivalent to random guessing, which indicates a high level of privacy protection. Under
different levels of constant noise, the attack success rate does not approach 100% even in the later
stages of training. With a noise level of 0.01, the success rate eventually stabilizes around 70%, while
a stronger noise level of 0.1 reduces it to about 30%. This demonstrates that the privacy protection
does not rely on an ever-increasing noise magnitude; instead, the convergence of privacy is an inherent
outcome.

Different number of data samples. Since the local noise is injected at each client after completing
its local training in every round, the amount of local data does not have a substantial impact. We
conducted the following validation on CIFAR-10 by varying both the number of clients and the
amount of data per client, and we report the resulting sensitivity differences after 500 rounds of
training.

Table 12: Sensitivity of different sample numbers and client numbers.
S=100 S=200 S=300 S5=400 S =500

m = 80 17.41 17.34 17.15 17.22 17.25
m = 50 24.95 24.93 24.62 24.83 24.53
m =20 30.12 30.38 30.45 29.89 30.08

D EMPIRICAL STUDIES OF CONVERGENT PRIVACY

We additionally conducted the following experiments on CIFAR-10 and CIFAR-100. Specifically, we
evalute the privacy performance on label reconstruction, gradient inversion attack, attribute inference
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attack, and knowledge extraction attack to demonstrate that convergent privacy can be empirically
satisfied.

Label Reconstruction. Label Reconstruction is a privacy attack in which an adversary attempts to
infer and reconstruct the true labels of training samples from the model’s outputs or gradients. We
randomly select 1000 samples from the test set to evaluate the label reconstruction ability, which
reflects the change in privacy leakage.

Table 13: Label reconstruction performance on different constant level noise.
Noiselevel T'=100 T =200 T =300 T =400 7T =500

CIFAR-10 oc=0.1 17.7 20.4 22.0 22.5 22.8
CIFAR-10 o =0.01 325 38.3 44.2 46.6 48.2
CIFAR-10 oc=0 36.5 44.7 53.1 59.8 65.4
CIFAR-100 oc=0.1 12.3 15.5 17.5 19.0 19.2
CIFAR-100 o =0.01 20.3 25.5 28.6 29.7 30.6
CIFAR-100 oc=0 244 30.1 36.5 40.5 43.3

It can be observed that without noise, the reconstruction accuracy steadily increases, as the correspon-
dence between gradients and labels is highly pronounced in the noise-free setting. After injecting
noise with sufficient strength, the recovery accuracy gradually stabilizes at a certain level and no
longer improves. This is consistent with our theoretical analysis.

Gradient Inversion Attack. Gradient inversion attack aims to reconstruct the original input data by
exploiting the gradients shared during training. Since we use images as the data in this setting, the
reconstruction quality is evaluated by the average L2 norm between the recovered images and the
original ones. We randomly select 500 samples from the CIFAR-10 for evaluation.

Table 14: Gradient inversion attack performance on different constant level noise.
Noiselevel T =100 T =200 T =300 7T =400 T =500

CIFAR-10 oc=0.1 20.45 18.32 17.17 16.65 16.34
CIFAR-10 o0 =10.01 15.51 12.26 10.35 8.44 8.02
CIFAR-10 oc=0 10.23 4.55 1.72 1.34 0.97

The reconstruction results show that without noise, the recovered images become highly accurate as
training progresses, since the mapping from gradients to images is very direct in LeNet. In contrast,
when noise is injected, the reconstruction quality is significantly degraded and eventually stabilizes at
a constant magnitude.

Attribute Inference Attack. Attribute inference attack is a privacy attack in which an adversary
attempts to infer hidden or sensitive attributes of training samples from the model’s outputs or
intermediate representations. Here we follow Arevalo et al. (2024) to evaluate the attribute of
"Animal or not". We select 1000 data samples to test and report the attribute inference accuracy.

Table 15: Attribute inference attack performance on different constant level noise.
Noiselevel T =100 T =200 T =300 T =400 7T =500

CIFAR-10 oc=0.1 20.4 28.1 34.2 38.8 42.5
CIFAR-10 ¢ =0.01 30.1 46.4 533 58.8 62.1
CIFAR-10 oc=0 30.3 52.2 59.2 67.3 74.4

Attribute inference attacks share certain similarities with label reconstruction attacks, but differ in that
the inferred attribute is an unlabeled feature that often exhibits clustering behavior during inference.
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Injecting noise significantly increases the difficulty of effectively identifying this attribute. Our
experiments further confirm that the privacy leakage detected by such attacks remains stable under
limited noise injection: its growth does not increase indefinitely but instead stays within a gradually
shrinking range and eventually converges to a stable level.

Knowledge Extraction Attack. Knowledge Extraction Attack is a privacy attack in which an
adversary queries the target model’s outputs to train a substitute model that mimics the target model’s
behavior. In our experiments, we train the attacker model using the stolen noisy logits, and evaluate
the privacy protection capability by comparing the resulting training loss. It can be observed that
constant noise effectively maintains stable privacy protection, which is fully consistent with our
theoretical predictions.

Table 16: Knowledge extraction attack performance on different constant level noise.
Noise level Vanilla Model  Attacker

CIFAR-10 c=0.1 74.25 60.20
CIFAR-10 o =0.01 78.44 72.43
CIFAR-10 oc=0 82.55 80.35
CIFAR-100 c=0.1 32.36 15.52
CIFAR-100 ¢ =10.01 3741 26.49
CIFAR-100 oc=0 45.25 38.36

E PRELIMINARY PROPERTIES OF f-DP

In our analysis, the f-DP composition is applied to the sequence of perturbed model updates, each of
which is a Gaussian mechanism. For Gaussian mechanisms, a valid coupling is guaranteed to exist:
the optimal transport coupling that aligns the two output distributions via a shared Gaussian noise
source. Formally, for adjacent datasets C and C’, the mechanisms can be written as:

M(C) = Standard FL Update(C') + Z and M (C") = Standard FL Update(C") + Z,

where Standard FL Update() is generally defined by the algorithm itself, e.g. FedAvg and FedProx
in our paper. Z is the shared Gaussian noise. This defines a measurable coupling, since the pair
(Standard FL Update(C') + Z, Standard FL Update(C") + Z) is a measurable mapping of Gaussian
random variable. Under this coupling, the privacy-loss random variable has the explicit closed form
used in f-DP analysis, and its mean shift is

, ||Standard FL Update(C') — Standard FL Update(C")||?
Lt = 5
202 ’

which is finite and fully controlled through our sensitivity bounds. Therefore, the total mean shift
> 1t is well-defined and directly bounded by our model-sensitivity recursion, ensuring that the
f-DP composition lemma applies without additional assumptions.

In this section, we mainly supplement some basic properties of f-DP, all of which are lemmas
proposed by Dong et al. (2022). Specifically, Lemmas 1 and 2 are employed in our theoretical
analysis, whereas Lemmas 3 and 4 facilitate a lossless translation of our results into other standard
DP frameworks for comparative purposes.

Lemma 1 (Post-processing) If a randomized mechanism M is f-DP, any post processing mecha-
nism based on M is still at least f-DP, i.e. T(P’; Q") > T(P;Q) for any post-processing mapping
which leads to P — P' and Q — Q'.

Intuitively, post-processing mappings bring some changes in the original distributions. However,
such changes can not allow the updated distributions to be much easier to discern. This lemma also
widely exists in other DP relaxations and stands as one of the foundational elements in current privacy
analyses. In f-DP, this lemma also clearly demonstrates that the difficulty of hypothesis testing
problems can not be simplified with the addition of known information, which still preserves the
original distinguishability.
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Lemma 2 (Composition) We have a series of mechanisms M; and a joint serial composition mech-
anism M. Let each private mechanism M;(-,y1, -+ ,yi—1) be fi-DP forally; € Y1,--+ ,y;—1 €
Yi—1. Then the n-fold composed mechanism M : X — YY) x --- x Y, is f1 ® --- ® fp-DP,
where ® denotes the joint distribution. For instance, if f = T(P;Q) and g = T(P’;Q’), then
f®g=T(PxP;QxQ").

The composition in the f-DP framework is closed and tight. This is also one of the advantages of
privacy representation in f-DP. Correspondingly, the advanced composition theorem for (e, §)-DP
can not admit the optimal parameters to exactly capture the privacy in the composition process (Dwork
etal., 2015). However, the trade-off function has an exact probabilistic interpretation and can precisely
measure the composition.

Lemma 3 (GDP — (€,8)-DP) A y-GDP mechanism with a trade-off function T (p) is also
(e,d(€))-DP for all € > 0 where

(5(6):@(—;4-';) —eP (—;—g) (20)

Lemma 4 (GDP — RDP) A u-GDP mechanism with a trade-off function T (1) is also (¢, 31%¢)-
RDP for any ¢ > 1.

We state the transition and conversion calculations from f-DP (we specifically consider the GDP)
to other DP relaxations, e.g. for the (¢,4)-DP and RDP. These lemmas can effectively compare
our theoretical results with existing ones. Our comparison primarily aims to demonstrate that the
convergent privacy obtained in our analysis would directly derive bounded privacy budgets in other
DP relaxations. Moreover, we will illustrate how the convergent f-DP further addresses conclusions
that current FL-DP work cannot cover theoretically, which provides solid support for understanding
its reliability of privacy protection.

Lemma 5 (Accumulation in GDP.) For GDP, T (p1) @ -+ @ T (pn) = Ta(V/ 13 + -+ + p2).
Proof. Let ji = (1, p2) € R? and I be the 2 x 2 identity matrix. Then
Te(pr) @ Ta(puz) = TN(0,1) x N(0,1); N (p1,1) x N(pa, 1)) = T(N(0, I); N (i, I2)).

Again we use the invariance of trade-off functions under invertible transformations. N (0, I5) is
rotation invariant, so we can rotate N (1, I2) so that the mean is (\/u? + p3,0), i.e.,

TN (0, L) N (s, I2)) = TN (0, 1): Ny /1 + 13, 1) @TN(0, 1) M (0, 1)) = Tos (/12 + pi2)-

F A DISCUSSION OF TIGHTNESS IN RELAXATION

The appropriateness of our relaxation can be justified through parallels with prior work, especially
the analysis in shifted-interpolation on DP-SGD. The essential challenge arises from the fact that
obtaining the worst-case privacy loss requires minimizing the privacy term jointly over \; and
to, which is an NP-hard problem. To make the computation feasible, Bok et al. assume that the
optimization domain has diameter D, thereby ensuring that the global sensitivity at every tg is
bounded by this constant. Although this assumption simplifies the optimization, such a projection
is rarely aligned with practical training dynamics. If ¢y were a fixed and known constant, the
assumption would indeed apply. However, when ¢( increases with the total number of training
steps 7', this simplification may no longer hold. Our analysis introduces a relaxed upper bound, but
comparison with their results indicates that our bound differs only by a constant multiplicative term.
As T'/tg — oo, this discrepancy shrinks rapidly and becomes negligible.

G PROOF OF MAIN THEOREMS

Proof Sketch. Since the standard interpolation technique cannot be directly applied to the federated
learning setting, we introduce a more sophisticated interpolation construction. In this design, the
interpolation sequence is defined at the level of the global model, while its evolution is implicitly
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governed by the local training updates performed on each client. To quantify the effect of this
interpolation on the original optimization trajectory, we conduct separate analyses of model sensitivity
and data sensitivity for the local sequences, which allow us to derive upper bounds on how these
sensitivities change. Using the global interpolation, we then obtain the complete f-DP privacy
characterization of the FL-DP framework, which ultimately leads to a bounded privacy guarantee. In
this section, we provide the main lemmas of sensitivity studies on the different cases.

G.1 PROOFS OF THEOREM 1

We consider the general updates on the adjacent datasets C and C’ on round ¢ as follows:
1
wir1 = ¢(we) + - iezzni,t,

1
whyy = () + > i

i€L

2

where wy is the initial state. n;, and n}, are two noises generated from the normal distribution

N(0,0%1,). To construct the interpolated sequence, we introduce the concentration coefficients \; to
provide a convex combination of the updates above, which is,

- . 1
We1 = Aprd(we) + (1= Ay1)e (@) + — > i, (22)
m“
i€
fort = tg,to+1,--- ,T—1. Furthermore, we set A7 = 1 toletwr = ¢(wT,1)+% YierMiT—1 =

wr, and we add the definition of w;, = wj, as the interpolation beginning. #, determines the length
of the interpolation sequence.

Lemma 6 According to the expansion of trade-off functions, for the general updates in Eq.(22), we
have the following recurrence relation:

T (@i uten) 2 T(@u) o 7o (Lvallow) - @) @

Proof. Based on the post-processing and compositions, let z and z' be the corresponding noises
above, for any constant A € [0, 1}, we have (subscripts are temporarily omitted):

(w) + (1= N)¢'(w) + 2 ¢/ (w') + &)

T (Ao
=T (¢'(w) + A (p(w) — ¢'(W)) + 2 ¢/ (w') + 2')
> T ((¢'(w0), A (p(w) — ¢’ (W) + 2); (¢ (w), 2"))
> T (¢ (w); ¢' (W) @ T (A (d(w) — ¢'(w)) + 23 2")
>T (w;w')@T (A (p(w) — ¢ (w)) + 2;2'),

2
where z and 2" are two Gaussian noises that can be considered to be sampled from N (0, %14) (av-
erage of m isotropic Gaussian noises). Therefore, the distinguishability between the first term and

the second term does not exceed the mean shift of the distribution, which is || @)\ (p(w) — &' (w)) ||-
By taking w = w; and \ = \i41, the proofs are completed.

According to the above lemma, by expanding it from ¢ = ¢ to 7' — 1 and the factor T'(w;,; w}, ) =
T¢(0), we can prove the formulation in Eq. (10).

G.2 PROOFS OF THEOREM 2

Lemma 6 provides the general recursive relationship on the global states along the communication
round ¢. To obtain the lower bound of the trade-off function, we only need to solve for the gaps
[[¢(w) — ¢’ (w)]]. Tt is worth noting that the local update process here involves dual replacement of
both the dataset (¢ and ¢’) and the initial state (w and w). Therefore, we measure their maximum
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discrepancy by assessing their respective distances to the intermediate variable constructed by the

cross-items:

lp(w) = ()| < ||p(w) = ¢ (w)]| + ||¢(w) — ¢ (@)]] - (24)

Data Sensitivity Model Sensitivity

The first term measures the disparity in training on different datasets and the second term measures
the gap in training from different initial models. One of our contributions is to provide their general
gaps. In our paper, we expand the update function ¢(x) by considering the multiple local iterations
and federated cross-device settings. By simply setting the local interval to 1 and the number of clients
to 1, our results can easily reproduce the original conclusion in (Bok et al., 2024). Furthermore, our
comprehensive considerations have led to a new understanding of the impact of local updates on
privacy.

o(w;) and ¢’ (w;) begin from wy. ¢’ (w;) and ¢’ (w;) adopt the data samples e’ € C’. We naturally use
wy k¢ and w; i, ¢ to represent individual states in ¢(w;) and ¢’ (w; ), respectively. To avoid ambiguity,
we define the states in ¢’ (w;) as w; , ;. When ¢ # *, since ¢ = ¢’, then w; y, only differs from
Wj ¢+ on i*-th client.

ON THE NoIsY-FEDAVG METHOD:

Lemma 7 (Data Sensitivity.) The data sensitivity caused by gradient descent steps can be bounded
as:

9 K—1
o) — o (w) | < 25 me, 25)
k=0

where 1y, ¢ is the learning rate at the k-th iteration of t-th communication round.

Proof. By directly expanding the update functions ¢ and ¢’ at wy, we have:

[p(we) — ¢ (wy)|
1 K—1 L K—1
[lw, — o Z Z MtV fi(Wi k¢, €) — we + o Z Z etV [i(Wi gt €|

i€ k=0 i€ k=0

) K—1
o Z Z Mot |V fi(wi e €) — V fi (Wi e, €") ||

i€Z k=0

IN

K-1

1 oy K71
- kz_;) Nt |V fir (Wir g, €) = V fir (5 g, €7)|| < o kz_o Nkt

The last equation adopts € = €' when i # i*. This completes the proofs.

Lemma 8 (Model Sensitivity.) The model sensitivity caused by gradient descent steps can be
bounded as:
19" (we) — ¢ (@) || < (14 n(E ) L) [|wy — well, (26)

where n(K,t) = 1o + ZkK:HI Mt H?;& (1 +nj,cL) is a constant related the selection of learning
rates.

Proof. We first learn an individual case. On the t-th round, we assume the initial states of two
sequences are wy and Wy. Each is performed by the update function ¢' for local K steps. For each
step, we have:
103 k41,6 = Wi o1, |
S ikt = Wit + 1t
< (14 npeL)|
This implies each gap when k > 1 can be upper bounded by:

|V fi(Wikt,€") — V fi(Wi e, €|
Wi gt — Wit |-

k—1
@it = Diptll < (U mpmr e D[ i g1, = Bop—rall < -+ < [ (04 mgeL) s — @l].
=0
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Then we consider the recursive formulation of the stability gaps along the iterations k. We can
directly apply Eq.(22) to obtain the relationship for the differences updated from different initial
states on the same dataset. By directly expanding the update function ¢’ at wy and wy, we have:

16" (we) — ¢ (@) ||
| K | K1
= llwe = — DO e Vilbig, ') — @ + o SN wa Vi @ik,

i€Z k=0 1€ k=0

K—-1
- 1 . .
< flwe — wel| + ”E SO et (VEi(i e, ) = Vil @i gs,) |

i€ZL k=0

I K-—1
e = @l + 257 3 i — i,

<
1€Z k=0
K-1 k—1
S 1+ 770_’)5-’—2 H 1+7’}th L HU)t—{EtH
k=1 7=0

This completes the proofs.

We have successfully quantified the specific form of the problem as above. By solving for a series
of reasonable values of the auxiliary variable A to minimize the above problem, we obtain the tight
lower bound on privacy. Before that, let’s discuss the learning rate to simplify this expression. Both
n(K,t) and >y, terms are highly related to the selections of learning rates. Typically, this choice
is determined by the optimization process. Whether it’s generalization or privacy analysis, both are
based on the assumption that the optimization can converge properly. Therefore, we selected several
different learning rate designs based on various combination methods to complete the subsequent
analysis. Due to the unique two-stage learning perspective of federated learning, current methods
for designing the learning rate generally choose between a constant rate or a rate that decreases
with local rounds or iterations. Therefore, we discuss them separately including constant learning
rate, cyclically decaying learning rate, stage-wise decaying learning rate, and continuously decaying
learning rate. We provide a simple comparison in Figure 3.

0 1 2 3 1 5 0 i 2 3 1 5 0 i 2 3 ) 5 0 i 2 3 ) 5
Communication Rounds Communication Rounds Communication Rounds Communication Rounds

Figure 3: Four general setups of learning rate adopted in the federated learning community. From left
to right, they are: Constant learning rates, Cyclically decaying learning rates, Stage-wise decaying
learning rate, and Continuously decaying learning rate.

Constant learning rates This is currently the simplest case. We consider the learning rate to

always be a constant, i.e. 1, ; = 1. Then we have that the accumulation term Zi:ol M, = I, For
the (K, t) term, we have:

K-1 k—1 K—-1
1
NI ) =nos+ Y mee [[ Q+muL) =p > (1+ puL)* f((lﬂw)K—l)-
k=1 =0 k=0

When K is selected, both of them can be considered as a constant related to K. The choice of u also
requires careful consideration. Although it is a constant, its selection is typically related to m, K,
and T based on the optimization process. We will discuss this point in the final theorems.
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Cyclically decaying learning rates Some works treat this learning process as an aggregation
process of several local training processes, i.e. each local client learns from a better initial state
(knowledge learned from other clients). And since the client pool is very large, most clients will exit
after obtaining the model they desire. This setting is often used in “cross-device" scenarios (Kairouz
et al., 2021). Thus, local learning can be considered as an independent learning process. In this
case, the learning rate is designed to decay in an inversely proportional function to achieve optimal
local accuracy, i.e. 1y ¢ = kiﬂ, and is restored to a larger initial value at the start of each round, i.e.
7o,+ = . Then we have the accumulation term:

K R | K-1
In(K +1) = k< S <1 — dk=1+1 27
n(K+1) /k:Ok+1 _kgok‘—i—l_ +/0 E+1 +In(K). @D

When K is large, this term is dominated by O(In(XK')). Based on the fact that K is very large in
federated learning, we further approximate this term to ¢In(K + 1) where c is a scaled constant. It is
easy to check that there must exist 1 < ¢ < 1.543 for any K > 1. Thus we have the accumulation

term as ZkK;Ol Nkt = cpIn(K + 1). For the (K, t) term, we have its upper bound:

e 1;1<1+>-u e T ()
>

nL

K-1

K-1 ’u k—1 1 K—
=+ Py — Z [exp (cIn(k + 1)))**
— k+1 jzoj-i-l P
K
_ 1
=u > (k+1)*"E 1§u/ (k + 1)F 1dk::C—L((lJrK)CI‘Lfl).
k=0 k=0

The first inequality adopts 1 + = < e” and the last adopts the concavity. Actually, we still can learn
its general lower bound by a scaling constant. By adopting a scaling b, we can have 1 + z > eb®,

which is equal to b < % It is also easy to check 0.693 < b < 1 when 0 < & < 1. Thus we
have:
K-1 k—1 K-1 -
I uL ubL
K.t)= — 14— | > -
0= S T (0 ) 2o el T (155)
= 7=0 = =0
pnbL
K-1 L o K-1 i .
_ - = In(k + 1)¥
’u+2k+1 P Zj+1 fp 1P (en(k+1))]
k=1 i=0 k=0
K-1 K-1 1
=u > (k+1)*E > u/ (k4 1)1 g = — Kendl
=0 k=—1 CbL

The last inequality also adopts concavity. Through this simple scaling, we learn the general bounds
for the learning rate function (K, t) as:
1 1

7Kc;tbL <n(K.t) < —((1+ K cpul 1 28

SEE <) < (A4 K -1). a8)
where 1 < ¢ < 1.543,0.693 < b < 1land pu < % (this condition is almost universally satisfied in
current optimization theories). Although we cannot precisely find the tight bound of this function
n(K,t), we can still treat it as a form based on constants to complete the subsequent analysis, i.e. it
could be approximated as a larger upper bound % ((1 + K)erl — 1). More importantly, we have
determined that this learning rate function still diverges as K increases.

Stage-wise decaying learning rates This is one of the most common selections of learning rate
in the current federated community, which is commonly applied in “cross-silo" scenarios (Kairouz
et al., 2021). When the client pool is not very large, clients who participate in the training often aim
to establish long-term cooperation to continuously improve their models. Therefore, each client will
contribute to the entire training process over a long period. From a learning perspective, local training
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is more like exploring the path to a local optimum rather than actually achieving the local optimum.
Therefore, each local training will adopt a constant learning rate and perform several update steps, i.e.
Net = N At each communication round, the learning rate decays once and continues to the next
stage, i.e. 0y = . Based on the analysis of the constant learning rate, the accumulation term is

Yhco Mt = 1. For the n(K, t) term, we have:

K-1 k—1 I
n(K, )= +t-+ 3 H (1+”)
j=0

It can be seen that the analysis of this function is more challenging because the learning rate function
n(K,t) is decided by ¢, which introduces complexity to the subsequent analysis. We will explain this
in detail in the subsequent discussion.

Continuously decaying learning rates This is a common selection of learning rate in the federated
community, involving dual learning rate decay along both local training and global training. This
can almost be applied to all methods to adapt to the final training, including both the cross-silo and
cross-device cases. At the same time, its analysis is also more challenging because the learning rate
is coupled with communication rounds and local iterations, yielding new upper and lower bounds.

We consider the general case 7y, ; = m Therefore, the accumulation term can be bounded as:
Kz‘:l 1 y /K L (K
- - dk=Ipn( =TT
= K+ k41 k=0 tK +Ek+1 tK +1 ’
K-1

1 1 K-l 1 1 tK+ K
> < + dk = +1In )
UK+ k+1 T tK 41 iy tK+k+1 tK +1 tK +1

Similarly, when K is large enough, this term is dominated by O (1n ( 1 )) For simplicity in the

142
t+1
It is also easy to check that z > 1 is a constant for any K > 1. And z is also a constant. It means
we can always select the lower bound as its representation. Therefore, for the learning rate function

n(K,t), we have:

subsequent proof, we follow the process above and let it be 2z In ( ) to include the term at ¢ = 0.

K-1 k—1

1% 1% pL
Kt) = PR S 14—
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B K—1 i k-1 1 L
< - - -
_tK+1+kz=:tK+k+l P jzzzotK+j+1

K—-1 L
tK +k+1 "
= In [ —> "~
+;tK+k+1[eXp<Zn< 1K +1 ))]
K—-1
= % Z (tK+ k + ].)Z#Lil
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K zpL
_ 1 tK + K +1
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Similarly, we introduce the coefficient b to provide the lower bound as:

n(K,t)
K—-1 k—1

1% p pL
= _— 1 _—
tK+1+;tK+k+1jl:[o( +tK+j+1)
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Through the sample scaling, we learn the general bounds for the learning rate function n( K, t) as:

1 tK + K\ M 1 [ [tK + K +1\**
— (B2 1 K< — (52210 2) 0 g 29
2L ((tK+1> <nK.t) <7 tK +1 @)

where 1 < 2,0.693 < b < land u < % Obviously, when K is large enough, the learning rate term

zpL
is still dominated by O <(§ﬁ) — 1) . Therefore, to learn the general cases, we can consider the

£
specific form of the learning rate function based on the constant scaling as % ((iﬁ) — 1) . As

t increases, this function will approach zero.

ON THE NOISsY-FEDPROX METHOD:

In this part, we will address the differential privacy analysis of a noisy version of another classical
federated learning optimization method, i.e. the Noisy-FedProx method. The vanilla FedProx
method is an optimization algorithm designed for cross-silo federated learning, particularly to address
the challenges caused by data heterogeneity across different clients. Unlike traditional federated
learning algorithms like FedAwvg, which can struggle with variations in data distribution, it introduces
a proximal term to the objective function. This helps to stabilize the training process and improve
convergence. Specifically, it adopts the consistency as the penalized term to correct the local objective:

. «
min f; (w) + 2w = w|*. (30)

The proximal term is a very common regularization term in federated learning and has been widely
used in both federated learning and personalized federated learning approaches. It introduces an
additional penalty to the local objective, ensuring that local updates are optimized towards the
local optimal solution while being subject to an extra global constraint, i.e. each local update does
not stray too far from the initialization point. In fact, there are many optimization methods that
apply such regularization terms. For example, various federated primal-dual methods based on
the ADMM approach construct local Lagrangian functions, and in personalized federated learning,
local privatization regularization terms are introduced to differentiate from the vanilla consistency
objective. The analysis of the above methods is fundamentally based on a correct understanding of
the advantages and significance of the proximal term in stability error. In this paper, to achieve a
cross-comparison while maintaining generality, we consider the optimization process of local training
as total K -step updates:

1 K-1

d(wy) = wy — - Z Z eyt (V fi(wi e, €) + o (Wi e — wy)) . 3D

i€ k=0
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Here, we also employ the proofs mentioned in the previous section, and our study of the difference
term is based on both data sensitivity and model sensitivity perspectives. We provide these two main
lemmas as follows.

Lemma 9 (Data Sensitivity.) The local data sensitivity of the Noisy—-FedProx method at t-th
communication round can be upper bounded as:

6(we) — &' (wo)|| < %

Proof. We first consider a single step in Eq.(31) as:

(32)

Wi kt1,¢ = Wikt — Mot (Vfi(Wi ke t, €) + (Wi e — we)) -
The proximal term brings more opportunities to enhance the analysis of local updates. We can split
the proximal term and subtract the w, term on both sides, resulting in a recursive formula for the
cumulative update term:
Wi k1,6 — W = (1= ng ) (Wi ke — we) — Mkt V fi(Wi k1, €)-

The above equation indicates that a reduction factor 1 — ny ca < 1 can limit the scale of local
updates. This is a very good property, allowing us to shift the analysis of the data sensitivity to their
relationship of local updates. According to the above, we can upper bound the gaps between {wj j; + }
and {w; i1} sequences as:
[[(wik41,e — we) = (Wi 1,0 — we)|

= | (1 = m0) (Wit = we) = (Wi kg — we)] = et (Vi Wik e, €) = V fi(i e, )|

< (1 = e ) || (Wit — we) = (Wi — we) || + Mot |V fi(Wiit, €) = V fi(i e €|

< (1 = nega) || (wigs — we) = (Wike — we) || + 2ne V.
Different from proofs in Lemma 7, the term 1 — ;. coc can further decrease the stability gap during
accumulation. By summing form k = 0 to K — 1, we can obtain:

| (wi,rc,t — wi) — (Wi 1,0 — we)|

K-—1 K-—1 K-—1
< I (= meae) [(wioe — we) = (o —w)ll+ > [ [T (1 =njee) | 2mkeV
k=0 k=0 \j=k+1
K-—1 K-—1
=2V H (I =njeq) | Mt
k=0 \j=k+1

Here, we provide a simple proof using a constant learning rate to demonstrate that its upper bound
can be independent of K. By considering 1y + = p, we have:

K-1 [ K-1 K-1 [ K-1 K
1-(1 - pa 1
R B ol (| ) P
k=0 \j=k+1 k=0 \j=k+1

In fact, when the learning rate decays with k, it can still be easily proven to have a constant upper
bound. Therefore, in the subsequent proofs, we directly use the form of this constant upper bound as
the result of data sensitivity in the Noisy-FedProx method. Based on the definition of ¢(w), we
have:

[lp(we) — d)’(wt)H = || (p(we) — wy) — (¢'(u)t) —wy) || = ||% Z (wi ke — we) — (Wi xce — we)] ||
i€L
= %ll (Wi 1t — wp) — (Wi 1cp —wy) || < %

This completes the proofs.
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Lemma 10 (Model Sensitivity.) The local model sensitivity of the Noisy—-FedProx method at
t-th communication round can be upper bounded as:

16 (wr) — &' (@) < — [[wy — @] (33)
ar,

Proof. We also adopt the splitting above. Since both sequences are trained on the same dataset, the
gradient difference can be measured by the parameter difference. Therefore, we directly consider the
form of the parameter difference:

10s k1,6 — Wi k1, ]|

(1 = np,e00) (Wi et — Wikort) — Mot (V fi(Wi oyt €7) = Vi (Wi e, €7)) — Mieper(wy — wy)||

(1 — e ) |Ws ket — Wa ket || + Mt Ll Wi ot — Wi o, el + 1o, ]| wy — W]

(

1= g o) [0 ke — Wikl + meparljwy — wel],
where ao;, = o — L is a constant. Here, we consider o« > L. When o < L, its upper bound can
not be guaranteed to be reduced. When o« > L, it can restore the property of decayed stability. By
summing from k = 0 to K — 1, we can obtain:

<

i 5t — Wi ¢ |

K-1 K-1 [ K-1
< [T = newar)ldioe — @ioell + > | TT @ = mcar) | mmealw, — @
k=0 k=0 \j=k+1
K-1 K—-1 K-1
= [T = msar) + [T @ —mear) | meer| we —a.
k=0 k=0 j=k+1

Similarly, we learn the upper bound from a simple constant learning rate. By select ny, s = [, we
have:

K-1 K-1 [ K-1
H (1 —mrear) + H (1 = nrar) | Me o
k=0 k=0 \j=k+1
K—-1 K-1 [ K-1
= (1—par) + Z H (1 —par) | po
k=0 k=0 \j=k+1
1 — pap)®
=(1—pap)® +« (L= por)
L
o L(-pap)® o«
o ag, arp, ay,

The same, it can also be checked that the general upper bound of the stability gaps is a constant
even if the learning rate is selected to be decayed along iteration k. Therefore, in the subsequent
proofs, we directly use the form of this constant upper bound as the result of model sensitivity in the
Noisy-FedProx method. Based on the definition of ¢(w), we have:

~ 1 N ~ 1 . - e} .
¢ (we) — ¢ (we) || = ||% Z (Wi, k¢ — Wi k) || < o Z i, 5,6 — Wi, ket < OTLHwt — we.
i€l i€L
This completes the proofs.
G.3 SOLUTION OF EQ. (13)
According to the recurrence relation in Lemma 6, we can confine the privacy amplification process to

a finite number of steps with the aid of an interpolation sequence, yielding to the convergent bound.
Therefore, we have:

T (wr; wy) = T (0r; wr)

> T (1) © T (LA otwr) — o 1)
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> T (B 0l) © ®TG(fAT||¢<wT ) - o:'(wm)n)

=T (wiy;w),) © T ZAHM (we) — ¢/ ()2

t=to

T-1
vm ~ 2
Y 2 M (el — @]+ )

t=to

> Tg

Although the above form appears promising, an inappropriate selection of the key parameters will
still cause divergence due to the recurrence term coefficient 1 + n(K,t)L > 1, leading it to approach
infinity as ¢ increases. For instance, small ¢y will result in a significantly increased A and the bound
will be closed to the stability gap ||wr — w’ ||, and large to will result in a long accumulation of the
stability gaps, which is also unsatisfied. At the same time, it is also crucial to choose appropriate
A to ensure that the stability accumulation can be reasonably diluted. Therefore, we also need
to thoroughly investigate how significant the stability gap caused by the interpolation points is.
According to Eq.(21) and (22), we have:

[werr = W]l < (1= Aea) (pellwe — wel| + ) -
The above relationship further constrains the stability of the interpolation sequence. It is worth noting
that the upper bound of the final step is independent of the choice of A. At the same time, since all
terms are positive, given a group of specific A, taking the upper bound at each possible ¢ will result in
the maximum error accumulation. This is also the worst-case privacy we have constructed. Therefore,
solving the worst privacy could be considered as solving the following problem:

2
Z i1 (pellwe — well + )7,

{At+1} to {llwt th —s

(34)

worst privacy

tight privacy lower bound
st Jwirr — Wigr ]l < (1= A1) (pellwe — Well +92) -

Based on the above analysis, this problem can be directly transformed into a privacy minimization
problem when the interpolation sequence reaches the maximum stability error. Therefore, we just
need to solve the following problem:

T-1

min Z)‘tJrl (ellwe — Bl +3)?

{Aeg1}t o/ 35)

St [wipr — Wi ]| = (1 = A1) (pellwe — W] + 1) -

It is important to note that this upper bound condition is usually loose because the probability that the
interpolation terms simultaneously reach their maximum deviation is very low. This is merely the
theoretical worst-case privacy scenario.

Then we solve the minimization problem. By considering the worst stability conditions, we can
provide the relationship between the gaps and coefficients A, as:

[werr — Wepal| = pellwe — Well + 3¢ = A (pellwe — wel| + ) -
Expanding it from t = ¢y to 7', we have:

T—-1 T—1
0= [lwr —wrl| = (H Pf) lwey — @il + D> | T #s | e = Asr (pellwe — @el| + )]

t=to t=to \j=t+1

Due to the term Ay (pt¢]|wr — We|| + 7¢) being part of the analytical form of the minimization
objective, we preserve the integrity of this algebraic form and only split it from the perspectives of
coefficients \;, p; and ;. According to the definition w;, = w{ , then we have:

T-1 T-1 — T-1
Z H i | At (pellwe — el +ve) = (H Pt) [[we, — wtOH‘*‘Z H pj | Ve (36)

t=tog \j=t+1 t=to t=to \j=t+1
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The above equation presents the summation of the term Ay (p¢||wy — We|| + 7¢) accompanied by
a scaling coefficient (HJT;tl_H pj) > 1. It naturally transforms the summation form into an initial

stability gap and a constant term achieved through a combination of learning rates. To solve it, we
can directly adopt the Cauchy-Schwarz inequality to separate the terms and construct a constant term
based on the form of the scaling coefficient to find its achievable lower bound:
T—1
2 —~ 2
D A2 (pllwe — @l + )

t=to

-1 [ T-1 (11 (1 2
> A T pi | Aeer (pillwe — @il + ) U I »
t=to Jj=t+1 t=to Jj=t+1
2
T-1 -1 [ T-1 -1 [ T-1
(T b s+ 3 ( T i) ) (X[ T o
i=to i=to \j=t+1 t=to \j=t+1

Although the original problem requires solving the A\, 1, here we can know one possible minimum
form of the problem no longer includes this parameter. In fact, this parameter has been transformed
into the optimality condition of the Cauchy-Schwarz inequality.

Therefore, we only need to optimize it w.r.t the parameter ¢yo. Unfortunately, this part highly
correlates with the stability gaps ||wy, —wy ||. Current research progress indicates that in non-convex
optimization, this term diverges as the number of training rounds ¢ increases. This makes it difficult
for us to accurately quantify its specific impact on the privacy bound. If ¢y is very small, it means
that the introduced stability gap will also be very small. However, consequently, the coefficients of
the p; and ~; terms will increase due to the accumulation over 1" — ¢ rounds. To detail this, we have
to make certain compromises. Because ¢ is an integer belonging to [0, 7" — 1], we denote its optimal
selection by ¢* (it certainly exists when 7" is given). Therefore, the privacy lower bound under other
choices of ¢y will certainly be more relaxed, i.e. Privacy, < Privacy,. (privacy is weak at other
selection of ¢y). This allows us to look for other asymptotic solutions instead of finding the optimal
solution. Although we cannot ultimately achieve the form of the optimal solution, we can still provide
a stable privacy lower bound. To eliminate the impact of stability error, we directly choose g = 0,
yielding the following bound:

-1

2
T—1 T7-1 [ T—1 7-1 [ T—1
/
to<to= [ (TLo )b —ote X ( TL o)) [ IT o) | |,
t=to t=to \j=t+1 t=to \j=t+1 0=
2 2
T7-1 [ T—1 7-1 [ T—1
=\ 2 (Il es)e) (X II »
t=0 \j=t+1 t=0 \j=t+1

By substituting the values of p; and +; under different cases, then we can prove the main theorems in
this paper.
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