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ABSTRACT

Fine-tuned models for conditional generation grant state-of-the-art results for ab-
stractive summarization. They achieve high scores by leveraging great amounts
of training data and technically “unlimited” training time coupled with the sim-
ple cross-entropy loss. We argue that, similarly to the computer vision domain,
the natural language processing tasks should be solved using more complex and
task-specific losses. These are more robust and improve the results without in-
creasing the training data, applying augmentation approaches, or increasing the
overall number of steps. In this work, we propose a new loss term based on
paraphrases of the summaries, coupled with cross-entropy, to train models for
abstractive summarization, improving state-of-the-art results without increasing
the required timesteps.

1 INTRODUCTION

Models for conditional generation proved to be more effective than ones for causal generation in
single document abstractive summarization (Syed et al., 2021), being capable of better capturing the
style and the content of desired summaries. BART (Lewis et al., 2019) proved to generalize better
than other encoder-decoder models (Demeter et al., 2023), being bidirectional and having a more
robust pre-training. State-of-the-art generative tasks in NLP are based on cross-entropy loss, posing
a single objective in the optimization process, which tends to maximize only the global accuracy.
Conversely, in computer vision, particularly for semantic segmentation (Jadon, 2020), many loss
functions were designed to improve the results without changing the architectures or the amount
of used data. To our knowledge, only for non-generative NLP tasks, the effectiveness of changing
the objective function was proven by adapting the dice loss to deal with data-imbalanced tasks (Li
et al., 2020). Multiple objective losses (Taghanaki et al., 2019) provide more robust and performing
models without changing the amount of training data and the architecture. The only difficulty is
to tweak the balance between the different components of the loss. This work focused on single
document abstractive summarization using BART and a multiple objective loss composed of cross-
entropy and a simple term computed on the paraphrases of the ground truth summaries. In this
way, compared to augmentation techniques, we do not need to increase the amount of data and,
hence, the number of timesteps needed for training. However, we can include the generalization
contribution of the paraphrases in a loss term. For reproducibility, we released our code on an
anonymous repository1.

2 METHODOLOGY

We have a dataset S composed of pairs (text, golden summary). Our goal is to train a single docu-
ment abstractive summarizer. The proposed approach uses paraphrases of the golden summaries to
train a more general and robust model. To create paraphrases without involving human annotators,
we leverage the power of modern deep-learning paraphrase models, which have proven effective in
text augmentation (Gao et al., 2020). We used an open-sourced paraphrase model based on T52. For

1https://github.com/DarthReca/paraphrase-loss
2https://huggingface.co/humarin/chatgpt_paraphraser_on_T5_base
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each golden summary of the training set, we generate N paraphrases, obtaining a new dataset Sp.
More information about the generation can be found in Appendix B.

Given a fixed number of input tokens L and the size of the token vocabulary V , we create a distri-
bution matrix D for each golden summary of size L × V . In each position (x, y) of the matrix, we
have the frequency of token y appearing at position x according to the golden summary and the N
paraphrases. The procedure can be seen in Figure 1. In this way, we can add a loss term exploit-
ing the KL-divergence that compares the prediction of the summarizer (model) with the distribution
matrix D, obtaining the following combo loss:

L = αLce(P,G) + (1− α)Lkl(P,D) (1)
where Lce is cross-entropy loss, Lkl is the KL-divergence loss, P are the prediction of the sum-
marizer, and G are the golden summary tokens. The intuition is that P should have a distribution
similar to both the golden summary and the paraphrases. If we employ data augmentation, we need
N · |Sp| iterations to generate the entire augmented dataset, while using our loss, we need only |Sp|
iterations.
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Figure 1: Creation of D matrix

3 EXPERIMENTAL RESULTS

We tested our loss on two well-known benchmark datasets for summarization: CNN-DailyMail
(Hermann et al., 2015) and XSum (Narayan et al., 2018). We used the original train-validation-
test splits. We evaluate the effects on the BART-base model in an encoder-decoder fashion using
ROUGE and BERT-Score. All settings are listed in Appendix A. We run our experiments on an
A4000 GPU. In Table 1, we report the metrics across the two datasets, comparing the classical
setting with the usage of our proposed combo loss. The improvements are +0.1% on average on
CNN and +0.02% on average on XSum. To better understand the differences, we compute the
Jaccard Index between the generated text using the paraphrase loss and without using it. On CNN,
the index is 0.69± 0.23, while on XSum is 0.71± 0.28. The two generated texts are equal for some
samples, while there are many syntactical differences for many others. The meaning is similar but
expressed differently. You can see a qualitative difference in Appendix C.

Table 1: Results on the CNN and XSum test sets over 3 runs. BS is BERT-Score F1-score, while
RX are the various ROUGE F1-scores. BART-PL stands for BART with paraphrase loss. The *
indicates values for which p < 0.05 according to the t-test.

BS R1 R2 RL RL-Sum

CNN BART 0.8861±0.0015 0.4051±0.0059 0.1888±0.0028 0.2847±0.0017 0.3775±0.0054
BART-PL 0.8868±0.0011* 0.4093±0.0006* 0.1909±0.0006* 0.2857±0.0008* 0.3814±0.0007*

XSum BART 0.9110±0.0019 0.3775±0.0112 0.1614±0.0121 0.3078±0.0116 0.3077±0.0115
BART-PL 0.9110±0.0019 0.3784±0.0117* 0.1619±0.0120 0.3075±0.0110 0.3076±0.0112

4 CONCLUSION

In this work, we demonstrated how an extra term of the loss function affects the results of single
document abstractive summarization, improving a state-of-the-art model. In future works, we plan
to investigate improvements in loss functions on causal generation and more complex tasks in which
the benefits could be more evident.
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A TRAINING AND TESTING SETTINGS

Table 2 reports the training settings employed. If not specified, the parameter is left to its default
value according to the employed library. More details in the repository.

B PARAPHRASE GENERATION SETTINGS

We employed the default generation settings suggested in the model to create the paraphrases. In
this way, we got N = 5. We released the two generated train sets on Zenodo3. We do not generate

3https://zenodo.org/records/10254976
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Table 2: Training and Testing settings

Batch Size 8
Learning Rate Schedule Linear

Warmup Steps 500
Optimizer Adam

Learning rate 5e-5
Epochs 1
Seed 2, 42, 142

Max Generation Length XSum: 64, CNN: 128
α 0.1

any paraphrases for the validation and test sets. The mean required amount of time to generate all
the paraphrases for a sample is ≈ 26s on Intel(R) Xeon(R) CPU X5650 @ 2.67GHz, and the mean
GFLOPs required are ≈ 10.8.

C EXAMPLES

In Figure 2, we report qualitative examples on the XSum dataset.

More than 6,900 new one-bedroom flats 
have been built in Wales in the last year, 

according to a homeless charity.

More than 6,900 new one-bedroom flats 
have been built in Wales in the last year, 

according to a homeless charity.

Liverpool manager Francesco Guidolin suffered a 
third successive Premier League defeat as Swansea

 came from behind to secure victory at Anfield.

Cross Entropy Loss

Substitute Milner scored twice as Swansea came
from behind to beat Liverpool and end 

Francesco Guidolin's 12-game winning run.
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Figure 2: Comparison between generated summaries on XSum with and without paraphrase loss.

D LEXICAL ANALYSIS

We have analyzed the lexical differences between the predictions generated using paraphrase loss
and standard cross-entropy. We have created a dictionary for each model for each of the aforemen-
tioned seeds after lemmatization and stopword removal, tracking the number of appearances of each
word. The two dictionaries show p < 0.001 according to the t-test. Around 26% of the words
are used by one model, while the other version does not use them. Paraphrase loss models employ
≈ 100 more new words than standard training, providing a more varied dictionary. Ranking the
words in the dictionary based on their count, ≈ 99.99% of the ranks are different.

E GENERALIZATION ANALYSIS

In this section, we report the results of transfer learning on the two datasets to test the generalization
of the trained models. From Table 3, we can see the performance of models trained on XSum tested
on CNN and vice versa. We get average improvements of +0.04% on Xsum and +0.05% on CNN.
This suggests the additional component in the loss function contributes to better generalizing the
predictions.

Table 3: Results on the CNN and XSum test sets over 3 runs using transfer learning. BS is BERT-
Score F1-score, while RX are the various ROUGE F1-scores. BART-PL stands for BART with
paraphrase loss. The * indicates values for which p < 0.05 according to the t-test.

BS R1 R2 RL RL-Sum

CNN BART 0.8613±0.0002 0.2149±0.0025 0.0596±0.0004 0.1519±0.0010 0.1895±0.0018
BART-PL 0.8614±0.0002 0.2159±0.0014* 0.0597±0.0006 0.1523±0.0007 0.1905±0.0009*

XSum BART 0.8548±0.0001 0.1922±0.0002 0.0273±0.0001 0.1278±0.0003 0.1547±0.0009
BART-PL 0.8553±0.0003* 0.1927±0.0000* 0.0273±0.0001 0.1289±0.0007* 0.1548±0.000
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