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Abstract

East Asian idioms are a type of figurative lan-001
guage, each condensing its rich cultural back-002
ground into a few characters. Translating such003
idioms is challenging for human translators,004
who often resort to choosing a context-aware005
translation from an existing list of candidates.006
However, compiling a dictionary of transla-007
tions demands much time and creativity even008
for expert translators. To alleviate such bur-009
den, we evaluate if GPT-4 can help generate010
high-quality translations. Based on automatic011
evaluations of faithfulness and creativity, we012
first identify Pareto-optimal prompting strate-013
gies that can outperform translation engines014
from Google and DeepL. Then, at a low cost,015
our context-aware translations can achieve far016
more and higher-quality translations per idiom017
than the human baseline. We open-source our018
code and data to facilitate further research.019

1 Introduction020

Figurative languages have created challenges in021

many NLP tasks (Chakrabarty et al., 2022). One022

representative task is literary translation (Karpinska023

and Iyyer, 2023), where the translation of figurative024

languages is one major difficulty. Among figurative025

language constructs, idioms are especially hard for026

a machine translation (MT) model due to their non-027

compositionality. For example, the meaning of the028

idiom “kick the bucket” is not simply composed of029

the meanings of parts “kick” and “bucket”.030

Of all idioms, East Asian idioms constitute031

an interesting subset. Each of these idioms con-032

denses its figurative meaning into a fixed num-033

ber of characters, dominantly 4 characters (Chi-034

nese: sizichengyu, Japanese: yojijukugo, Korean:035

sajaseong-eo, all literally meaning “4-character id-036

ioms”). As the set of commonly accepted East037

Asian idioms does not change largely over time, the038

translation of such idioms can seemingly be tackled039

easily by using a fixed list of literal and figurative040

1. Idiom
刮目相看

2. Sentences
小明的成绩提高得非常快，让老师和同学们
都刮目相看。

3. Context-Aware Translations
Xiaoming’s grades soared impressively, leaving
both teachers and classmates in awe.

Extracted Spans
• leaving both teachers and classmates in awe
• taken everyone by surprise
• like a phoenix reborn from its ashes
• a blazing comet
• earned everyone’s admiration
• with newfound respect
• . . .

Human Reference (Sentences Not Available)
• treat somebody with increased respect
• look at somebody with new eyes
• have a completely new appraisal of somebody
• regard somebody with special esteem

Table 1: With our methods, we generate far more
context-aware translations than human reference.
The pipeline of our context-aware translation is shown
in Steps 1-3. To better show results, we automatically
extract the span (continuous words) in the translation
that corresponds to the original idiom (Section 3.3).
More examples are available in Appendix D.

candidate translations. This strategy has been com- 041

monly adopted by human translators (Tang, 2022) 042

and MT researchers (Li et al., 2024) alike. 043

However, a major limitation of the existing East 044

Asian idiom translation datasets is that the trans- 045

lations were provided out of context, i.e., idioms 046

were translated without being incorporated into a 047

sentence or a paragraph. Hence, the translations 048

sometimes require significant rewording to be used 049

in a given context. An example is shown in Table 050

1. Despite correctness, 2 out of 4 human reference 051

translations are awkward, as they describe teachers’ 052

attitude towards a student as “increased respect” 053

or “special esteem”, and the other 2 use the active 054
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voice that interrupts the flow of the sentence.055

In this work, we alleviate this limitation by us-056

ing a SoTA large language model (LLM), GPT-4,057

to generate a dataset of context-aware idiom trans-058

lations. Instead of accumulating translations by059

a brute-force repetition of baseline prompts, we060

select the best prompting strategies from a com-061

prehensive set, including zero-shot instructions in-062

spired by human expertise and few-shot prompts063

that reuse high-quality translations. Table 1 shows064

the steps that lead to a successful example, where065

our translations are superior to not only the human066

reference but also commercial translation engines067

from Google and DeepL (Section 3.2).068

2 Method069

In this section, we elaborate on the methods and070

experiment details for each step shown in Table 1.071

Step 1: Idioms We obtain idioms from a dictionary072

for Chinese (Tang, 2022) and online resources for073

Japanese1 and Korean2. The Chinese dictionary074

contains multiple translations per idiom, which we075

use as a human baseline. We also use plausible Chi-076

nese idioms (Appendix A.1) to test if our method077

generalizes to idiom-like new words. We call “plau-078

sible Chinese” a language for convenience.079

Step 2: Generate Sentences To translate an080

idiom with context awareness, we need to translate081

a sentence that contains this idiom. Hence, we082

first generate multiple sentences containing a given083

idiom with GPT-4. For each of the 4 languages,084

we randomly sample 50 idioms and generate 10085

sentences for each idiom, totalling 500 sentences.086

Step 3: Context-Aware Translation Overall,087

we want multiple translations of each idiom. This088

can be achieved if we only use a standard prompt089

(BASELINE) to generate one translation per sen-090

tence. However, the context is more than the sen-091

tence per se. For example, a sentence can be trans-092

lated more vividly when it appears in an everyday093

conversation than in a history book, but the BASE-094

LINE translation is formal when no instructions are095

given (Table 2). Hence, we want more than one096

translation of each sentence, so that we always have097

an option when diverse contexts are given.098

To invoke creativity naively, we use a two-turn099

prompt that asks GPT-4 for 5 translations of one100

sentence (DIVERSITY EXPLICIT) and then for an-101

other 5 translations (DIVERSITY DIALOG).102

1https://dictionary.goo.ne.jp/idiom/
2https://github.com/LiF-Lee/idioms/tree/main

Sentence
他们通过威逼利诱，想要我放弃诉讼。

Baseline (History Book)
They tried to get me to drop the lawsuit through
threats and inducements.

Analogy Creative (Everyday Conversation)
They tried to make me drop the lawsuit through
a carrot and stick approach.

Table 2: A context demands its own translation strat-
egy. Our pipeline offers abundant options.

However, we are able to get context-aware trans- 103

lations more efficiently. Instead of hoping for 104

context-aware translations to be generated by sheer 105

chance, we can directly elicit such translations. To 106

do so, we explicitly ask GPT-4 to translate “cre- 107

atively” (ZERO-SHOT CREATIVELY). 108

Furthermore, we can add detailed instructions 109

based on human expertise, instead of letting 110

GPT-4 implicitly choose its translation strategy. 111

Inspired by common translation strategies, we 112

use the following prompts: assuming a sen- 113

tence appears in a paragraph of a certain genre 114

(CONTEXT EXPLICIT), using an analogy that 115

is common (ANALOGY NATURAL) or uncom- 116

mon (ANALOGY CREATIVE), shuffling the or- 117

der of clauses (SHUFFLE ORDER), rewriting the 118

sentence without an idiom and then translating 119

(TWO-STEP), avoiding using continuous spans 120

(DISCONTINUOUS 1) or multi-word expressions 121

(DISCONTINUOUS 2). For CONTEXT EXPLICIT, 122

we use 4 genres: a news report, a romance novel, 123

an everyday conversation, and a history book. 124

From all translations, we have to select a smaller 125

subset for the convenience of human translators. 126

We prompt GPT-3.5 to score each translation on a 127

1-5 scale based on faithfulness or creativity. For 128

each aspect, the final score is averaged from 5 runs. 129

We consider both aspects when we select Pareto- 130

optimal prompting strategies. 131

After the initial round of evaluation, we reuse 132

high-quality zero-shot translations as examples for 133

few-shot prompting, prioritizing creativity. We 134

choose the most creative translations and randomly 135

sample from them to construct 5-shot prompts. The 136

most creative translations are ones that score a 5 137

on creativity in at least 1 out of 5 runs. We use 138

a 5-shot prompt with the word “creatively” (FEW- 139

SHOT CREATIVELY) or without (FEW-SHOT). We 140

then evaluate the few-shot translations using the 141

same prompts for zero-shot translations. 142
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Figure 1: Our methods significantly differ in the
mean faithfulness and creativity scores. The methods
closer to the upper-right corner are better.

For generation, we use the GPT-4 API (gpt-4-143

0125-preview) and GPT-3.5 API (gpt-3.5-144

turbo) from OpenAI (full prompts in Appendix B).145

Google (translating-text-v3) and DeepL are146

used as commercial translation engine baselines. In147

total, we generate 27 translations of each sentence.148

We discuss alternative resources in Appendix A.149

3 Results and Discussion150

In this section, we analyze the generated transla-151

tions and discuss the potential extension of our152

dataset both in size and to alternative pipelines.153

3.1 Quantitative Analysis154

To pick the best methods, we evaluate the faithful-155

ness and creativity of the translations from each156

method. The scores are visualized in Figure 1 and157

listed in Appendix E. Here, we summarize 5 trends158

that generally hold true for the 4 languages.159

First, GPT-4 is better at idiom translation than160

commercial translation engines. Both faithfulness161

and creativity are higher for GPT-4 translations162

than for Google and DeepL translations. This re-163

sult aligns with our qualitative observations and164

supports the validity of our evaluation method.165

Secondly, by naively invoking creativity of GPT-166

4 (DIVERSITY EXPLICIT and DIVERSITY DIA-167

LOG), we are able to improve creativity over the168

BASELINE, at the cost of faithfulness. This result169

shows an inevitable trade-off between faithfulness170

and creativity if without further instructions.171

Thirdly, by simply adding the word “creatively” 172

into the prompt (ZERO-SHOT CREATIVELY), we 173

are able to improve over the naive methods and 174

overcome the trade-off. This result motivates the 175

search for stronger and more cost-efficient prompts, 176

instead of repeatedly using weak prompts. 177

Fourthly, few methods based on human intuition 178

result in a Pareto improvement. This suggests that 179

extra care should be taken when incorporating hu- 180

man expertise to prompt crafting. 181

Finally, few-shot prompting is often Pareto- 182

optimal. This result reveals the potential in using 183

longer prompts and more sophisticated methods to 184

improve performance. However, from zero-shot 185

to few-shot, the improvement in scores does in- 186

evitably cost more tokens per idiom. 187

3.2 Qualitative Analysis 188

We show translation examples in Table 1 and Ap- 189

pendix D. For Chinese, we can compare our trans- 190

lations with the human reference. Thanks to the 191

large number of different translations we get, most 192

of them have not appeared in the dictionary. This 193

shows our method’s superiority in diversity. 194

In terms of quality, GPT-4 almost always trans- 195

late the idiom correctly, whereas Google and 196

DeepL noticably misinterpret some idioms. More- 197

over, all GPT-4-based methods are able to produce 198

faithful and creative translations, though the pro- 199

portions of such translations apparently differ for 200

each method. We observe two major common fail- 201

ure patterns. First, GPT-4 fails to follow some in- 202

structions, producing idiom translations that are the 203

same as the one from the BASELINE prompt. How- 204

ever, undesired output formats are rare (Appendix 205

C). Secondly, in the cases where instructions are 206

followed, GPT-4 sometimes uses the instructions 207

to improve the translation of other parts of the sen- 208

tence, but not necessarily of the idiom itself. 209

3.3 Extension to a Larger Set 210

To validate our methods on a larger set of id- 211

ioms, we apply 4 Pareto-optimal methods (ZERO- 212

SHOT CREATIVELY, ANALOGY CREATIVE, FEW- 213

SHOT, and FEW-SHOT CREATIVELY) on 500 top- 214

frequency Chinese idioms (Appendix A.2). We 215

choose few-shot examples from the most creative 216

translations of the original 50 Chinese idioms. 217

Table 3 shows that high scores are maintained 218

for the new translations. Also, we observe that 219

the popular reference-free quality estimation (QE) 220

metric, COMETKIWI (Rei et al., 2023), aligns more 221
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Method Faithfulness Creativity COMETKIWI

ZSC 4.27 ± 0.62 4.08 ± 0.36 0.79 ± 0.09
AC 3.01 ± 1.02 4.27 ± 0.48 0.59 ± 0.14
FS 4.31 ± 0.63 3.80 ± 0.49 0.83 ± 0.08
FSC 4.17 ± 0.71 4.07 ± 0.40 0.77 ± 0.12

Table 3: The scores (mean ± standard deviation) for
the Pareto-optimal translation methods (denoted by
initials) are maintained on a larger set of idioms.
Faithfulness and creativity are in [1, 5]. COMETKIWI is
in [0, 1]. Highest (best) scores are boldfaced.
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Figure 2: The number of unique unigrams increases
with the number of translations. Increase rates and
saturation points differ across 50 random idioms.

with faithfulness than creativity3. This suggests the222

limitation of traditional QE metrics.223

Though we limit the number of sentences per id-224

iom to 10, we observe that the number of different225

translations of each idiom keeps increasing. We226

first extract the span in each translation that corre-227

sponds to the idiom (Appendix C.7). Then, we use228

the number of unique unigrams in the spans as a229

proxy for the number of different translations, in230

order to avoid trivially different translations that231

recombine parts of other translations. For most232

idioms, the number of unique unigrams do not sat-233

urate as we increase the number of translations234

(Figure 2). This illustrates the potential of scaling235

up our methods to more translations (sentences).236

3.4 Enhancing Context-Awareness237

We notice that the CONTEXT EXPLICIT prompts238

often do not change the translation. Hence, we239

try to enhance context-awareness with a stronger240

pipeline. First, we specify different genres and gen-241

erate multiple paragraphs that contain the sentence.242

3https://huggingface.co/Unbabel/
wmt23-cometkiwi-da-xxl

Then, we ask GPT-4 to translate the paragraph, us- 243

ing the following 4 types of prompts. The first 244

type is a baseline translation prompt. The second 245

type encourages GPT-4 to emphasize 3 evaluation 246

aspects, namely faithfulness, creativity, and word 247

choices that match the theme. The third type uti- 248

lizes step-by-step instructions that are generated 249

by Auto-CoT (Liu et al., 2023). The fourth type is 250

a multi-turn dialog that asks GPT-4 to iteratively 251

improve the translation based on each aspect. 252

For each language, we choose 20 idioms and 1 253

sentence per idiom. We obtain a total of 800 trans- 254

lated paragraphs using 4 genres and 10 prompts. 255

With the paragraph pipeline, we observe higher 256

variation in translations from different genres than 257

with our previous sentence pipeline. However, 258

the different prompting strategies do not lead to 259

meaningful variations for the same source para- 260

graph (Appendix D.2). Due to the high cost of this 261

pipeline, we leave the investigation of more idioms 262

and prompting strategies as a future work. 263

4 Related Work 264

A series of work targeted generating diverse trans- 265

lations with black-box LLMs and selecting the best. 266

On one hand, translations can be generated from 267

scratch using various prompting strategies. Then, 268

ensembling methods can be applied to select the 269

best candidates (Farinhas et al., 2023). On the other 270

hand, candidates can be further refined. Some ex- 271

amples include refining candidates generated by 272

other machine translation systems (Raunak et al., 273

2023), iterative editing (Chen et al., 2024), self- 274

correction (Feng et al., 2024a), and multi-agent 275

debate (Liang et al., 2023). While existing work 276

focused mostly on general translation, our work 277

contributes in the more challenging task of generat- 278

ing diverse, high-quality translations for idioms. 279

5 Conclusion 280

In this work, we thoroughly test prompting strate- 281

gies that generate different translations for an East 282

Asian idiom. We identify the strategies that gener- 283

ate most creative and faithful translations. To our 284

surprise, the prompts derived from human expe- 285

rience do not consistently generate quantitatively 286

better translations. Finally, we use the Pareto opti- 287

mal methods to construct a dataset of high quality 288

translations, which can benefit human translators. 289
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Limitations290

Limitations of our work include:291

• No external databases. We discover that few-292

shot prompts could produce competitive trans-293

lations, but are not able to use external trans-294

lation as examples due to the lack of a high-295

quality and well-aligned parallel corpora.296

• No multi-agent or role-playing. These or-297

thogonal prompt-based directions provide ef-298

fective methods that could possibly be com-299

bined with ours.300

• No language-specific strategies. Our set of301

translation strategies is language-agnostic and302

thus not exhaustive.303

• No idiom categorization. We do not consider304

the diverse linguistically motivated categoriza-305

tion of idioms in our general pipeline.306

• No expert evaluation. We were not able to307

obtain the evaluation of translation quality308

from a large crowd of full-time professional309

translators due to cost and resource limits.310

Opinions from a smaller crowd may carry per-311

sonal biases, especially for the creative trans-312

lation task we are investigating. Thus we do313

not include human study in this work.314

We would like to address these limitations in future315

work.316
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A Resources 565

In this section, we compare alternative resources 566

with the ones we chose. 567

A.1 Dictionaries 568

The dictionaries we used contain 4,310 idioms for 569

Chinese, 2440 for Japanese, and 2,316 for Korean. 570

These dictionaries are all available for public use. 571

While other larger idiom dictionaries are available4, 572

our primary focus in this work was not a compre- 573

hensive coverage of all idioms in a language. The 574

dictionaries we used should have included the id- 575

ioms that are most frequently used. 576

It is worth noting that East Asian idioms include 577

more than just the 4-character category. One exam- 578

ple is the xiehouyu in Chinese that has a different 579

format. While we did not consider these other cate- 580

gories for experiments, our methods are applicable. 581

An interesting question is whether we can re- 582

trieve the idioms from GPT-4 just like we can re- 583

trieve the translations. To mine idioms, we asked 584

GPT-4 to list a given number of idioms with a 585

given initial. The initials are all valid pinyin syl- 586

lables in Chinese, and they can be written as one 587

or more roman letters (e.g. “a”, “an”, and “ang”). 588

We obtained a list of 416 pinyin syllables from 589

Wikipedia5. One syllable might be a prefix of an- 590

other, so different idiom lists returned by GPT-4 591

might partially overlap with each other. Based on 592

various idiom dictionaries used in previous work in 593

the NLP community (Li et al., 2024), we estimated 594

that the total number of frequently used Chinese id- 595

ioms does not exceed 10K. Hence, for each initial, 596

we asked GPT-4 to list 200 idioms. We expected 597

the sufficiently large number of queries would give 598

us a comprehensive list after deduplication. Fur- 599

thermore, for each initial, we made 5 queries with 600

different random seeds to improve stability, as we 601

observed that GPT-4 produced results in some runs 602

that were much worse than in other runs. 603

We found that when listing idioms, GPT-4 604

tended to provide explanation or pronunciation of 605

the idioms. Since these information are irrelevant 606

for the listing task and significantly increase the 607

output length, we asked GPT-4 to only list idioms 608

without explaining them. We also found that when 609

we did not explicitly require GPT-4 to list differ- 610

ent idioms, GPT-4 tended to repeat a small set of 611

4https://github.com/pwxcoo/chinese-xinhua/
blob/master/data/idiom.json

5https://en.wikipedia.org/wiki/Comparison_of_
Standard_Chinese_transcription_systems
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idioms during listing. Hence, we explicitly asked612

GPT-4 to list different idioms.613

Still, with the constraints in the prompt, GPT-614

4 occasionally produced undesirable content. We615

summarize the failure patterns below.616

First, not every query returned with 200 results.617

This can be expected, as there do not exist 200618

idioms for some initials. However, we saw a large619

number of queries stopping at exactly 100 results.620

This indicated that GPT-4 was not interpreting the621

number in the instruction with full precision.622

Secondly, when given a certain initial, GPT-4623

returned idioms with this initial in the beginning of624

the list, but idioms with different initials appeared625

later in the list. This was another example showing626

that the instruction was not precisely understood,627

even for the very simple task of listing.628

Thirdly, a majority of the returned expressions629

were not Chinese idioms. These fake idioms could630

be divided into two categories. For a idiom in the631

first category, when we asked GPT-4 whether this632

is a Chinese idiom, GPT-4 successfully identified633

the idiom to be fake. Similar to the previous failure634

pattern, this indicates that the classification ability635

of GPT-4 is weaker during listing than when classi-636

fying a single example. Some examples of the first637

category included general multi-word expressions638

(e.g. “半导体照明”) and real idioms with a single639

character replaced (e.g. “按甲不动” from “按兵640

不动”). The second category was more intriguing,641

as GPT-4 identified the fake idioms to be real (e.g.642

“落翅螳螂”). In this category, the seemingly plausi-643

ble idioms are constructed in a very similar way as644

real idioms. Hence, we manually selected 50 such645

idioms when we tested the translation strategies.646

A.2 Parallel Corpora647

We have observed a low occurrence rate of idioms648

in large scale parallel corpora, for example the train-649

ing set of WMT’23 (Kocmi et al., 2023). Idioms650

appear more often in literary text. However, due to651

copyright restrictions, the available literary parallel652

corpus is usually very small (Thai et al., 2022). The653

largest literary parallel corpus we have found is the654

BWB corpus (Jiang et al., 2022), which is a pub-655

licly available dataset of the English translation of656

Chinese web novels. Furthermore, due to sentence657

rearranging in literary translation, the smallest unit658

of a source-target pair in BWB is paragraphs. This659

makes it difficult to use BWB as a baseline to com-660

pare with the translations we get. Hence, we only661

used BWB to estimate the frequency ranking of662

idioms, where the frequency of an idiom is defined 663

as the number of sentence pairs that contain this id- 664

iom. For the Chinese-English translation direction, 665

GuoFeng (Wang et al., 2023) is another large-scale 666

literary parallel corpus. Since the dataset is also 667

derived from web novels, we do not assume a large 668

difference when the dataset is used for frequency 669

estimation instead of BWB. 670

A.3 Evaluation Metrics 671

Translation quality estimation has long been stud- 672

ied in the NLP community. Currently, the 673

popular metrics are COMET (Rei et al., 2020), 674

COMETKIWI (Rei et al., 2022), BLEURT (Sel- 675

lam et al., 2020), BLEU (Papineni et al., 2002), 676

and chrF++ (Popović, 2017)6. Among these 677

metrics, the reference-free COMETKIWI is the 678

most suitable for a creative generation task. We 679

used the wmt-23-cometkiwi-da-xxl version of 680

COMETKIWI (Rei et al., 2023). 681

LLM-based metrics have been shown to perform 682

well on text summarization and dialog generation 683

(Liu et al., 2023). For translation, LLMs were 684

also applied to generate scores and textual evalu- 685

ations (Kocmi and Federmann, 2023; Fernandes 686

et al., 2023) based on MQM (Freitag et al., 2021). 687

These work validated our choice of GPT-4 as an 688

automatic evaluator of translation quality. We also 689

explored the novel setting of evaluating creativity 690

of translation, an aspect not covered by MQM. 691

Imperfect as they are, LLM-based automatic 692

metrics are suitable for the assumed purpose of 693

our dataset. We would like to provide a set of rela- 694

tively good translations for a human translator to 695

choose from. The automatic metrics reduce the 696

cost of retrieving translations from LLMs and the 697

time of human translators reading through the list. 698

Automatic metrics may produce false negatives 699

(high-quality translations that are excluded due to 700

low scores) and false positives (low-quality transla- 701

tions that are chosen due to high scores). However, 702

on the one hand, false negatives are not concerning 703

due to the sheer number of translations we are able 704

to retrieve. On the other hand, false positives can 705

be easily identified by human translators. Hence, 706

we chose automatic metrics to help data collection. 707

A.4 Large Language Models 708

LLMs other than GPT-4 have been widely used 709

on translation-related tasks. Some examples are 710

6Both BLEU and chrF++ are implemented in SacreBLEU
(Post, 2018).
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Claude-27, Gemini-Pro8, Flan-T5 (Chung et al.,711

2024), GPT-NeoX (Black et al., 2022), and LLaMA712

(Touvron et al., 2023). Since the prompting strate-713

gies we used in this work is model agnostic, it714

would be beneficial to use them on any model from715

the rapidly evolving set of LLMs. There is not716

a wide agreement on which model to choose. A717

consistent gap in translation quality between mod-718

els was reported under some prompting strategies719

(Wang and Li, 2023) and datasets but not others720

(Feng et al., 2024b).721

B Prompts722

In this section, we list all prompts we used. While723

a variety of prompts have been used for translation724

(Table 4), we used the prompts that more directly725

describes both our idiom translation task and rele-726

vant translation instructions. For all the prompts,727

we use a temperature of 1.0. In our pilot study,728

we observe that changing the temperature in the729

API call does not produce meaningful variations730

in the generated translations. The total cost of all731

GPT-related experiments in this paper, including732

pilot studies, was $480.55.733

B.1 Idioms734

For Chinese idiom mining, we used the prompt:735

• Give 200 Chinese idioms that begin with736

<PINYIN>. Only list idioms. Do not explain737

them. No duplicates.738

Here, <PINYIN> is chosen from a list of 416 pinyin739

syllables obtained from Wikipedia9.740

For checking if a result is a true Chinese idiom,741

we used the prompt:742

• Is <IDIOM> a Chinese idiom? Output yes or743

no.744

For explanation generation, we used the prompt:745

• Is <PLAUSIBLE IDIOM> a Chinese idiom?746

Please explain.747

B.2 Sentences748

For sentence generation, we used the prompt:749

• Can you make 10 <LANGUAGE> sentences with750

the <LANGUAGE> idiom <IDIOM>? Only list751

sentences. Do not explain.752

7https://www.anthropic.com/index/claude-2
8https://cloud.google.com/vertex-ai/docs/

generativeai/learn/models
9https://en.wikipedia.org/wiki/Comparison_of_

Standard_Chinese_transcription_systems

For plausible Chinese, we use “Chinese” as the 753

<LANGUAGE>. 754

B.3 Zero-Shot Translations 755

For zero-shot translation, we used the prompts in 756

Table 5. 757

B.4 Few-Shot Translations 758

For few-shot translation, we used the prompts in 759

Table 6. The example sentence pairs are randomly 760

chosen from a set of sentence pairs with highly 761

creative translations. 762

B.5 Paragraph Translations 763

For instruction generation, we used the following 764

3 prompts: 765

• If you are asked to translate a paragraph that 766

contains a <LANGUAGE> idiom, what would 767

you do to ensure that the translation of the 768

idiom is faithful? 769

• If you are asked to translate a paragraph that 770

contains a <LANGUAGE> idiom, what would 771

you do to ensure that the translation of the 772

idiom is creative? 773

• If you are asked to translate a paragraph that 774

contains a <LANGUAGE> idiom, what would 775

you do to ensure that the translation of the 776

idiom matches the theme of its context? 777

For paragraph translation, we used the prompts 778

in Table 7. 779

B.6 Span Extraction 780

For span extraction, we used the following prompt: 781

• Given the English translation of the 782

<LANGUAGE> sentence, please only output 783

the span that corresponds to the <LANGUAGE> 784

idiom. 785

<LANGUAGE> sentence: <SOURCE> 786

English translation: <TARGET> 787

<LANGUAGE> idiom: <IDIOM> 788

Span: 789

We only tested the prompt on Chinese sentences. 790

C Cleaning and Parsing 791

In this section, we list the details for cleaning and 792

parsing the model output. 793
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Reference Strategies

Jiao et al. (2023) ChatGPT generated templates
Siu (2023) Instructions in multi-turn dialogs
Lyu et al. (2024) Specifying a poetic style
He et al. (2023) Providing keywords, topics, or demonstrations mined by ChatGPT
Na et al. (2024) Using Skopos, functional equivalence, or text typology theory
Tao et al. (2024) Specifying style by several word-level and sentence-level statistics
Mu et al. (2023) Extracting most similar sentences from a translation database
Yao et al. (2023) Providing the whole sentence and a literal translation of a cultural-specific entity

Table 4: A summary of prompting strategies for translation.

Name Prompt

BASELINE Please translate the following sentence from <LANGUAGE> to English:
<SENTENCE>

DIVERSITY
EXPLICIT

Please generate 5 different translations of the following sentence from <LANGUAGE> to English:
<SENTENCE>

DIVERSITY
DIALOG

Please generate another 5 different translations.

ZERO-SHOT
CREATIVELY

Please creatively translate the following sentence from <LANGUAGE> to English:
<SENTENCE>

CONTEXT
EXPLICIT

The sentence below comes from <GENRE>. Please translate it from <LANGUAGE> to English:
<SENTENCE>

ANALOGY
NATURAL

Please translate the following sentence from <LANGUAGE> to English:
<SENTENCE>
In the translation, please use an analogy commonly used in English.

ANALOGY
CREATIVE

Please translate the following sentence from <LANGUAGE> to English:
<SENTENCE>
In the translation, please create a new analogy that has not been commonly used in English.

SHUFFLE
ORDER

Please translate the following sentence from <LANGUAGE> to English:
<SENTENCE>
Please try to change the order of clauses to make the translation more natural.

SUCCINCT Please translate the following sentence from <LANGUAGE> to English:
<SENTENCE>
Please translate the <LANGUAGE> idiom appeared in the sentence as succinctly as possible.

TWO-STEP Please rewrite the following sentence in <LANGUAGE> without using a <LANGUAGE> idiom:
<SENTENCE>
Please translate the rewritten sentence to English.

DISCONTINUOUS 1 Please translate the following sentence from <LANGUAGE> to English:
<SENTENCE>
Please do not use a continuous span to translate the <LANGUAGE> idiom appeared in the sentence.

DISCONTINUOUS 2 Please translate the following sentence from <LANGUAGE> to English:
<SENTENCE>
Please do not use a multi-word expression to translate the <LANGUAGE> idiom appeared in the sentence.

Table 5: The prompts we used for zero-shot translation.
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Name Prompt

FEW-SHOT Please translate the following sentences from <LANGUAGE> to English:
<LANGUAGE>: <SOURCE 1>
English: <TARGET 1>
<LANGUAGE>: <SOURCE 2>
English: <TARGET 2>
<LANGUAGE>: <SOURCE 3>
English: <TARGET 3>
<LANGUAGE>: <SOURCE 4>
English: <TARGET 4>
<LANGUAGE>: <SOURCE 5>
English: <TARGET 5>
<LANGUAGE>: <SENTENCE>
English:

FEW-SHOT
CREATIVELY

Please creatively translate the following sentences from <LANGUAGE> to English:
<LANGUAGE>: <SOURCE 1>
English: <TARGET 1>
<LANGUAGE>: <SOURCE 2>
English: <TARGET 2>
<LANGUAGE>: <SOURCE 3>
English: <TARGET 3>
<LANGUAGE>: <SOURCE 4>
English: <TARGET 4>
<LANGUAGE>: <SOURCE 5>
English: <TARGET 5>
<LANGUAGE>: <SENTENCE>
English:

Table 6: The prompts we used for few-shot translation.

C.1 Sentences794

GPT-4 failed to generate sentences for very few795

idioms (4 out of all idioms). In these cases, GPT-4796

was unable to identify the given idiom as a real797

word. Interestingly, this happened for real idioms,798

but not plausible idioms. For convenience of im-799

plementation, we save 10 empty sentences to the800

file when sentences are not generated.801

Another failure pattern was that GPT-4 failed to802

include the idiom in the sentence. In these cases,803

GPT-4 split the idiom into two parts, or used syn-804

onyms to represent the meaning of the idiom. The805

statistics for all languages are listed in Table 8.806

C.2 Translations (Sentences)807

In general, the output translations are clean. In the808

cases where GPT-4 was prompted to generate mul-809

tiple translations in a single response, we parsed810

the response to get the list of translations. For the811

succinct prompt, GPT-4 tended to provide an ex-812

planation, which we removed from the response to813

get the clean translation.814

C.3 Scores815

GPT-3.5 generated scores in different formats, in-816

cluding different prefixes and suffixes. We ob-817

served that all the irrelevant output can be cleaned818

by taking the first digit appearing in the response 819

string as the score. 820

C.4 Auto-CoT Instructions 821

We repeatedly asked GPT-4 for translation instruc- 822

tions. Given the same prompt, GPT-4 returned 823

different steps. The number of steps ranged from 824

6 to 8. The name and the description of each step 825

also differed. However, each different set of steps 826

from a single response was reasonable. Hence, for 827

each combination of aspect and language, we only 828

used one response as the Auto-CoT instruction. 829

C.5 Paragraphs 830

GPT-4 sometimes does not include the sentence 831

verbatim in the paragraph. This is due to punctu- 832

ation and language-specific phenomena, such as 833

conjugation in Japanese and Korean. However, in 834

most cases, the paragraph contains the idiom. The 835

statistics for all languages are listed in Table 9. 836

C.6 Translations (Paragraphs) 837

No noise was observed. 838

C.7 Spans 839

GPT-4 was able to locate precisely the span in the 840

translated sentence that corresponds to the idiom 841

in the original sentence. The identified span is a 842
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Name Prompt

BASELINE Please translate the following paragraph from <LANGUAGE> to English.
<PARAGRAPH>

FAITHFUL
SIMPLE

Please translate the following paragraph from <LANGUAGE> to English.
Please translate the idiom <IDIOM> faithfully. Do not explain.
<PARAGRAPH>

CREATIVE
SIMPLE

Please translate the following paragraph from <LANGUAGE> to English.
Please translate the idiom <IDIOM> creatively. Do not explain.
<PARAGRAPH>

THEME
SIMPLE

Please translate the following paragraph from <LANGUAGE> to English.
Please translate the idiom <IDIOM> in a way that matches the theme. Do not explain.
<PARAGRAPH>

FAITHFUL
COT

Please translate the following paragraph from <LANGUAGE> to English.
Please translate the idiom <IDIOM> faithfully. Do not explain.
<PARAGRAPH>
Please follow the instructions below:
<FAITHFUL INSTRUCTIONS>

CREATIVE
COT

Please translate the following paragraph from <LANGUAGE> to English.
Please translate the idiom <IDIOM> creatively. Do not explain.
<PARAGRAPH>
Please follow the instructions below:
<CREATIVE INSTRUCTIONS>

THEME
COT

Please translate the following paragraph from <LANGUAGE> to English.
Please translate the idiom <IDIOM> in a way that matches the theme. Do not explain.
<PARAGRAPH>
Please follow the instructions below:
<THEME INSTRUCTIONS>

FAITHFUL
MULTI-TURN

Please translate the following paragraph from <LANGUAGE> to English.
Please translate the idiom <IDIOM> faithfully. Do not explain.
<PARAGRAPH>

CREATIVE
MULTI-TURN

Could you provide an alternative translation of the paragraph, where the idiom is translated more
creatively? The translation you provided has been widely used elsewhere.

THEME
MULTI-TURN

Could you provide an alternative translation of the paragraph, where the idiom is translated with words
that better match the context? The translation you provided can be used verbatim in a different context.

Table 7: The prompts we used for paragraph translation.

Language # Idioms # Sentences # w/ Idiom % w/ Idiom

Chinese 4310 43100 42873 99.71
Japanese 2440 24400 24247 99.37
Korean 2316 23160 22943 99.06
Plausible Chinese 50 500 495 99.00

Table 8: The statistics for noise in sentence generation.

Language # Paragraphs # w/ Idiom % w/ Idiom # w/ Sentence % w/ Sentence

Chinese 80 80 100.00 51 63.75
Japanese 80 79 98.75 37 46.25
Korean 80 78 97.50 36 45.00
Plausible Chinese 80 73 91.25 56 70.00

Table 9: The statistics for noise in paragraph generation.
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substring of the translated sentence for 1994 out843

of 2000 Chinese-English sentence pairs, translated844

using the optimal methods. The few failures were845

due to the change in capitalization and punctuation.846

D More Results847

In this section, we show more examples from our848

results. No spans are highlighted for these exam-849

ples, as we did not perform manual labeling and850

did not run the span queries (Appendix B.6) for851

these translations. The total number of sentence852

translations is 13,500 for each language. For Chi-853

nese, we further generate 20,000 translations with854

Pareto-optimal strategies. For each translation, we855

generate 5 faithfulness and 5 creativity scores.856

D.1 Sentence Translations857

We show more translations for all languages we858

used in Tables 10 (Chinese), 11 (Japanese), 12859

(Korean), and 13 (plausible Chinese). All other860

translations can be found in the published data.861

The total number of paragraph translations is 800862

for each language.863

D.2 Paragraph Translations864

For the paragraph pipeline, we show more exam-865

ples in Tables 14 (Chinese), 15 (Japanese), 16, and866

17 (plausible Chinese). The paragraphs were gener-867

ated with the same sentences in Appendix D.1. All868

shown examples are in the genre “a news report"869

(Section 2), while examples in the other genre can870

be found in the published data.871

E Scores872

We summarize the faithfulness and creativity scores873

for all languages and all methods in Table 18. We874

also visualize the scores using a heat map in Figure875

3 and scatter plots in Figure 4.876
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Method Sentence Faithfulness Creativity

ORIGINAL 他们通过威逼利诱，想要我放弃诉讼。 N/A N/A
GOOGLE They used threats and inducements to try to get me to drop the lawsuit. 4.8 3.8
DEEPL They wanted me to drop the lawsuit through bullying. 2.2 2.6

BASELINE They tried to get me to drop the lawsuit through threats and inducements. 4.2 3.8
DIVERSITY EXPLICIT Through intimidation and temptation, they want me to give up the lawsuit. 5.0 3.6
DIVERSITY EXPLICIT They employed threats and bribes, trying to get me to abandon the lawsuit. 4.4 4.0
DIVERSITY EXPLICIT By wielding both threats and incentives, they aim to make me drop the lawsuit. 4.4 4.0
DIVERSITY EXPLICIT They attempted to make me forsake the lawsuit by means of coercion and enticement. 4.4 3.2
DIVERSITY EXPLICIT They’re using a mix of scare tactics and promises in hopes I’ll relinquish the lawsuit. 4.0 4.2
DIVERSITY DIALOG They are using a combination of threats and rewards to persuade me to withdraw from the lawsuit. 4.6 4.0
DIVERSITY DIALOG With a strategy of intimidation and allure, they seek to have me forego the lawsuit. 4.0 4.0
DIVERSITY DIALOG They’re applying pressure and offering inducements, hoping I will abandon my legal action. 4.8 4.0
DIVERSITY DIALOG By employing coercion and temptation, their goal is for me to give up my lawsuit. 4.2 3.0
DIVERSITY DIALOG Through both menacing and luring tactics, they wish for me to relinquish the lawsuit. 4.4 4.0

ZERO-SHOT CREATIVELY Through a mix of threats and temptations, they sought to make me abandon my lawsuit. 4.6 4.0
CONTEXT EXPLICIT They tried to make me give up the lawsuit through threats and bribes. 4.4 2.8
CONTEXT EXPLICIT They, through intimidation and inducement, want me to give up the lawsuit. 4.6 3.0
CONTEXT EXPLICIT They tried to make me give up the lawsuit through threats and bribes. 4.6 3.0
CONTEXT EXPLICIT They tried to make me give up the lawsuit through intimidation and bribery. 4.6 3.2
ANALOGY NATURAL They tried to make me drop the lawsuit through a carrot and stick approach. 4.0 4.0
ANALOGY CREATIVE They tried to make me drop the lawsuit by dangling carrots laced with threats, like offering honey wrapped in

thorns.
3.6 4.2

SHUFFLE ORDER They tried to get me to drop the lawsuit by using threats and bribes. 4.0 3.8
SUCCINCT They, through threats and bribes, want me to give up the lawsuit. 4.2 3.0
TWO-STEP They used threats and temptations, trying to make me give up the lawsuit. 4.0 3.6

DISCONTINUOUS 1 They, through threats and promises, want me to give up the lawsuit. 4.8 3.0
DISCONTINUOUS 2 They want me to give up the lawsuit by coercing and bribing. 4.0 2.8

FEW-SHOT They tried to make me give up the lawsuit through threats and bribes. 4.6 3.2
FEW-SHOT CREATIVELY They attempted to sway my resolve through a mix of threats and temptations, hoping I would abandon the lawsuit. 5.0 4.0

Table 10: The example translations for Chinese.

Method Sentence Faithfulness Creativity

ORIGINAL 私たちの小さなプロジェクトが、まさに燎原之火となり、急速に広がりました N/A N/A
GOOGLE Our small project became a wildfire and spread rapidly. 4.2 4.0
DEEPL Our little project became a veritable bonfire and spread rapidly. 2.8 4.0

BASELINE Our small project, just like a spark in a field, rapidly spread far and wide. 3.4 4.2
DIVERSITY EXPLICIT Our small project has indeed become a spark that quickly spread like wildfire. 4.4 4.2
DIVERSITY EXPLICIT Our modest project has truly become a blaze that rapidly expanded. 3.6 3.8
DIVERSITY EXPLICIT The little project of ours has indeed turned into a raging fire, spreading swiftly. 4.0 4.0
DIVERSITY EXPLICIT Our small project has indeed become a prairie fire, spreading rapidly. 4.8 4.2
DIVERSITY EXPLICIT Our minor project quickly became a spark that turned into a widespread inferno. 2.8 4.0
DIVERSITY DIALOG Our little project has truly blossomed into a widespread blaze, spreading quickly. 2.8 3.8
DIVERSITY DIALOG Our small initiative indeed became a conflagration that rapidly expanded. 4.4 4.0
DIVERSITY DIALOG The small project we started has really caught on like wildfire, spreading rapidly. 4.4 4.0
DIVERSITY DIALOG Our humble project turned into a blazing fire, quickly covering ground. 4.4 4.0
DIVERSITY DIALOG Our tiny project has, indeed, turned into a spark that has rapidly spread far and wide. 3.6 4.0

ZERO-SHOT CREATIVELY Our humble project, akin to a spark in a dry field, swiftly ignited, spreading far and wide with rapid fervor. 4.4 4.2
CONTEXT EXPLICIT Our small project has indeed become a spark that quickly spread like wildfire. 4.2 4.2
CONTEXT EXPLICIT Our small project became like a spark in a prairie, spreading rapidly. 3.2 4.0
CONTEXT EXPLICIT Our small project has indeed become a spark that ignites the plains, spreading rapidly. 3.2 4.2
CONTEXT EXPLICIT Our small project became like a spark in a prairie, spreading rapidly. 3.4 4.0
ANALOGY NATURAL Our little project caught fire like wildfire and spread rapidly. 3.6 4.2
ANALOGY CREATIVE Our modest project, just like a spark in a sea of whispers, quickly spread far and wide. 1.6 4.2

SHUFFLE ORDER Our small project has indeed become a blaze that quickly spread far and wide. 4.0 3.6
SUCCINCT Our small project has indeed become a spark that started a prairie fire, spreading rapidly. 5.0 4.4
TWO-STEP Our small project really spread rapidly. 1.8 2.0

DISCONTINUOUS 1 Our small project, just like a spark in a field, rapidly spread far and wide. 3.4 4.2
DISCONTINUOUS 2 Our small project has indeed become a wildfire and spread rapidly. 4.2 3.8

FEW-SHOT Our small project became like a wildfire, spreading rapidly. 4.6 4.0
FEW-SHOT CREATIVELY Our modest project became a wildfire, spreading rapidly far and wide. 4.0 4.0

Table 11: The example translations for Japanese.
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Method Sentence Faithfulness Creativity

ORIGINAL 진짜그사람이싫어서안만나는건지,아니면담인인지모르겠어. N/A N/A
GOOGLE I don’t know if I’m not dating that person because I really hate him, or if he’s just a temperamental person. 2.2 3.6
DEEPL I don’t know if I’m not seeing him because I really don’t like him, or if he’s a dummy. 2.0 3.8

BASELINE I’m not sure if it’s really because I dislike that person that I don’t meet them, or if it’s because I’m just busy. 3.2 3.0
DIVERSITY EXPLICIT I’m not sure if it’s because I really dislike that person or if I’m just being indifferent. 3.6 3.8
DIVERSITY EXPLICIT I can’t tell if I’m not meeting them because I really hate them, or if I’m just unbothered. 3.6 4.0
DIVERSITY EXPLICIT It’s unclear whether I’m avoiding them because I genuinely don’t like them, or if I’m just being nonchalant. 3.0 4.0
DIVERSITY EXPLICIT I’m uncertain if my not seeing them is due to real distaste or simply indifference. 4.0 4.0
DIVERSITY EXPLICIT It’s hard to say whether my avoidance is because of genuine dislike or if I am just indifferent. 4.0 4.0
DIVERSITY DIALOG I can’t figure out if my refusal to meet is because I truly detest that person, or if it’s just apathy. 4.2 3.6
DIVERSITY DIALOG I’m unsure whether my avoidance is rooted in real animosity towards that person or mere indifference. 4.4 4.0
DIVERSITY DIALOG It’s difficult to determine if I’m not seeing them because I genuinely loathe them, or if I’m just detached. 3.6 4.0
DIVERSITY DIALOG I’m puzzled whether my lack of desire to meet stems from actual aversion or simply from being disinterested. 3.8 4.2
DIVERSITY DIALOG I find it challenging to discern if my avoidance is due to a genuine dislike or if it’s just a matter of being indifferent. 4.2 4.0

ZERO-SHOT CREATIVELY I can’t tell if they’re genuinely avoiding that person because they dislike them, or if it’s because they’re shy. 3.8 4.0
CONTEXT EXPLICIT I’m not sure if it’s because they really dislike that person that they’re not meeting, or if it’s because they’re just

playing hard to get.
4.0 4.2

CONTEXT EXPLICIT I can’t tell if it’s because they really dislike that person that they’re not meeting, or if it’s because they’re playing
hard to get.

3.8 3.8

CONTEXT EXPLICIT I can’t tell if they’re really avoiding meeting because they dislike that person, or if they’re just busy. 3.6 3.4
CONTEXT EXPLICIT I’m not sure if it’s because they really dislike that person or if it’s because they are just busy. 3.6 3.6
ANALOGY NATURAL "I can’t tell if they’re really avoiding someone because they dislike them, or if they’re just playing hard to get." 3.4 4.0
ANALOGY CREATIVE "I can’t tell if they’re really avoiding meeting because they dislike that person, or if it’s like trying to decipher the

flavor of a mystery soda."
2.2 4.4

SHUFFLE ORDER I can’t tell if they’re really avoiding meeting because they dislike that person, or if they’re just busy. 3.8 3.4
SUCCINCT I can’t tell if it’s really because they dislike that person that they’re not meeting up, or if they’re just playing hard to

get.
4.0 4.0

TWO-STEP I don’t know if it’s really because I dislike that person that I’m not meeting them, or if there is another reason. 4.2 3.2
DISCONTINUOUS 1 I can’t tell if they’re really not meeting because they dislike that person, or if it’s because they’re playing hard to get. 3.8 4.0
DISCONTINUOUS 2 I’m not sure if it’s really because I don’t like that person that I’m not meeting them, or if it’s something else. 4.2 3.6

FEW-SHOT I can’t tell if they’re not meeting because they genuinely dislike the person or if it’s just an excuse. 4.0 4.0
FEW-SHOT CREATIVELY I can’t tell if it’s genuinely because they dislike that person that they don’t meet up, or if it’s just an excuse. 4.0 3.8

Table 12: The example translations for Korean.

Method Sentence Faithfulness Creativity

ORIGINAL 每年的春天，园子里春荷盛开，秋天则是秋菊竞艳。 N/A N/A
GOOGLE Every spring, lotus flowers bloom in the garden, and in autumn, chrysanthemums bloom. 3.2 2.2
DEEPL Every spring, the garden is in full bloom with spring lotus, and in the fall, fall chrysanthemums compete. 4.2 4.0

BASELINE Every spring, the garden is filled with blooming spring lotuses, while in autumn, it’s the chrysanthemums that vie
for beauty.

4.0 4.0

DIVERSITY EXPLICIT Every spring, the garden blooms with spring lotuses, while in autumn, the chrysanthemums vie for beauty. 4.2 3.6
DIVERSITY EXPLICIT In the garden, spring sees the lush blossoming of lotuses, and autumn showcases the competitive bloom of

chrysanthemums.
4.0 4.0

DIVERSITY EXPLICIT Yearly, spring brings the luxuriant opening of lotuses in the garden, and autumn displays the dazzling
chrysanthemums.

3.2 3.8

DIVERSITY EXPLICIT Every year, the springtime garden is filled with blooming lotuses, and autumn with the splendid display of
chrysanthemums.

3.6 3.8

DIVERSITY EXPLICIT The garden annually celebrates spring with the flourishing of lotuses, and autumn with the striking rivalry of
chrysanthemums.

3.8 4.0

DIVERSITY DIALOG Each spring, the garden is adorned with burgeoning lotuses, while autumn brings forth the competing beauty of
chrysanthemums.

4.4 4.0

DIVERSITY DIALOG Annually, the spring season witnesses the garden’s lotuses in full bloom, followed by the chrysanthemums’ vibrant
display in autumn.

4.0 4.2

DIVERSITY DIALOG The garden experiences a bounty of spring lotuses every year, and in autumn, the chrysanthemums burst into
competitive radiance.

3.6 3.8

DIVERSITY DIALOG Every spring, lotuses thrive in the garden, with autumn presenting a spectacle of chrysanthemums competing in
splendor.

3.8 4.0

DIVERSITY DIALOG In the garden, each year, spring is marked by the blossoming of lotuses and autumn by the riotous beauty of
chrysanthemums in competition.

4.4 4.0

ZERO-SHOT CREATIVELY Every spring, the garden blooms with vibrant spring lotus, while in autumn, the chrysanthemums vie in beauty. 3.8 4.0
CONTEXT EXPLICIT Every spring, the lotus blooms abundantly in the garden, while in autumn, the chrysanthemums vie in beauty. 4.0 4.0
CONTEXT EXPLICIT Every spring, the lotus blooms abundantly in the garden, while in autumn, the chrysanthemums compete in beauty. 4.0 4.0
CONTEXT EXPLICIT Every spring, the lotus blooms abundantly in the garden, while in autumn, the chrysanthemums compete in beauty. 4.0 4.0
CONTEXT EXPLICIT Every spring, the lotus blooms profusely in the garden, while in autumn, the chrysanthemums vie in beauty. 3.6 3.8
ANALOGY NATURAL Every spring, the garden blooms with spring lotuses, much like a sea of blossoms, and in autumn, autumn

chrysanthemums vie in beauty, akin to a painter’s vibrant palette.
3.8 4.2

ANALOGY CREATIVE In the springtime each year, the garden blossoms into a sea of spring lotuses, while in autumn, it transforms into a
stage where autumn chrysanthemums vie for the spotlight.

3.6 4.2

SHUFFLE ORDER Every spring, the lotus blossoms flourish in the garden, while in autumn, the chrysanthemums vie in beauty. 4.0 4.0
SUCCINCT Every spring, the lotus flowers bloom in abundance in the garden, and in autumn, the chrysanthemums vie in beauty. 3.6 3.8
TWO-STEP Every spring, the lotuses in the garden bloom in abundance; come autumn, it is the chrysanthemums’ turn to bloom

competitively.
3.6 4.0

DISCONTINUOUS 1 Every spring, the garden is in full bloom with spring lotuses, and in autumn, autumn chrysanthemums vie in beauty. 3.6 3.8
DISCONTINUOUS 2 Every spring, the garden is full of blooming lotuses, and in autumn, autumn chrysanthemums vie in beauty. 3.6 4.0

FEW-SHOT Every spring, the garden blossoms with spring lotuses, while in autumn, the autumn chrysanthemums vie in beauty. 4.0 4.0
FEW-SHOT CREATIVELY Every spring, the garden is a spectacle of blooming spring lotuses, while autumn boasts a competitive display of

vibrant chrysanthemums.
4.0 4.2

Table 13: The example translations for plausible Chinese.
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Method Paragraph

ORIGINAL 在今日下午的新闻发布会上，被告李先生向媒体披露了一起备受关注的诉讼案件的最新进展。据李先生称，“他们通过威逼利诱，想要我
放弃诉讼。”他详细说明了对方如何施加压力，试图迫使其撤销对公司不正当行为的指控。这起事件引起了公众的广泛关注，许多人表
示，像李先生这样勇敢站出来揭露真相的行为，值得社会给予更多的支持和保护。

BASELINE At this afternoon’s press conference, Mr. Li, the defendant, disclosed the latest developments in a highly publicized lawsuit case to the media. According
to Mr. Li, “They tried to make me give up the lawsuit through threats and bribes." He detailed how the other party applied pressure to force him to
withdraw his accusations of the company’s misconduct. This incident has garnered widespread public attention, with many people expressing that acts of
bravery like Mr. Li’s in exposing the truth deserve more societal support and protection.

FAITHFUL SIMPLE At the press conference this afternoon, Mr. Li, the defendant, disclosed to the media the latest developments in a highly publicized lawsuit. According to
Mr. Li, “They tried to make me give up the lawsuit through coercion and bribery." He detailed how the other party applied pressure, attempting to force
him to withdraw his allegations of impropriety against the company. This incident has attracted widespread public attention, with many people stating that
brave actions like Mr. Li’s, in stepping forward to reveal the truth, deserve more societal support and protection.

CREATIVE SIMPLE At this afternoon’s press conference, Mr. Li, the defendant, disclosed to the media the latest developments in a highly publicized lawsuit. According to Mr.
Li, “They tried to sway me with a mix of threats and temptations, wanting me to drop the lawsuit." He elaborated on how the other party applied pressure,
attempting to force him to withdraw his accusations of improper conduct by the company. This incident has sparked widespread public interest, with many
expressing that courageous acts like Mr. Li’s in revealing the truth deserve more societal support and protection.

THEME SIMPLE At this afternoon’s press conference, Mr. Li, the defendant, revealed to the media the latest developments in a lawsuit that has garnered significant
attention. According to Mr. Li, “They tried to strong-arm and entice me into dropping the lawsuit." He detailed how the other party applied pressure in an
attempt to force him to withdraw his accusations of improper conduct by the company. This incident has sparked widespread public interest, with many
expressing that courageous acts like Mr. Li’s in exposing the truth deserve more societal support and protection.

FAITHFUL COT At this afternoon’s press conference, Mr. Li, the defendant, disclosed to the media the latest developments in a highly watched lawsuit. According to Mr.
Li, “They tried to make me give up the lawsuit through threats and bribes." He detailed how the other party attempted to pressure him into withdrawing his
allegations of the company’s improper conduct. This incident has garnered widespread public attention, and many people believe that acts of bravery like
Mr. Li’s, in coming forward to reveal the truth, deserve more societal support and protection.

CREATIVE COT At this afternoon’s press conference, Mr. Li, the defendant, unveiled the latest developments in a highly anticipated lawsuit to the media. Mr. Li claimed,
“They resorted to a mix of intimidation and enticement, aiming for me to drop the lawsuit." He elaborated on how the other party applied pressure,
attempting to coerce him into retracting his allegations of misconduct against the company. This incident has drawn widespread public attention, with
many voicing that courageous actions like Mr. Li’s, stepping forward to expose the truth, deserve greater societal support and protection.

THEME COT At the press conference this afternoon, Mr. Li, the defendant, disclosed to the media the latest developments in a highly publicized lawsuit. According to
Mr. Li, ‘Ă‘IJThey tried to make me drop the lawsuit through a combination of threats and inducements.‘Ă‘İHe detailed how the other party applied
pressure, attempting to force him to withdraw his allegations of misconduct against the company. This incident has attracted widespread public attention,
with many people expressing that courageous actions like Mr. Li’s, in revealing the truth, deserve more support and protection from society.

FAITHFUL MULTI-TURN At this afternoon’s press conference, Mr. Li, the defendant, disclosed to the media the latest developments in a highly publicized lawsuit. According to Mr.
Li, “They tried to make me give up the lawsuit through coercion and bribery." He detailed how the other party applied pressure, attempting to force him to
withdraw his allegations of impropriety against the company. This incident has attracted widespread public attention, with many people stating that brave
actions like Mr. Li’s, in stepping forward to reveal the truth, deserve more support and protection from society.

CREATIVE MULTI-TURN At the news conference this afternoon, Mr. Li, the accused, unveiled to the press the latest developments in a closely watched lawsuit. Mr. Li claimed,
“They attempted to sway me into dropping the lawsuit by a combination of threats and temptations." He elaborated on how the opposition exerted pressure,
trying to compel him to rescind his accusations of misconduct against the company. The saga has captivated public interest, with many voicing that
courageous disclosures like Mr. Li’s merit greater societal endorsement and safeguarding.

THEME MULTI-TURN In this afternoon’s press conference, Mr. Li, the defendant, shared with the media the recent developments of a lawsuit that has captured widespread
attention. Mr. Li stated, “They resorted to threats and allurements in an effort to make me abandon the lawsuit." He went into detail about how the other
side applied pressure, aiming to make him withdraw his claims against the company’s wrongful actions. The incident has sparked considerable public
interest, with many expressing that the courageous act of coming forward like Mr. Li has done should be met with greater societal support and protection.

Table 14: The example paragraph translations for Chinese.

Method Paragraph

ORIGINAL 日本、東京 -地元の起業家たちが始めた画期的な取り組みが話題になっています。彼らの開発した環境に優しい再生可能エネルギー製
品が予想外の成功を収め、大きな注目を集めています。「私たちの小さなプロジェクトが、まさに燎原之火となり、急速に広がりまし
た。」と、プロジェクトリーダーは興奮を隠せません。この成功は、持続可能な開発と環境保護に関心が集まっている今、他の起業家
や企業にも大きな刺激を与えています。

BASELINE Japan, Tokyo - A groundbreaking initiative started by local entrepreneurs is gaining attention. Their development of environmentally friendly renewable
energy products has achieved unexpected success and is drawing significant attention. “Our small project has truly become a blazing wildfire, spreading
rapidly," says the project leader, unable to hide their excitement. This success is providing a major stimulus to other entrepreneurs and companies at a time
when there is a growing focus on sustainable development and environmental protection.

FAITHFUL SIMPLE Japan, Tokyo - An innovative initiative started by local entrepreneurs is making waves. Their development of eco-friendly renewable energy products has
achieved unexpected success and garnered significant attention. “Our small project has indeed become a wildfire, spreading rapidly," the project leader
could hardly contain his excitement. This success is providing a major stimulus to other entrepreneurs and companies at a time when interest in
sustainable development and environmental protection is growing.

CREATIVE SIMPLE Tokyo, Japan - A groundbreaking initiative started by local entrepreneurs is becoming a hot topic. Their development of environmentally friendly
renewable energy products has achieved unexpected success and has drawn significant attention. “Our small project has, quite literally, become a wildfire,
spreading rapidly," says the project leader, unable to hide his excitement. This success is providing great motivation to other entrepreneurs and
corporations at a time when interest in sustainable development and environmental protection is growing.

THEME SIMPLE Japan, Tokyo - An innovative initiative started by local entrepreneurs is becoming a hot topic. Their development of eco-friendly renewable energy
products has achieved unexpected success and attracted significant attention. “Our small project has, indeed, spread like wildfire, rapidly expanding," the
project leader said, unable to hide his excitement. This success is providing a substantial stimulus to other entrepreneurs and companies at a time when
there is a growing focus on sustainable development and environmental protection.

FAITHFUL COT Japan, Tokyo - A groundbreaking initiative started by local entrepreneurs is becoming a topic of conversation. Their developed environmentally friendly
renewable energy products have achieved unexpected success and are attracting significant attention. “Our small project has indeed become a raging
wildfire, spreading rapidly," says the project leader, unable to hide his excitement. This success is providing a substantial stimulus to other entrepreneurs
and companies at a time when there is a strong focus on sustainable development and environmental protection.

CREATIVE COT Tokyo, Japan - A groundbreaking initiative started by local entrepreneurs is making waves. Their development of environmentally friendly renewable
energy products has achieved unexpected success and garnered significant attention. “Our small project has truly become a wildfire, spreading rapidly,"
says the project leader, unable to hide their excitement. This success has given a substantial boost to other entrepreneurs and companies at a time when
there’s a growing focus on sustainable development and environmental protection.

THEME COT Japan, Tokyo - A groundbreaking initiative started by local entrepreneurs is making headlines. Their development of environmentally friendly renewable
energy products has achieved unexpected success and garnered significant attention. “Our small project has indeed become a wildfire, spreading rapidly,"
the project leader could not hide their excitement. This success provides a major stimulus to other entrepreneurs and companies at a time when there is
growing interest in sustainable development and environmental protection.

FAITHFUL MULTI-TURN Japan, Tokyo - An innovative initiative started by local entrepreneurs is gaining attention. Their development of eco-friendly renewable energy products
has achieved unexpected success and garnered significant interest. “Our small project has indeed become a wildfire, spreading rapidly," the project leader
could hardly contain his excitement. This success is providing a major stimulus to other entrepreneurs and companies at a time when interest in
sustainable development and environmental protection is growing.

CREATIVE MULTI-TURN Japan, Tokyo - An innovative initiative started by local entrepreneurs is making waves. Their development of eco-friendly renewable energy products has
unexpectedly soared to success, capturing widespread attention. “Our modest project has, quite literally, turned into a blaze across the prairie, expanding
swiftly," the project leader is elated. This triumph is giving a significant boost to other entrepreneurs and corporations at a moment when the spotlight is
on sustainable development and conservation of the environment.

THEME MULTI-TURN Japan, Tokyo - A groundbreaking initiative launched by local entrepreneurs is creating a buzz. Their invention of eco-friendly renewable energy products
has manifested into an unexpected triumph, attracting major interest. “Our humble project has indeed sparked a conflagration, spreading at an incredible
pace," the project leader is visibly thrilled. This success is fueling a significant impetus among other entrepreneurs and businesses at a time when the focus
on sustainable development and environmental preservation is intensifying.

Table 15: The example paragraph translations for Japanese.
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Method Paragraph

ORIGINAL 서울,대한민국 -지역사회에서는최근한개인의대인관계문제가관심사로떠올랐습니다. 주변사람들은 “진짜그사람이싫어서안만나
는건지,아니면다른진짜이유가있는것인지모르겠어”라고말하며,이문제에대한의견을나누고있습니다. 이문제는한사람의갑작스
런사회적활동감소와그이유에대한추측으로인해생겨났습니다. 해당개인이나그의친구들은현재이와관련된공식적인입장을밝히
지않고있으며,이로인해더욱많은추측이이어지고있습니다. 지역사회는이문제에대해더많은정보를원하며,이에대한진실을알기
위해관심을기울이고있습니다.

BASELINE Seoul, South Korea - A personal relationship issue of an individual has recently become a matter of interest in the community. People around are sharing
their opinions, saying, “I’m not sure if they’re really not meeting because they dislike that person, or if there’s another real reason." This issue arose from
speculation about the sudden decrease in one person’s social activities and the reasons behind it. Neither the individual in question nor their friends have
made an official statement regarding the matter, leading to even more speculation. The community is seeking more information on this issue and is keen to
find out the truth.

FAITHFUL SIMPLE Seoul, South Korea - In the local community, the personal relationship issue of an individual has recently become a matter of interest. People around are
saying, “I don’t know if it’s really because they dislike that person and don’t want to meet, or if there’s another real reason," and are sharing their opinions
on this issue. This issue arose due to a sudden decrease in one person’s social activities and speculation about the reason. The individual in question or
their friends have not made any official statements regarding this matter, leading to further speculation. The community wants more information about this
issue and is keen to find out the truth.

CREATIVE SIMPLE Seoul, South Korea - In the local community, the personal relationships of an individual have recently become a matter of interest. People around are
saying, “I wonder if it’s really because they dislike that person or if there’s another real reason," as they share their opinions on this matter. The issue
emerged due to a sudden decrease in social activities by the individual and speculation about the reasons behind it. Neither the individual in question nor
their friends have made any official statement regarding this, leading to further speculation. The community is eager for more information on the matter
and is paying close attention in hopes of uncovering the truth.

THEME SIMPLE Seoul, South Korea - A personal relationship issue of an individual has recently become a topic of interest in the community. People around are saying, “I
can’t tell if they genuinely dislike the person and that’s why they’re not meeting, or if there’s another real reason," and are sharing their opinions on this
matter. This issue arose from sudden decreases in one person’s social activities and speculation about the reasons behind it. Neither the individual in
question nor their friends have made any official statement on the matter, leading to further speculation. The community wants more information on this
issue and is keen to uncover the truth.

FAITHFUL COT Seoul, South Korea - In the local community, the interpersonal relationship issue of an individual has recently arisen as a topic of interest. People around
them are saying, ‘Ă‘IJI don’t know if they are not meeting them because they really dislike the person, or if there’s another real reason,‘Ă‘İsharing their
opinions on this matter. This issue sprung up due to the sudden decrease in social activities of one person and the speculation about the reasons behind it.
The individual in question or their friends have not officially addressed the matter, leading to even more speculation. The community wants more
information on this issue and is paying attention to uncover the truth.

CREATIVE COT Seoul, South Korea - In the local community, the interpersonal issues of an individual have recently become a hot topic. People around are saying, “I can’t
tell if they’re actually giving the cold shoulder, or if there’s some other real reason behind it," sharing their thoughts on the matter. This issue emerged due
to a sudden decrease in social activities by an individual and the speculation around the reasons for such withdrawal. Neither the person in question nor
their friends have made any official statements regarding the situation, leading to even more speculation. The community is eager for more information
and is paying close attention in hopes of uncovering the truth.

THEME COT Seoul, South Korea - A personal relationship issue of an individual has recently emerged as a concern within the community. People around are saying, “I
don’t know whether they’re not meeting because they genuinely dislike each other, or if there’s some other real reason," sharing their opinions on the
matter. This issue arose from speculation about the sudden decrease in social activities of a person and the reasons behind it. Neither the individual in
question nor their friends have made any official statement regarding this, leading to even more speculation. The community seeks more information on
this issue, paying close attention to uncover the truth.

FAITHFUL MULTI-TURN Seoul, South Korea - In the local community, the personal relationship issue of an individual has recently become a matter of interest. People around are
saying, “I don’t know if it’s really because they dislike the person and don’t want to meet, or if there’s another real reason," and are sharing their opinions
on this issue. This issue arose due to a sudden decrease in one person’s social activities and speculation about the reason. The individual in question or
their friends have not made any official statements regarding this matter, leading to further speculation. The community wants more information about this
issue and is keen to find out the truth.

CREATIVE MULTI-TURN Seoul, South Korea - A personal relationship dilemma involving an individual has recently captured the community’s attention. Neighbors are speculating,
“Is it genuinely because they despise the person so much they avoid meeting, or is there another underlying truth?" This conversation is buzzing around as
people exchange views on the matter. Sparked by one individual’s abrupt retreat from social engagements and the swirling guesses about its cause, this
topic has become hot. Neither the person at the heart of the rumors nor their close associates have clarified their stance, fueling the rumor mill even more.
The community is eager for more clarity on this issue, showing heightened interest to unearth the actual story.

THEME MULTI-TURN Seoul, South Korea - In the local community, there’s been a rising curiosity about an individual’s inter-personal conflict. People around are left wondering,
“Is it true aversion driving them apart or is there something deeper at play?" This speculation has grown from observing a notable drop in one’s social
interactions, sparking conversations. Neither the individual at the center of these rumors nor their confidants have come forward with any explanations,
leading to evolving conjecture. The community is showing a keen interest, hoping to peel back the layers of this mystery and uncover the truth.

Table 16: The example paragraph translations for Korean.
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Method Paragraph

ORIGINAL 【环球新闻网】随着季节的更迭，大自然总是有着它独特的方式来展现生命之美。在我国南方的一个古老园林中，这种自然的循环得到了
完美的体现。每年的春天，园子里春荷盛开，犹如一片片翠绿的玉盘，静静浮在水面上，吸引了无数游人驻足欣赏。而到了秋天，则是秋
菊竞艳，黄、紫、白交织的菊花在秋风中摇曳生姿，成为这古园一道别样的风景线。这一切似乎在提醒着人们，无论世事如何变迁，自然
的美好总是值得我们去珍惜和维护。

BASELINE [Global News Network] As seasons change, nature always has its unique way of displaying the beauty of life. In an ancient garden in the south of our
country, this natural cycle is perfectly embodied. Every spring, the garden is full of blooming spring lotuses, resembling pieces of emerald discs quietly
floating on the surface of the water, attracting countless visitors to stop and admire. By autumn, the chrysanthemums outshine each other in beauty; yellow,
purple, and white chrysanthemums sway in the autumn breeze, becoming a distinct scenic line in this ancient garden. All this seems to remind us that, no
matter how the world changes, the beauty of nature is always worth cherishing and protecting.

FAITHFUL SIMPLE [Global News Network] With the changing of seasons, nature always has its unique way to display the beauty of life. In an ancient garden in the south of
our country, this natural cycle is perfectly embodied. Every spring, the garden is full of spring lotus, like pieces of green jade discs, quietly floating on the
water surface, attracting countless visitors to stop and admire. And in autumn, it’s the time for the autumn chrysanthemums to compete in beauty, with
yellow, purple, and white chrysanthemums swaying in the autumn breeze, becoming a different landscape in this ancient garden. All of this seems to
remind people that no matter how the world changes, the beauty of nature is always worth our appreciation and preservation.

CREATIVE SIMPLE [Global News Network] As seasons transition, nature always has its unique way of showcasing the beauty of life. In an ancient garden in the southern part
of our country, this natural cycle is perfectly embodied. Each spring, the garden blooms with lotus, like emerald discs quietly floating on the water,
attracting countless visitors to stop and admire. Come autumn, it’s a competition of chrysanthemums’ beauty, with yellow, purple, and white
chrysanthemums swaying in the autumn breeze, forming a distinctive landscape in this ancient garden. All these seem to remind us that, no matter how the
world changes, the beauty of nature is always worth cherishing and protecting.

THEME SIMPLE [Global News Network] With the change of seasons, Nature always has its unique way of showcasing the beauty of life. In an ancient garden in the
southern part of our country, this natural cycle is perfectly represented. Every spring, the garden is full of blooming lotus, like pieces of emerald green jade
plates quietly floating on the water, attracting countless visitors to stop and admire. And when autumn comes, it’s time for the chrysanthemums to compete
in beauty, with yellow, purple, and white chrysanthemums swaying in the autumn breeze, becoming a unique landscape of this ancient garden. All this
seems to remind us that no matter how the world changes, the beauty of nature is always worth cherishing and protecting.

FAITHFUL COT [Global News Network] As the seasons change, nature always has its unique way of showcasing the beauty of life. This natural cycle is perfectly
embodied in an ancient garden in the southern part of our country. Every spring, the garden is filled with spring lotuses, which bloom like green jade discs
quietly floating on the water, attracting countless visitors to stop and admire. When autumn arrives, it’s the autumn chrysanthemums that compete in
beauty, with yellow, purple, and white chrysanthemums swaying in the autumn breeze, forming a distinct landscape in this ancient garden. All of this
seems to remind people that no matter how the world changes, the beauty of nature is always worth our appreciation and preservation.

CREATIVE COT **Global News Network** - As seasons change, nature always finds its unique way to display the beauty of life. In an ancient garden in the south of our
country, this natural cycle is perfectly exemplified. Every spring, the garden is adorned with lotus blossoms, like myriad verdant jade discs quietly floating
on the water, drawing countless visitors to pause and admire. Come autumn, it’s the chrysanthemums’ turn to shine, with yellow, purple, and white blooms
dancing in the autumn breeze, creating a distinct scenic line in this ancient garden. All these seem to remind us that, no matter how the world changes, the
splendor of nature is always worth our appreciation and preservation.

THEME COT [Global News Network] As the seasons change, nature always has its unique way of showcasing the beauty of life. In an ancient garden in the southern
part of our country, this natural cycle is perfectly embodied. In spring, the garden is filled with blooming lotuses, like green jade plates quietly floating on
the water, attracting countless visitors to stop and admire. In autumn, it’s the chrysanthemums’ turn to dazzle, with yellow, purple, and white blooms
swaying in the autumn breeze, presenting a different kind of scenery in the ancient garden. All of this seems to remind us that no matter how the world
changes, the beauty of nature is always worth cherishing and protecting.

FAITHFUL MULTI-TURN [Global News Network] As the seasons change, nature always has its unique way of showcasing the beauty of life. In an ancient garden in the south of our
country, this natural cycle is perfectly embodied. Each spring, the garden blooms with spring lotus, like pieces of emerald green jade discs, quietly floating
on the water’s surface, attracting countless visitors to stop and admire. In autumn, it’s the turn of the autumn chrysanthemums to compete in beauty, with
yellow, purple, and white chrysanthemums swaying in the autumn breeze, becoming a distinctive landscape in this ancient garden. All of this seems to
remind us that no matter how the world changes, the beauty of nature is always worth cherishing and preserving.

CREATIVE MULTI-TURN [Global News Network] With the seasonal shifts, nature unfurls the splendor of life in its unique expressions. Within the verdant confines of an ancient
garden in our country’s south, this rhythmic cadence of nature is flawlessly manifested. Come spring, the garden is a spectacle of spring lotuses, mirroring
a collection of emerald platters, serenely adrift upon the waters, luring myriad visitors to pause and revel in their beauty. Autumn heralds the reign of
chrysanthemums, weaving a tapestry of yellow, purple, and white against the autumnal air, presenting a contrasting spectacle to the observer. Through this
endless cycle of spring lotus and autumn chrysanthemum, nature subtly reminds us - amidst the ever-changing tapestry of life, its inherent beauty remains
a constant, beckoning our appreciation and preservation.

THEME MULTI-TURN [Global News Network] As the calendar pages turn, nature invariably reveals the splendor of existence in its distinct manner. In a venerable garden in the
south of our nation, this perpetual dance of nature is exquisitely showcased. When spring arrives, the garden is awash with spring lotuses, resembling
emerald plates, serenely floating on the water, enticing legions of visitors to halt and admire. Come autumn, the garden transitions to showcase the rival
beauty of autumn chrysanthemums, with blooms of yellow, purple, and white swaying in the autumn breeze, crafting an alternative picturesque scene in
this ancient park. This eternal sequence of lotus blossoms in spring and chrysanthemums in fall gently nudges us to remember that, despite the shifts and
turns of worldly affairs, the beauty encapsulated within nature is always there, worthy of our protection and esteem.

Table 17: The example paragraph translations for plausible Chinese.

Method Size Chinese Japanese Korean Plausible Chinese

Faithfulness Creativity Faithfulness Creativity Faithfulness Creativity Faithfulness Creativity

GOOGLE 500 4.05 ± 0.76 3.43 ± 0.52 3.77 ± 0.96 3.43 ± 0.56 3.14 ± 1.00 3.15 ± 0.64 3.74 ± 0.86 3.59 ± 0.48
DEEPL 500 3.77 ± 1.00 3.46 ± 0.58 3.41 ± 1.06 3.40 ± 0.58 3.13 ± 1.01 3.38 ± 0.60 3.45 ± 1.00 3.66 ± 0.48

BASELINE 500 4.26 ± 0.59 3.70 ± 0.43 4.11 ± 0.73 3.63 ± 0.49 3.62 ± 0.83 3.46 ± 0.52 4.09 ± 0.67 3.84 ± 0.37
DIVERSITY EXPLICIT 2500 4.22 ± 0.53 3.86 ± 0.33 4.06 ± 0.63 3.78 ± 0.39 3.62 ± 0.77 3.68 ± 0.45 4.08 ± 0.57 3.95 ± 0.29
DIVERSITY DIALOG 2500 4.15 ± 0.51 3.94 ± 0.27 4.00 ± 0.59 3.87 ± 0.34 3.60 ± 0.75 3.79 ± 0.39 4.02 ± 0.55 4.02 ± 0.25

ZERO-SHOT CREATIVELY 500 4.30 ± 0.50 4.09 ± 0.23 4.16 ± 0.58 3.99 ± 0.27 3.76 ± 0.68 3.97 ± 0.33 4.21 ± 0.55 4.10 ± 0.28
CONTEXT EXPLICIT 2000 4.29 ± 0.58 3.73 ± 0.42 4.11 ± 0.70 3.62 ± 0.49 3.61 ± 0.81 3.48 ± 0.55 4.12 ± 0.65 3.86 ± 0.36
ANALOGY NATURAL 500 3.95 ± 0.70 4.06 ± 0.27 3.70 ± 0.74 4.03 ± 0.27 3.55 ± 0.72 3.97 ± 0.28 3.79 ± 0.78 4.06 ± 0.25
ANALOGY CREATIVE 500 3.19 ± 0.91 4.25 ± 0.31 3.07 ± 0.88 4.29 ± 0.32 2.80 ± 0.91 4.23 ± 0.35 3.10 ± 0.91 4.22 ± 0.29

SHUFFLE ORDER 500 4.29 ± 0.56 3.74 ± 0.40 4.16 ± 0.63 3.65 ± 0.47 3.65 ± 0.77 3.52 ± 0.49 4.14 ± 0.63 3.85 ± 0.36
SUCCINCT 500 4.21 ± 0.61 3.71 ± 0.44 4.10 ± 0.67 3.61 ± 0.49 3.66 ± 0.77 3.55 ± 0.48 4.05 ± 0.68 3.81 ± 0.38
TWO-STEP 500 3.89 ± 0.70 3.36 ± 0.57 3.68 ± 0.85 3.27 ± 0.57 3.26 ± 0.90 3.07 ± 0.61 3.71 ± 0.82 3.53 ± 0.52

DISCONTINUOUS 1 500 4.25 ± 0.60 3.74 ± 0.39 4.09 ± 0.67 3.63 ± 0.47 3.56 ± 0.85 3.59 ± 0.50 4.05 ± 0.68 3.84 ± 0.34
DISCONTINUOUS 2 500 4.13 ± 0.65 3.58 ± 0.49 3.95 ± 0.78 3.47 ± 0.53 3.44 ± 0.89 3.37 ± 0.60 3.90 ± 0.80 3.72 ± 0.44

FEW-SHOT 500 4.34 ± 0.53 3.86 ± 0.33 4.21 ± 0.65 3.79 ± 0.40 3.70 ± 0.77 3.72 ± 0.44 4.16 ± 0.59 3.93 ± 0.33
FEW-SHOT CREATIVELY 500 4.22 ± 0.61 4.08 ± 0.27 4.14 ± 0.64 4.05 ± 0.36 3.72 ± 0.71 4.01 ± 0.37 4.18 ± 0.56 4.08 ± 0.28

Table 18: The faithfulness and creativity scores for all methods and all languages.
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Language (Aspect)

Google

DeepL

Baseline

Diversity Explicit

Diversity Dialog

Zero-Shot Creatively

Context Explicit

Analogy Natural

Analogy Creative

Shuffle Order

Succinct

Two-Step

Discontinuous 1

Discontinuous 2

Few-Shot

Few-Shot Creatively

M
et

ho
d

4.05 3.43 3.77 3.43 3.14 3.15 3.74 3.59

3.77 3.46 3.41 3.40 3.13 3.38 3.45 3.66

4.26 3.70 4.11 3.63 3.62 3.46 4.09 3.84

4.22 3.86 4.06 3.78 3.62 3.68 4.08 3.95

4.15 3.94 4.00 3.87 3.60 3.79 4.02 4.02

4.30 4.09 4.16 3.99 3.76 3.97 4.21 4.10

4.29 3.73 4.11 3.62 3.61 3.48 4.12 3.86
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4.29 3.74 4.16 3.65 3.65 3.52 4.14 3.85

4.21 3.71 4.10 3.61 3.66 3.55 4.05 3.81

3.89 3.36 3.68 3.27 3.26 3.07 3.71 3.53

4.25 3.74 4.09 3.63 3.56 3.59 4.05 3.84

4.13 3.58 3.95 3.47 3.44 3.37 3.90 3.72

4.34 3.86 4.21 3.79 3.70 3.72 4.16 3.93

4.22 4.08 4.14 4.05 3.72 4.01 4.18 4.08

Heat Map of All Scores

2.75

3.00

3.25

3.50

3.75

4.00

4.25

Figure 3: The heat map for all faithfulness and creativity scores.
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Figure 4: The scatter plots for all faithfulness and creativity scores.
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