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Abstract001

Gloss is a written approximation that bridges002
Sign Language (SL) and its corresponding003
spoken language. Despite a deaf and hard-004
of-hearing population of 1.7 million, Bangla005
Sign Language (BdSL) remains largely un-006
derstudied, with no prior work on Bangla007
text-to-gloss translation and no publicly ac-008
cessible datasets. To address this gap, we009
construct a dataset of Bangla sentences and010
their gloss representations, adapting rule-based011
glossing methods from German and Amer-012
ican Sign Languages to fit BdSL. We fur-013
ther augment the dataset using GPT-4o, along-014
side back-translation and text generation tech-015
niques. We fine-tune pretrained mBART-large-016
50 (hereafter, mBART) and mBERT-multiclass-017
uncased models, and train traditional baselines018
including RNN, GRU, and a novel seq-to-seq019
model with multi-head attention. Fine-tuning020
mBART achieves the best performance (sacre-021
BLEU = 79.53). We hypothesize that mBART’s022
training on shuffled and masked text aligns well023
with the inherently non-linear structure of gloss.024
Testing this on the PHOENIX-14T bench-025
mark confirms our hypothesis, where mBART026
achieves State-of-the-Art results across six027
metrics, including sacreBLEU = 63.89 and028
COMET = 0.624. Our work introduces the first029
Bangla text-to-gloss framework and highlights030
the effectiveness of rule-based synthetic data031
in tackling low-resource sign language transla-032
tion. Our study presents a novel approach to033
Bangla text-to-gloss translation using mBART034
and demonstrates the value of rule-based syn-035
thetic data in addressing low-resource sign lan-036
guage translation challenges.037

1 Introduction038

Sign language is the most natural mode of commu-039

nication for deaf people. However, in a predomi-040

nantly hearing society, deaf people often resort to041

lip reading, text-based communication, or media-042

facilitated interpersonal communication (Barnett,043

2002) to interact with others. Sign language transla- 044

tion (SLT) is an important research area that aims to 045

improve communication between signers and non- 046

signers while allowing each party to use their pre- 047

ferred language. In addition, the deaf community 048

has expressed their ease in communicating using 049

sign rather than textual communications (Middle- 050

ton et al., 2010). 051

Bangla, a language spoken by 272.7 million in- 052

dividuals (Sultana et al., 2025), also has a sub- 053

stantial deaf community that employs the Bangla 054

Sign Language daily. According to the government 055

defined disability categories, among the people of 056

Bangladesh hearing disability is at 0.29%.(of Statis- 057

tics) However, BdSL is a low-resource language. 058

Although a recent work conducted end-to-end Sign 059

Language Translation (SLT) (Zeeon et al., 2024), 060

research has shown that the use of glosses as inter- 061

mediaries improves the translation process (Gómez 062

et al., 2021). As for Sign Language, gloss is consid- 063

ered as the written approximation of SL which uses 064

words as "labels" for each sign along with various 065

grammatical notes. A sign can have multiple mean- 066

ings depending on the context of the sentence. For 067

example, the English sentence "I am going to the 068

store." is translated into gloss as "I GO STORE". 069

Gloss thus acts as an intermediary between the SL 070

and it’s corresponding language. Additionally, the 071

task of translating text into corresponding signs 072

can greatly benefit from intermediary gloss form. 073

Moryossef and Goldberg (Moryossef and Gold- 074

berg, 2021) represent SLT using a simple graph 075

(Figure-1) 076

that describes 20 distinct tasks conceptually de- 077

fined by this graph. Among them, BdSL only cov- 078

ers the video (sign) to text task (Zeeon et al., 2024; 079

Sams et al., 2023; Sonare et al., 2021; Alam et al., 080

2021; Hoque et al., 2016; Harini et al., 2020). Few 081

works have focused on the text-to-sign and text-to- 082

pose tasks (Shahriar et al., 2017; Sarkar et al., 2009; 083

Hoque et al., 2016). To the best of our knowledge, 084
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Figure 1: 20 Tasks of STL (Moryossef and Goldberg,
2021)

there are no previous works on Bangla text-to-gloss085

or vice versa. Research has shown that the use of086

glosses improves the translation process (Gómez087

et al., 2021), although challenges such as dataset088

limitations and under-articulated signing remain089

significant (Babbitt and Mansueto, 2012; Walsh090

et al., 2024). To address this gap, we present our091

contributions in this paper.092

• State Of The Art model for Bangla-to-Gloss093

Translation094

• A dataset for training the model095

• Rule based algorithm for generating the096

dataset097

We first construct a Bangla text-to-gloss dataset.098

Since annotating gloss for a large volume of sen-099

tences is costly, we leverage GPT-4o for this task.100

GPT has been widely used to generate synthetic101

data in the low-resource domain in recent years102

and has shown sufficient reliability (Zehady et al.,103

2024; del Barrio et al., 2024). Hence, we first an-104

notated the gloss in 159 Bangla sentences that are105

used in day-to-day life with the help of a BdSL ex-106

pert who taught deaf children at Bangladesh Deaf107

School. We used these data as reference for GPT-108

4o to generate future data. The prompt used for109

generating the data was: "Use this xlsx file as the110

source of truth, and based on the translation pat-111

terns in this file, translate the following bangla112

sentences to their gloss forms" We then evaluated113

these 159 text-to-gloss translations with two hu-114

man annotators. The agreement score between115

the annotators was 93.96%, with Cohen’s Kappa116

0.7494. This result indicates substantial agreement117

between the annotators. Based on majority vot-118

ing with a third annotator as tiebreaker, we pre-119

pare the ground truth and find that the accuracy120

of synthetic data is 86.57%. Therefore, we gen-121

erate gloss form for 2062 Bangla sentences, ran-122

Figure 2: ASL video with gloss annotation and English
translation (Moryossef et al., 2021)

domly sampled from the Bangla POS-tagged cor- 123

pus. This synthetic data from GPT-4o is our first 124

source of data. We also utilize rule-based gloss 125

generation approaches. A recent paper (Moryossef 126

et al., 2021) proposes rule sets to generate gloss 127

form from text. We adapt it for Bangla. We 128

then use these heuristics to generate gloss form 129

for 6509 Bangla sentences, sampled from Bangla 130

book-review corpus (ManyThings.org). Our fi- 131

nal data source is the widely used STL corpus - 132

PHOENIX-Weather-2014T dataset (Camgoz et al., 133

2020). The text-to-gloss task has been shown to 134

improve the performance of the multilingual cor- 135

pus. By combining these datasets, we prepare our 136

final dataset for Bangla text-to-gloss translation. 137

We then train and fine-tuned different architectures 138

and observe significantly high performance with 139

the mBART model. Our approach can greatly re- 140

duce the cost of annotating huge amounts of gloss 141

data with experts. We show that a small amount 142

of high-quality/annotated data can be augmented 143

with rule-generated gloss data to improve overall 144

performance of BdSL text-to-gloss. 145

2 Literature Review 146

We organize the literature review into four subsec- 147

tions. First, we define the concept of gloss. Next, 148

we examine existing research on text-to-gloss trans- 149

lation. This is followed by a discussion of the lim- 150

ited body of work specific to Bangla text-to-gloss 151

translation. Finally, we review recent advances in 152

the use of large language models (LLMs) to gener- 153

ate synthetic data for low-resource languages. 154

2.1 What is gloss? 155

In linguistics, a gloss represents a word-by-word or 156

morpheme-by-morpheme explanation of text from 157

one language into another, often with grammati- 158

cal and syntactic annotations. This is particularly 159

helpful for languages with complex morphology, 160

as it allows a detailed analysis of word formation 161

and sentence structure. Glossing typically uses a 162

three-line system: the first line contains the source 163
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language, the second provides a morpheme-by-164

morpheme breakdown, and the third line gives the165

natural translation (for Evolutionary Anthropology166

and of Leipzig, 2015; Lehmann, 1982; Croft, 2003).167

An example can be seen in Figure-2.168

2.2 Text-to-Gloss169

Text-to-gloss is a necessary task for sign language170

translation (SLT). Research has shown that consid-171

ering gloss form can improve the performance of172

SLT compared to end-to-end neural networks. Ad-173

ditionally, for tasks like text-to-sign, text-to-gloss174

translation is a necessary step. Furthermore, as175

we can see in Figure-1, many SLT tasks depend176

on gloss form. Although the Hamburg Notation177

System (HamNoSys) can provide phonetic level178

notations via data-driven learning, the literature179

has shown that such an unsupervised approach can180

improve performance with supervised gloss nota-181

tions. Despite such a necessity, text-to-gloss is a182

low-resource domain.183

While our task is translation from a language to184

its corresponding sign language gloss (Text2Gloss),185

previous work on sign language translation has pri-186

marily focused on the opposite translation direction187

(Gloss2Text) as an intermediate step in translating188

from sign language videos to text (Sign2Text). Pre-189

vious findings by Camgoz et al. showed that using190

a gloss as a mid-level representation in sign-to-text191

modeling improves performance on the Sign2Text192

task. For this intermediate Gloss2Text model, the193

authors trained an RNN-based encoder-decoder194

model with Gated Recurrent Units (GRUs) and195

report results on the PHOENIX-Weather-2014T196

dataset (Camgoz et al., 2020). Yin and Read also re-197

port results for a Gloss2Text model that uses the ba-198

sic transformer architecture of Vaswani et al., tested199

on the PHOENIX-Weather-2014T dataset and the200

ASLG-PC12 dataset (Yin and Read, 2020; Vaswani201

et al., 2017). These two sets of results, while from202

the opposite translation direction, nonetheless offer203

a baseline for our Text2Gloss model.204

For the Text2Gloss task, Stoll et al. used an205

RNN-based encoder-decoder with GRUs. They206

evaluated their model on the PHOENIX-Weather-207

2014T dataset and achieved performance compara-208

ble to that of Camgoz et al. for the opposite transla-209

tion direction. This RNN-based Text2Gloss model210

provides a useful baseline for our Text2Gloss trans-211

former model (Stoll et al., 2018). Babbit and Man-212

sueto et al. use the POS tag and multilingual dataset213

to improve the performance of the text2gloss model214

(Babbitt and Mansueto, 2012). 215

2.3 Bangla text-to-gloss 216

Bangla, a morphologically rich language, lacks 217

extensive research in gloss annotation. Although 218

corpora such as the Bangla POS-tagged corpus 219

or Bangla dependency treebanks exist, they focus 220

primarily on syntactic and lexical tagging rather 221

than morpheme-level glossing. There is no prior 222

work on the Bangla text-to-gloss task to the best of 223

our knowledge. 224

In fact, there is a general scarcity of text-to- 225

gloss dataset across languages. Moryossef et al. 226

(Moryossef et al., 2021) summarizes publicly avail- 227

able text-to-gloss datasets in an attempt to demon- 228

strate the small size of corpus (Table-1). 229

Language Pair Gloss (Gloss/
Text
Pairs

Spoken)

Signum DGS-German
(von Agris and Kraiss, 2007)

780 565 /
1,051

NCSLGR ASL-English
(SignStream, 2007)

1,875 2,484 /
3,104

RWTH-PHOENIX
-Weather-2014T
(Camgoz et al., 2018)

8,257 1,870 /
4,839

French SL-French
(Limsi, 2019)

2,904 2,266 /
5,028

Table 1: Some publicly available SLT corpora with gloss
annotations and spoken language translation.

2.4 LLM for synthetic data generation 230

Incorporating synthetic data with real-world data 231

has been shown to improve model adaptability and 232

contextual understanding, particularly in domain- 233

specific applications. This hybrid approach often 234

outperforms models trained solely on real or syn- 235

thetic data, as it provides a diverse and enriched 236

training set (Zhezherau and Yanockin, 2024). Re- 237

cent advances in leveraging large language models 238

(LLMs) such as GPT-4 have demonstrated their 239

efficacy in generating high-quality synthetic data 240

for specialized tasks, including conversational se- 241

mantic frame analysis. The research by Matta et al. 242

(Matta et al., 2024) highlights the cost-efficiency 243

of using LLM-generated data when combined with 244

human-labeled data. The study shows that as bud- 245

get constraints become more stringent, incorpo- 246
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rating synthetic data significantly improves model247

performance compared to relying solely on human-248

labeled datasets. This indicates that LLMs can249

play a pivotal role in resource-limited settings, of-250

fering scalable data generation while maintaining251

relevance to the application domain.252

However, the use of LLMs for synthetic data253

generation introduces potential biases, especially254

when the same model is used for both data genera-255

tion and evaluation. Smaller models tend to exhibit256

biases towards their generated data, while larger257

models show more reliability (Maheshwari et al.,258

2024).259

3 Methodology260

3.1 Constructing Bangla T2G dataset261

We construct a Bangla text-to-gloss (T2G) dataset262

which, to the best of our knowledge, is the first for263

Bangla language. We consider five data sources for264

Bangla T2G - synthetic data generated using LLM,265

gloss generation using grammatical rules, hand an-266

notation, data augmentation and finally multilin-267

gual(German and English) data. With the help268

of BdSL experts, who are currently employed in269

sectors dedicate to disability studies and disability270

helping, we collected 159 hand annotated data. So271

we discuss the data collection process from the rest272

of the sources in this section.273

3.1.1 Synthetic data generation using LLM274

LLM has been widely used for generating synthetic275

data in low-resource domain in recent works and276

has shown sufficient reliability (Zehady et al., 2024;277

del Barrio et al., 2024). So we first annotate the278

gloss in 159 Bangla sentences with the BdSL ex-279

perts. All annotators were informed about the goals280

and use of the dataset, and provided with a consent281

form prior to the annotation process. Verbal ap-282

proval was obtained from each participant. Then283

we utilize this dataset to generate gloss form for284

120 Bangla sentences with GPT-4o. We then evalu-285

ate these 120 text-to-gloss translations with three286

human annotators. The agreement score between287

the annotators was 93.96%, with Cohen Kappa288

0.7494 indicating a substantial agreement between289

the annotators. Based on majority voting, we pre-290

pare the ground truth and find that the accuracy of291

synthetic data is 86.57%. Subsequently, we gener-292

ated gloss representations for an additional 2062293

Bangla sentences using GPT-4o, with the sentences294

randomly sampled from the Bangla POS-tagged295

corpus. (Dash, 2013). This data was further veri- 296

fied by BdSL experts. 297

3.1.2 Generating gloss from text using 298

grammatical rules 299

Moryossef et al. proposes general rules and lan- 300

guage specific rules for generating gloss form 301

(Moryossef et al., 2021). For a given sentence 302

S, we use general rules (Algorithm 1) to generate 303

gloss for Bangla. 304

Algorithm 1 General Gloss Generation
Input: Set of tokens S
Output: Processed set of tokens S′

1 S ← {t ∈ S | POS(t) ∈
{noun, verb, adjective, adverb, numeral}}
foreach t ∈ S do

2 Discard t with probability p = 0.2

3 S ← Lemmatize(S) S′ ←
Apply random permutation σ such that ∀i ∈
{1, |S|}, |σ(i)− i| ≤ 4

As for language-specific rules, we adopt their 305

German-DGS Rules (Moryossef et al., 2021) for 306

Bangla by considering Subject-Object-Verb posi- 307

tion and negation (Algorithm 2). 308

Algorithm 2 Language Specific Gloss Generation
Input: Set of tokens S with subject-object-verb

triplets, POS tags, named entities (NER),
dependency tags (DEP).

Output: Processed set of tokens S′.
4 foreach (s, o, v) ∈ S do
5 Swap the positions of o and v in S

6 S ← {t ∈ S | POS(t) ∈
{noun, verb, adjective, adverb, numeral}}

7 foreach t ∈ S do
8 if POS(t) = adverb then
9 Move t to the end of s

10 if NER(t) = location then
11 Move t to the start of s

12 if DEP (t) = negation then
13 Move t to the end of s

14 if t is a compound noun c1c2 . . . cn then
15 Replace t by c1

16 S ← Lemmatize(S)
17 return S′

We first applied the generic rules on 158,065 309

Bangla samples from a dataset of book reviews 310
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(Kabir et al., 2023). We then applied the language-311

specific rules on 6509 simple conversational312

Bangla samples from a Bangla-English machine313

translation dataset (ManyThings.org). We observed314

that simple conversational glosses were more mean-315

ingful than book-review glosses. A manual inspec-316

tion showed that the book-reviews contained many317

complex words, grammars, and complex sentence318

structure. BdSL dictionary only has around 1200319

words (ban, 1997), far little compared to Bangla320

dictionary (100,000 words) (Wikipedia contribu-321

tors, n.d.). For that reason, it is hard to map 100,000322

words into 1,200 vocabulary using a simple rule-323

based approach.324

3.1.3 Incorporating multilingual Corpora325

Most existing T2G models are trained or bench-326

marked on the RWTH-PHOENIX-Weather 2014T327

dataset (PHOENIX14-T) (Babbitt and Mansueto,328

2012; Ouargani and Khattabi, 2023). This dataset329

comprises 8,247 sentences, divided into 7,096 train-330

ing samples, 519 development samples, and 642331

testing samples. It features a vocabulary of 1,085332

signs and is used for both Continuous Sign Lan-333

guage Recognition (CSLR) and Sign Language334

Translation (SLT) tasks. The dataset is derived335

from German public TV broadcasts that cover daily336

weather forecasts and news (Camgöz et al., 2018).337

As Moryossef et al. have shown in their work,338

considering high-quality multilingual dataset can339

improve T2G performance (Moryossef et al., 2021).340

So we consider PHOENIX14-T dataset in our ex-341

periment since BdSL text-to-gloss is a low-resource342

task and may benefit from high-quality multilingual343

data.344

3.1.4 Data Augmentation345

From the three data sources discussed so far, GPT-346

4o and hand-annotation guarantees high-quality347

data. The first was due to quantitative evaluation348

(acc=86.57%) and the latter due to expert supervi-349

sion. We therefore had 2062 + 159 = 2221 high350

quality Bangla text-to-gloss data at hand which we351

augment using back-translation and text generation352

(Sarker, 2021). Through these 2 techniques, we353

generated 4232 new samples.354

3.1.5 Final Datasets355

We combine the data sources above (GPT-4o, rule-356

based, multilingual, data augmentation, hand an-357

notation) to construct 3 datasets during our exper-358

iments (Table-??). We observed that rule-based359

gloss generation works better on the conversa- 360

tional dataset, so we included it in our final dataset 361

bangla-gloss. 362

3.2 Model Training for T2G Translation 363

We experimented with five models whose specifi- 364

cations and hyper-parameter choices are described 365

in this section. 366

• BERT (Bidirectional Encoder Representations 367

from Transformers): We use BERT model, 368

particularly BERT multilingual base model 369

(cased), as this supports Masked Language 370

Modeling(MLM), which is essential for trans- 371

lation task. Furthermore, this model is in- 372

tended to be fine-tuned for downstream tasks, 373

such as ours. BERT’s bidirectional attention 374

mechanism enables it to capture context from 375

both preceding and succeeding tokens that 376

helps it understand linguistic nuances. We 377

trained the model on our dataset. We tok- 378

enized the input text using WordPiece tok- 379

enizer and apply preprocessing steps to stan- 380

dardize gloss annotations. We use the AdamW 381

optimizer with a learning rate of 0.00005 and 382

train the model for 25 epochs with a batch size 383

of 16. 384

• RNN (Recurrent Neural Network): RNNs are 385

fast and efficient for predicting the next word. 386

Due to the fast training time, we trained the 387

RNN on 12910 samples from bangla-gloss 388

dataset. However, since we are training from 389

scratch, the low amount of data resulted in 390

lower performance. We plan to fine-tune pre- 391

trained RWKV as future work (Hochreiter and 392

Schmidhuber, 1997). 393

• mBART (multilingual Bidirectional and Auto- 394

Regressive Transformers): The choice of 395

BART model came from an interesting ob- 396

servation: BART models are trained on shuf- 397

fled and masked words, and as we saw in 398

Algorithm 1, gloss involves shuffling mak- 399

ing it suitable for gloss translation tasks. So 400

we fine-tuned the mBART model using two 401

datasets: bangla-gloss and multilingual-gloss. 402

The mBART serves as a good base language 403

model to fine-tune on (Liu et al., 2020). The 404

learning rate was set to 0.0.00002 after some 405

hyper-parameter finetuning. 406

• GRU (Gated Recurrent Unit): We also applied 407

Gated Recurrent Unit since it has a larger con- 408
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text. In author’s opinion, GRU-like models409

are the most suitable for text-to-gloss transla-410

tion due to their limited context size because411

gloss sentences are smaller (Amin et al., 2021).412

However, due to limited data, training from413

scratch did not result in good performance414

(Cho et al., 2014).415

• Sequence-to-Sequence model with Multi-416

head Attention Mechanism: Transformer can417

consider long context while RNN works great418

for short context. Gloss forms are small sen-419

tences. With that in mind, we decided to find420

an intersection between the context length of421

Transformer and the efficiency of RNN, in-422

spired by the work of (Vaswani, 2017). We423

built a traditional Seq-to-Seq architecture with424

LSTM-based decoder and encoders. This is425

the commonly used LSTM variant for Seq-426

to-Seq tasks (i.e. translation of text-to-gloss).427

The traditional architecture has a single atten-428

tion head. We explored multi-head attention429

with Seq-to-Seq model in this experiment. We430

trained it on 176857 samples from rule-based-431

multilingual-gloss dataset. To make training432

faster on such a large dataset, we used 16 bit433

floating point precision. The learning rate was434

0.001.435

We train bangla-gloss dataset on RNN, GRU.436

We fine-tuned bert-uncased multilingual model on437

bangla-gloss. We trained Seq-to-Seq with multi-438

head attention on the large rule-based-multilingual-439

gloss. Finally, we finetuned mBART on bangla-440

gloss and multilingual gloss dataset during experi-441

ment because the observed performance was high442

in mBART with only 3 epochs of finetuning.443

3.3 Evaluation Scheme444

To evaluate the text-to-gloss translation models, we445

use six metrics - sacreBLEU, BLEU-1, BLEU-2,446

BLEU-3, BLEU-4 and COMET based on (Bab-447

bitt and Mansueto, 2012; Moryossef et al., 2021).448

SacreBLEU is a standardized version of BLEU449

designed to ensure reproducibility by applying a450

consistent tokenization scheme and calculating n-451

gram precision with a brevity penalty to account for452

differences in sequence length. BLEU-1 through453

BLEU-4 assess n-gram overlap between gener-454

ated and reference glosses, with BLEU-1 consid-455

ering unigram precision and subsequent BLEU456

scores incorporating higher-order n-grams up to457

four. These metrics provide insight into the surface- 458

level similarity of generated outputs with reference 459

glosses, with higher-order BLEU scores emphasiz- 460

ing longer, contiguous n-gram matches. COMET, 461

on the other hand, is a neural evaluation metric that 462

predicts the quality of translations by comparing 463

generated outputs against reference glosses using 464

a combination of semantic embeddings and pre- 465

trained language models. 466

4 Result 467

The performance of the models across various 468

datasets and evaluation metrics is summarized in 469

Table 2. The six evaluation metrics include sacre- 470

BLEU, BLEU-1, BLEU-2, BLEU-3, BLEU-4, and 471

COMET, which provide a comprehensive assess- 472

ment of translation quality. The mBART model, 473

fine-tuned on specific datasets, consistently out- 474

performed other configurations, demonstrating the 475

advantages of pretrained multilingual transformers 476

for gloss translation tasks. 477

In the bangla-gloss dataset, the mBART model 478

achieved the highest sacreBLEU score of 79.53 and 479

excelled in all BLEU metrics, with a BLEU-4 score 480

of 44.71. The COMET score of 0.965 further vali- 481

dates the high quality of these translations, show- 482

casing the effectiveness of domain-specific fine- 483

tuning. For the multilingual-gloss dataset, the same 484

model achieved a sacreBLEU score of 21.36 and 485

a BLEU-4 score of 42.62, highlighting its ability 486

to generalize across multiple languages, although 487

with a slight reduction in performance compared to 488

the Bangla-specific dataset. 489

The sequence-to-sequence model with an at- 490

tention mechanism, trained on the rule-based- 491

multilingual-gloss dataset, produced the lowest 492

sacreBLEU score (6.63) and BLEU metrics. This 493

outcome indicates the limitations of a simpler archi- 494

tecture in handling complex gloss translation tasks, 495

particularly in comparison to the mBART model. 496

Note that we skip RNN and GRU performance due 497

to their very low performance in our experiment. 498

For the PHOENIX-14T dataset, the mBART 499

model achieved a sacreBLEU score of 63.89 and 500

a BLEU-4 score of 20.68, outperforming the re- 501

sults reported by Mansueto et al. (2024), Stoll et al. 502

(2018), and Moryossef et al. (2021). Although the 503

BLEU and sacreBLEU scores are competitive, the 504

COMET score of 0.624 suggests challenges in cap- 505

turing nuanced semantic equivalence in this dataset. 506

These results emphasize the effectiveness of fine- 507
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Dataset Model Training
Size

Test
Size

sacre-
BLEU

BLEU-
1

BLEU-
2

BLEU-
3

BLEU-
4

COMET

rule-
based-
multi-
lingual-
gloss

Seq-to-
Seq model
with Atten-
tion

131,656 32914 6.63 20.75 7.52 4.62 3.77 -

multi-
lingual-
gloss

mBART 13320 857 21.36 83.27 70.55 55.66 42.62 0.908

multi-
lingual-
gloss

mBART 13320 519 26.86 59 40.84 29.08 21.96 0.953

bangla-
gloss

mBART 7705 857 79.53 85.1 73.46 57.4 44.71 0.965

PHOENIX
14-T

mBART 8257 519 63.89 55.14 38.07 27.13 20.68 0.624

PHOENIX
14-T

Mansueto
et al.
(2024)
(Babbitt
and Man-
sueto,
2012)

8257 519 - 60.3 21.6 8.7 5.1 -

PHOENIX
14-T

Stoll et
al. (2018)
(Babbitt
and Man-
sueto,
2012)

8257 519 - 50.67 32.25 21.54 15.26 -

PHOENIX
14-T

(Moryossef
et al.,
2021)

8257 519 23.35 - - - - 0.1365

bangla-
gloss

bert-base-
uncased

7705 857 3.95 15.91 8.68 5.58 4.42 -

Table 2: Performance Comparison Across Datasets and Models
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tuning large pre-trained models on domain-specific508

datasets for gloss translation.509

5 Findings510

Based on these results, we try to answer three re-511

search questions.512

RQ1: Does mBART improve text-to-gloss per-513

formane compared to mBERT since it is inherently514

trained to handle shuffling?515

mBART is trained on shuffled and masked words,516

while mBERT is trained on masked sentences in a517

bidirectional fashion. As we saw in Algorithm 1,518

gloss form has shuffling property. Since mBART is519

inherently trained on shuffling, it is better suited for520

gloss tasks, something the gloss literature has not521

considered before to the best of our knowledge. In522

our experiment, we finetune mBART and bert-base-523

uncased multilingual model on the same bangla-524

gloss dataset. We observe significantly better result525

using mBART.526

RQ2: Does mBART outperform state-of-the-art527

text-to-gloss models?528

As discussed in RQ1, mBART has inherent prop-529

erties that make it very suitable for text-to-gloss530

translation task. However, it has not been consid-531

ered in literature before. So we benchmark mBART532

against 3 works from 2024 (Babbitt and Mansueto,533

2012) , 2021 (Moryossef et al., 2021) and 2018534

(Babbitt and Mansueto, 2012). We observe that535

our finetuned mBART consistently outperforms536

their proposed models in all six metrics on the537

PHOENIX-14T benchmark. This provides strong538

support for the notion that mBART outperforms539

state-of-the-art text-to-gloss models.540

RQ3: Can rule based gloss generation help541

Bangla text-to-gloss task?542

As we can see in Table 2, the performance543

of Bangla text-to-gloss translation is very high544

(sacreBLEU=79.53). We evaluated it with expert-545

annotated dataset as well and the sacreBLEU was546

similarly high. This finding supports previous lit-547

erature where (Moryossef et al., 2021) similarly548

showed that rule-based gloss generation can im-549

prove text-to-gloss performance for German sign550

language. Additionally, we observe that finetuned551

language models significantly perform better than552

training a large model from scratch (from BLEU553

20.75 to 85.10). We recommend considering rule-554

based gloss generated from simple conversational555

dataset. Because it is a low-cost solution to improve556

performance of text-to-gloss models. We also rec-557

ommend finetuning over training from scratch since 558

gloss is inherently a low-resource domain. 559

6 Discussion & Future Work 560

In this work we achieved state-of-the-art perfor- 561

mance on the text-to-gloss task for BdSL. We fine- 562

tune mBART model on the Phoenix Weather 2014T 563

benchmark and achieve a sacreBLEU score of 564

63.89 and COMET score of 0.624. We performed a 565

preliminary literature review to identify the reasons 566

behind achieving such a SOTA performance where 567

a surprisingly lack of mention of fine-tuning base 568

language models for text-to-gloss translation was 569

observed. Additionally, we also observe that syn- 570

thetic data generated using Bangla gloss generation 571

rules can indeed effectively improve text-to-gloss 572

performance. This finding supports the conclusion 573

proposed in (Moryossef et al., 2021). In the future, 574

we aim to explore more intuitive and native gloss 575

generation rules for Bangla. Additionally, we want 576

to incorporate the insights from the linguists into 577

the Bangla gloss generation algorithm to generate 578

better glosses. 579

Limitations 580

Our dataset primarily consists of hand-annotated 581

examples; however, the volume of such annota- 582

tions remains limited. This constraint affects the 583

coverage and diversity of linguistic constructions, 584

particularly for complex or less frequently used sen- 585

tence structures. Additionally, our gloss generation 586

relies on a rule-based approach inspired by Amer- 587

ican and German Sign Language. Although this 588

provides a useful starting point, Bangla exhibits 589

unique syntactic and morphological characteristics 590

that are reflected in Bangla Sign Language (BdSL). 591

As such, a set of glossing rules tailored specifically 592

to BdSL would likely produce more accurate and 593

linguistically faithful representations. Finally, the 594

annotated dataset predominantly includes simple 595

sentences, which can limit the model’s ability to 596

translate more complex or context-rich sentences. 597
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Dataset rule-
based-
multi-
lingual-
gloss

multi-
lingual-
gloss

bangla-
gloss

Annotated 173 173 173
Rule
Based

158065
(von Agris
and Kraiss,
2007),
6509
(Wikipedia
contribu-
tors, n.d.)

0 6509

GPT-4o-
mini

1996 1996 1996

Augmented 0 4232 4232
English 1875

(Limsi,
2019)

0 0

German 8257
(Zhezherau
and
Yanockin,
2024)

8257 0

Size 176857 14658 12910

Table 3: Combined datasets across languages for gloss
experiments.
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