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Abstract

Incorporating pre-collected offline data can significantly improve the sample ef-
ficiency of reinforcement learning (RL), but this benefit is often challenged by
discrepancies between the transition dynamics of the offline data and the online
environment. Existing methods typically address this issue by penalizing or filter-
ing out offline transitions in high dynamics-gap regions. However, their estimation
of the dynamics gap often relies on KL divergence or mutual information, which
can be ill-defined when the source and target dynamics have different support. To
overcome these limitations, we propose COMPFLOW, a method grounded in the
theoretical connection between flow matching and optimal transport. Specifically,
we model the online dynamics as a conditional flow built upon the output distribu-
tion of the offline flow, rather than learning it directly from a Gaussian prior. This
composite structure offers two key advantages: (1) improved generalization for
learning online dynamics, and (2) a principled estimation of the dynamics gap via
the Wasserstein distance between offline and online transitions. Leveraging our
principled estimation of the dynamics gap, we further introduce an optimistic active
data collection strategy that prioritizes exploration in regions of high dynamics gap,
and theoretically prove that it reduces the performance disparity with the optimal
policy. Empirically, COMPFLOW outperforms strong baselines across various RL
benchmarks with shifted dynamics.

1 Introduction

Reinforcement Learning (RL) has demonstrated remarkable performance in complex sequential
decision-making tasks such as playing Go and Atari games [52, 54], supported by access to large
amounts of online interactions with the environment. However, in many real-world domains such as
robotics [26}[59]], healthcare [[67], and wildlife conservation [29} 30, |64, 165]], access to such interac-
tions is often prohibitively expensive, unsafe, or infeasible. The limited availability of interactions
presents a major challenge for learning effective and reliable policies. To address this challenge and
improve sample efficiency during online training, a promising strategy is to incorporate a pre-collected
offline dataset generated by a previous policy [44,|58]]. This approach enables the agent to learn from
a broader set of experiences, which can help accelerate learning and improve performance [58].

A critical challenge in RL with offline data arises when the transition dynamics of the offline dataset
differ from those of the online environment, where the agent is actively interacting and learning [49].
This issue, commonly referred to as shifted dynamics, can introduce severe mismatches that bias
policy updates, destabilize the learning process, and ultimately degrade performance. For instance,In
robotics, differences in physical parameters such as friction can result in transition dynamics that
diverge from the source domain. In the conservation domain, historical data collected during one
period may not accurately represent current conditions, as changes in environmental conditions and
ecological patterns over time can lead to shifts in poaching behavior [[64].
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To address these challenges, existing methods either penalize the rewards or value estimates of offline
transitions with high dynamics gap [37, 46], or filter out such transitions entirely [62]. However,
these approaches face key limitations. Most notably, the estimation of the dynamics gap typically
relies on KL divergence or mutual information, both of which can be ill-defined when the offline and
online transition dynamics have different supports [2} 48]].

In this paper, we propose COMPFLOW, a new Direct Flow Composite Flow
method for RL with shifted-dynamics data that
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Building on the dynamics gap estimated by composite flow matching using the Wasserstein distance,
we go beyond selectively merging offline transitions with low dynamics gap and further propose an
active data collection strategy that targets regions in the online environment where the dynamics gap
relative to the offline data is high. Such regions are often underrepresented in the replay buffer due to
the dominance of low-gap samples. Our theoretical analysis shows that targeted exploration in these
high-gap regions can further close the performance gap with respect to the optimal policy.

Our contributions are summarized as follows: (1) We introduce a composite flow model that estimates
the dynamics gap by computing the Wasserstein distance between conditional transition distributions.
We provide theoretical analysis showing that this approach achieves lower generalization error
compared to learning the online dynamics from scratch. (2) Leveraging this principled estimation,
we propose a new data collection strategy that encourages the policy to actively explore regions
with high dynamics gap. We also provide a theoretical analysis of its performance benefits. (3) We
empirically validate our method on various RL benchmarks with shifted dynamics and demonstrate
that COMPFLOW outperforms or matches state-of-the-art baselines across these tasks.

2 Problem Statement and Background

2.1 Problem Definition

We consider two infinite-horizon MDPs: M := (S, A, porr, 7, 7y) and Mo, := (S, A, Pon, 7, 7Y),
sharing the same state/action spaces, reward function r : S x A — R, and discount factor v € (0, 1),
but differing in transition dynamics:

Dote (8|8, a) # pon(s’|s,a)  for some (s,a).

We assume rewards are bounded, i.e., |1'(s, a)| < rmax for all s, a. For any policy 7, let (s¢, at)i>0
be the trajectory generated by M and 7. We define the discounted state—action visitation (occupancy)
measure as p}(s,a) := (1 —v)E[>.;2 ;7" 1{s; = s, a; = a}], and the discounted state visitation
as dj((s) == 3_, pi(s, a). The expected return is na(7) 1= E (5 0y~ pr, [7(s, a)]-

Definition 2.1 (Online Policy Learning with Shifted-Dynamics Offline Data). Given an offline dataset
Dot = {(54, a;, 8%, 7;)} | from M, and limited online access to M, the objective is to learn a
policy 7 maximizing n,, (7), ideally approaching na4,, (7*), where 7* := arg max, g, (7).

Lemma 2.2 (Return Bound between Two Environments [37]). Let the empirical behavior policy in
Dot be mp_y (a | $). Define Cy = (21”_;5‘2 Then for any policy ,
MMan (T) = Mo (1) = = 2C1E oo D1y (7 (c]8") || 7D, (+]5))]
(s,a) P »8" ~Poff
-G E "Dore [DTv (Pon(:|5;a) || Pott(+]s,a))] -

(s.a)~pps




This bound highlights two key sources of return gap between domains: (1) the mismatch between
the learned policy and the behavior policy in the offline dataset, and (2) the shift in environment
dynamics. The former can be mitigated through behavior cloning [37 163]], while the latter can be
addressed by filtering out source transitions with large dynamics gaps [39,162]. A central challenge
lies in accurately estimating this gap. Existing methods often rely on KL divergence or mutual
information [37} 46], which can be ill-defined when the two dynamics have different supports.

2.2 Flow Matching

In this paper, we will adopt flow matching [[1} 34} 36] to model transition dynamics in reinforcement
learning, owing to its ability to capture complex distributions. Flow Matching (FM) offers a simpler
alternative to denoising diffusion models [21}156]], which are typically formulated using stochastic
differential equations (SDEs). In contrast, FM is based on deterministic ordinary differential equations
(ODEs), providing advantages such faster inference, and often improved sample quality.

The goal of FM is to learn a time-dependent velocity field vg(z,t) : R? x [0, 1] — R?, parameterized
by 6, which defines a flow map 1)g (o, t). This map is the solution to the ODE

d

%7/)0(930775) = vp(Yo(z0,1),t), o(20,0) = o,

and transports samples from a simple source distribution po () (e.g., an isotropic Gaussian) at time
t = 0 to a target distribution p; (z) at time ¢ = 1. In practice, generating a sample from the target
distribution involves drawing xo ~ po(x) and integrating the learned ODE to obtain 21 = 1g(z0, 1).

A commonly used training objective in flow matching is the linear path matching loss

L(0) = E4[0,1], z0~po (w0 )21 ~p1 (1) [||Ue($t,t) — (21 — 3?0)||§] ; )]

where x; = (1 — t)xg + tx; denotes the linear interpolation between xg and x1. Using linear
interpolation paths encourages the learned flow to follow nearly straight-line trajectories, which
reduces discretization error and improves the computational efficiency of ODE solvers during
sampling [36].

2.3 Optimal Transport Flow Matching and Wasserstein Distance

Optimal Transport Flow Matching (OT-FM) establishes a direct connection between flow-based
modeling and Optimal Transport (OT), providing a principled framework for quantifying the discrep-
ancy between two distributions. This connection is especially valuable in our setting, where a key
challenge is to measure the distance between two conditional transition distributions.

Let ¢ : R x R? — R be a cost function. Optimal transport aims to find a coupling ¢* € II(pg, p1)—a
joint distribution with marginals py and p;—that minimizes the expected transport cost:

inf /c(mo,xl)dq(xo,xl).

q€Il(po,p1)

This minimum defines the Wasserstein distance W.(pg, p1) between the two distributions under
the cost function c. When ¢(zo, z1) = ||zo — 21]|%, the resulting distance is known as the squared
2-Wasserstein distance.

In the training objective of Eq. |1} when sample pairs (¢, z1) are drawn from the optimal coupling
q*, the flow model trained with the linear path matching loss learns a vector field that approximates
the optimal transport plan. The transport cost of the learned flow is equal to the Wasserstein distance

Emofvpo |:||,(/)9(an 1) - $0||§j| = W22(p05p1)

For theoretical justification, see Theorem 4.2 in [47].

In practice, the optimal coupling 7* is approximated using mini-batches by solving a discrete OT
problem between empirical samples from py and p;. The use of mini-batch OT has also been shown
to implicitly regularize the transport plan [[13}|14], as the stochasticity from independently sampled
batches induces behavior similar to entropic regularization [9]. Further details of the OT-FM training
procedure are provided in Appendix
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Figure 2: Overall Framework of COMPFLOW. To estimate the dynamics gap, we propose composite
flow matching, which computes the Wasserstein distance between offline and online transition
dynamics. Guided by the estimated dynamics gap, we augment policy training with offline transitions
that exhibit low discrepancy from the online dynamics, and incorporate a behavior cloning objective
to stabilize learning. To enhance data diversity and facilitate adaptation, we further encourage
exploration in regions with high dynamics gap.

3 Proposed Method

In this section, we introduce our method, COMPFLOW. We begin by presenting a composite flow
matching approach to estimate the dynamics gap via Wasserstein distance. Next, we propose a data
collection strategy that actively explores high dynamics-gap regions and provide a theoretical analysis
of its benefits. Finally, we describe the practical implementation details of our method.

3.1 Estimating Dynamics Gap via Composite Flow

To estimate the gap between dynamics, we first learn the transition models for both the offline dataset
and the online environment. Flow matching provides a flexible framework for modeling complex
transition dynamics; however, the limited number of samples available in the online environment
presents a significant challenge. Training separate flow models for each environment can result
in poor generalization in the online environment, as the model may overfit to the small amount of
available data.

To mitigate this, we propose a composite flow formulation. Instead of learning the online transition
model pon(s’|s, a) from scratch, we leverage structural knowledge from a well-trained offline model
poft(8’|s, a). This enables to incorporate prior knowledge to improve the generalization.

Offline flow. We begin by learning a conditional flow model for the offline data. Let zo ~ N(0,I)
be the initial latent variable. The offline flow map 3 (0, t|s, a) is defined as the solution to the
following ODE:

& Off(x()a t|87 a) = ’Ugff( gff(x07 t|8a a)7 ta S, (L), wgff(‘r07 0‘87 (L) = Zo-
Solving this ODE from ¢ = 0 to 1 produces an intermediate representation: z1 = ¥ (o, 1|s, a).

Online flow. Instead of learning a online flow directly from a Gaussian prior, we initialize it from
the intermediate representation z1 produced by the offline flow. The target flow map 43" (x,t]s,a) is
defined as:

T o (x,t]s,a) = v3' (Vg (z, t]s,a),t,8,a), ¢g'(z,1s,a) = z1.

Solving this ODE from ¢ = 1 to 2 yields the final prediction for the online environment: s’ = x5 =
Vg (z1,2]s, a).



We now show that when the offline flow induces a distribution pos (s |s, a) that is closer to poy (s[5, a)
than the standard Gaussian distribution, the proposed composite flow method enjoys a smaller
generalization error bound.

Theorem 3.1 (Conditions for Composite Flow Yielding Smaller Errors). Assume that composite flow

and direct flow share the same hypothesis class H of (measurable) vector fields v : R? x [0,1] — RY,
and that there exists B € (0,00) such that sup,eq, SUp,erd ¢epo,1) [v(2,1)|ly < B. Also, assume

~

that max{Tr(Z.,), Tr(Zog)} < Crr for some Ctr. The composite flow enjoys a strictly tighter
high-probability generalization bound than the direct flow if and only if

Wa (pg, pon) > Wa (ﬁoffa pon) (2)

Here, pg := N (0, 1), Xon is the covariance of pon, and Sog is the covariance of Pof.

Remark 3.2. In our setting, we assume that the offline data and the online environment share
meaningful similarities. Given the abundance of offline data available to accurately learn the offline
flow, this assumption is expected to hold well.

To compute the Wasserstein distance between the offline and online transition dynamics, we can use
the OT-FM objective to train the online flow, initialized from the offline flow distribution. However,
when the state-action pair (s, a) lies in a continuous space, it is not feasible to obtain a batch of
samples corresponding to a fixed (s, a) from the online environment.

To address this, we follow prior works [18l 23] that handle samples with distinct conditioning
variables. The key idea is to incorporate the conditioning variables into the cost function when
solving for the optimal transport coupling. Specifically, we define the cost between two sample pairs

(Soffs Goffs Shgr) and (Son;, Gon, Shy) @S:
C((soﬁvaoﬁv Softs Sons don, Si)n) = |lsos — Sgan +n (Hsoff - SOHH% + llaosr — aon”%) )
where 7 > 0 is a weighting coefficient that controls the influence of the conditional terms.

Then the training objective of the online flow follows

2
Lon(8) = E((oy st somtomstn ey a2 196 (@1 80m 0on) = (56 = )]

where ¢* is the optimal coupling of empirical distribution (sof, Gofr, SLg) generated by learned
source flow and empirical transition (Son, Gon, Sb,,) from target domain replay buffer. x; is the linear
interpolation between z; and xs.

The complete training algorithms of the offline flow and the online flow are in Appendix [C]

Proposition 3.3 (Informal; shared-latent coupling is Ws-optimal). Given (s,a) € S x A. Asn — oo
and the training batch size — oo, the Wasserstein distance between the source and target transition
distributions satisfies

off on(, /o 2
W;(poﬁ("s’a)?pon('|87a)) = EZEONN(O,I) [Hweﬂ(an 1“9’@) - wqﬁ ( Off(x(h 1|5,CL),2|8,CE)H2:| ’

Monte Carlo Estimator. This result yields a practical Monte Carlo estimator of the dynamics gap
A(s, a) using shared latent variables:

2

M

N 1 o j on(, /0 j 2 j

A(s,a) = i Z “¢9ff(xéj), 1]s,a) — g (g2, 1\3,a),2|5,a)H2 29 ~ N(0,T).
i=1

(3)
3.2 Data Collection at High Dynamics Gap Region

As discussed in Section [2.T] using behavior cloning and augmenting the replay buffer with low
dynamics gap offline data can alleviate performance drop from distribution shift. However, relying
solely on such data may limit state-action coverage and hinder policy learning. To address this, we
propose a new data collection strategy.

At each training iteration, we construct the replay buffer by selectively incorporating offline transitions
with small estimated dynamics gap:

B= {(s,a) € Dot : ﬁ(s,a) < 7’} U Do, “)



where 7 is a predefined threshold. To improve data diversity and encourage better generalization, we
actively explore regions with high dynamics gap—areas likely underrepresented in the buffer due to
the dominance of low-gap samples. We adopt an optimistic exploration policy that selects actions by

a=argmax [Q(s.a) + #A(s,a)] . ®)

where [ is a hyperparameter that trades off return and exploration of underexplored dynamics. To
ensure sufficient coverage during training, we can further incorporate stochasticity by adding small
perturbations to the selected actions [17] or following a stochastic policy [19] consistent with widely
used deep RL frameworks.

Theorem 3.4 (Large Dynamics Gap Exploration Reduces Performance Gap). Compared to behavior
cloning policy T, on the offline dataset, training a policy 7 by replacing all offline samples with a
dynamics gap exceeding  (as estimated by the composite flow) with online environment samples can
reduce the performance gap to the optimal online policy 7, with high probability by

2L, (1 7
(1- 7)((14177)L ) (Aw, — K — \/(Co + Cy Wa(Poft, Pon)) T'Now,s) - ©
p

Here L, and Lp are the Lipschitz constants for the reward and transition function, respectively.
vLp < 1. Ay, = supg, I/Vg(pof.f(-\s7 a), pon(-ls, a)) is the largest dynamics gap. Cy and C1 are

two constants. T, 5 := Rn,, (H) + 1/ log]\(fﬂ, where H is the same as in Theorem!and Non
is the number of samples used to train the online flow.

From Theorem [3.4] exploration in regions with high dynamics gap can reduce the performance gap
relative to the optimal policy. The parameter x serves as a threshold: the bound holds when the policy
is trained without offline samples whose dynamics gap exceeds k. As [ increases, more samples
are collected from high-gap regions, which decreases . This increases performance gap reduction,
resulting in a policy with higher expected return.

3.3 Practical Implementation

Our method can be instantiated using standard actor-critic algorithms with a critic Q.(s,a) and a
policy 7, (als). To incorporate the dynamics gap, we apply rejection sampling to retain a fixed
percentage of offline transitions with the lowest estimated gap in each iteration. The critic is trained
by minimizing

Lo =E(s0.5)unu(Qc(5,0) = 1)+ E(s.0 o) pu[LA(5, ) < Do) (Qs(5,a) — 9)?],  (7)

where 35% is the £-quantile of the estimated dynamics gap in the offline minibatch. The target value
isy=r+7Q:(s',a") + BA(s,a), with a’ ~ 7, (-|s').

The policy is updated using a combination of policy improvement and behavior cloning, with the
following objective:

L"ﬂ' = ESNDOfoDOn, ar~my(-]s) [Q§<57 a)] —w E(s,a)wDoff, army,(-|s) [HCL - d”Q]a (8)

where w is a hyperparameter that balances policy improvement with imitation of source actions.
The behavior cloning term encourages sampled actions from the policy to match those in the offline
dataset as suggested in Lemma[2.2]

The pseudocode of COMPFLOW, instantiated with Soft Actor-Critic (SAC) [19], is presented in
Appendix D]

4 Related Work

Online RL with offline dataset. Online RL often requires extensive environment interactions
[531166]], which can be costly or impractical in real-world settings. To improve sample efficiency,
Offline-to-Online RL leverages pre-collected offline data to bootstrap online learning [43]]. A typical
two-phase approach trains an initial policy offline, then fine-tunes it online [32, 43| 44]. However,
conservative strategies used to mitigate distributional shift, such as pessimistic value estimation [31]],
can result in suboptimal initial policies and limit effective exploration [40, |44]]. To resolve this
tension, recent methods propose ensemble-based pessimism [32], value calibration [44], optimistic



action selection [32], and policy expansion [68]. Others directly incorporate offline data into the
replay buffer of off-policy algorithms [3]], improving stability via ensemble distillation and layer
normalization. However, these works assume identical dynamics between the source and target
environments. In contrast, our work explicitly addresses the dynamics shift between the offline and
online environments.

RL with dynamics shift. Our work is related to cross-domain RL, where the source and target
domains share the same observation and action spaces but differ in transition dynamics. Prior work
has addressed such discrepancies via system identification [5, (8l [10]], domain randomization [41}
535, 160], imitation learning [20} 24], and meta-RL [42| 50], often assuming shared environment
distributions [57] or requiring expert demonstrations. More recent work has relaxed these assumptions.
One line of research focuses on reward modification, which adjusts the reward function to penalize
source transitions that are unlikely under the target dynamics [12} 135], or down-weights value
estimates in regions with high dynamics gap [46]. Another line of work explores data filtering,
which selects only source transitions with low estimated dynamics gap [63l], using metrics such as
transition probability ratios [12]], mutual information [62]], value inconsistency [63]], or representation-
based KL divergence [37]. However, these metrics can become unstable or ill-defined when the
transition dynamics have different supports, and value-based methods are prone to instability caused
by bootstrapping bias.

In contrast, our approach leverages the theoretical connection between optimal transport and flow
matching to estimate the dynamics gap in a principled manner. A closely related work by [39] also
applies optimal transport to quantify the dynamics gap. However, their setting assumes both the
source and target domains are offline, and their method estimates the gap based on the concatenated
tuple (s, a, s") observed in offline data, rather than comparing conditional transition distributions. As
a result, their metric does not accurately capture the gap in transition dynamics and cannot be used to
compute exploration bonuses, which require gap estimation conditioned on a given state-action pair.

RL with diffusion and flow models. Diffusion models [21} 28 |56] and flow matching [11 34] have
emerged as powerful generative tools capable of modeling complex, high-dimensional distributions.
Their application in RL is consequently expanding. Researchers have employed these generative
models for various tasks, including planning and trajectory synthesis [22], representing expressive
multimodal policies [7,51]], providing behavior regularization [[6], or augmenting training datasets
with synthesized experiences. While these works often focus on policy learning or modeling dynamics
within a single environment, our approach targets the transfer learning setting. Specifically, we address
scenarios characterized by a dynamics gap between the offline data and the online environment. We
utilize Flow Matching, leveraging its connection to optimal transport, to estimate this gap.

S Experiments

In this sectionﬂ we first evaluate our approach across a range of environments in Gym-MuJoCo that
exhibit different types of dynamics shifts. We then conduct ablation and hyperparameter studies to
better understand the design choices and behavior of COMPFLOW. Finally, we assess the effectiveness
of our method in a real-world inspired wildlife conservation task.

51 Gym-MuJoCo
5.1.1 Experimental Setup

Tasks and datasets. We evaluate our algorithm under three types of dynamics shifts, namely mor-
phology, kinematic and friction changes, across three OpenAl Gym locomotion tasks: HalfCheetah,
Hopper, and Walker2d [4]. Each experiment involves an offline environment and an online envi-
ronment with modified transition dynamics following [38]]. Morphology shifts alter the sizes of
body parts, kinematic shifts impose constraints on joint angles, and friction shifts modify the static,
dynamic, and rolling friction coefficients. For each task, we use three D4RL source datasets: medium,
medium replay, and medium expert, which capture varying levels of data quality [16]. Additional
environment details are in Appendix [J]

Baselines. We compare COMPFLOW against the following baselines: BC-SAC extends SAC by
incorporating both offline and online data, with a behavior cloning (BC) term for the offline data.
H20 [46] penalizes Q-values for state-action pairs with large dynamics gaps. BC-VGDF [63] selects

20Our code is available at https://github. com/Haichuan23/CompositeFlow
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Dataset Task Name SAC BC-SAC H20 BC-VGDF BC-PAR Ours

MR HalfCheetah (Morphology) 1457 £ 89 2495 + 43 1430 + 408 2765 £ 124 1790 £ 91 3119 £ 107
MR HalfCheetah (Kinematic) 2255 + 197 4868 £ 186 4257 4+ 609 4392 + 403 4179 + 441 5189 £ 262

MR HalfCheetah (Friction) 2069 + 184 7799 £ 157 6397 £ 673 7829 £+ 821 8056 & 512 82414180
MR Hopper (Morphology) 364 & 82 346 -4 361 £ 18 348 £ 21 354 & 25 355+ 6
MR Hopper (Kinematic) 737 £ 547 1024 4+0 1025+ 0 1024 +0 1024 +1 102441
MR Hopper (Friction) 234+4 228+2 229+1 230 £3 232+£5 280 £ 27
MR Walker2D (Morphology) 253 + 60 598 4 475 1014 £ 193 672+ 576 458 £ 151 1094 £+ 791
MR Walker2D (Kinematic) 152+22 2973 £ 185 1967 £ 851 1586 + 923 948 + 131 1568 + 1315
MR Walker2D (Friction) 301£9 311£5 296 + 14 302 £ 12 321426 344 £+ 20
M HalfCheetah (Morphology) 1467 £ 89 1522 £ 72 1720 £273 1829 £ 345 1427 £ 196 2282 4 287
M HalfCheetah (Kinematic) 2316 + 92 5451 + 195 5019 £ 773 4972 £ 381 5243 + 120 5593 + 44
M HalfCheetah (Friction) 2028 £238 7108 £1001 6968 + 846 6802 =+ 956 7800 + 525 7871 £ 238
M Hopper (Morphology) 396 £ 60 436 £45 410£8 406 £ 52 418 £13 604 £173
M Hopper (Kinematic) 724 + 535 1022 £1 970 £ 98 934 £43 1020 £3 1023 £2
M Hopper (Friction) 220+ 5 232+1 228+4 229+4 233+5 300 = 66
M Walker2D (Morphology) 301 £177 457 £ 317 577+ 201 584 + 219 431+ 177 886 + 372
M Walker2D (Kinematic) 258 £ 174 1966 £ 1155 1965 + 568 1921 £ 928 806 + 278 2039 + 936
M Walker2D (Friction) 301+£9 286 + 54 298 +45 289 +47 308 £24 320 £31

ME HalfCheetah (Morphology) 1392 4 238 1195 £ 241 1147 £ 169 1072 £ 102 1207 £53 1485 £ 67
ME HalfCheetah (Kinematic) 2323 + 97 4211 £ 262 5143 £ 330 4603 £ 498 4399 + 164 5750 & 84

ME HalfCheetah (Friction) 1950 + 312 4185 £ 732 2140 £ 733 4078 41032 4989 £ 500 5596 & 1557
ME Hopper (Morphology) 359+ 75 349 £ 47 444 £ 15 357 £ 63 407 £ 28 462 & 89
ME Hopper (Kinematic) 724 £ 535 1024 £1 1031 £3 1022 £3 1027 £8 1022 £ 2
ME Hopper (Friction) 229 £ 4 230 £3 232£5 230 £6 232+8 266 £ 70
ME Walker2D (Morphology) 228 £51 429 £ 117 1103 & 444 502 £ 301 380 & 231 648 £ 180
ME Walker2D (Kinematic) 386 4 184 850 + 953 1514 £ 782 1204 £ 734 755 & 268 1511 £ 1206
ME Walker2D (Friction) 266 + 66 240+ 114 258 + 8 245 £ 51 242+ 24 326 + 26
Average Return 878 1920 1783 1868 1803 2193

Table 1: Comparison of return under different dynamics shift scenarios and dataset types after 40K
environment interactions. MR = Medium Replay, M = Medium, ME = Medium Expert. A cell is
green if the method has the highest mean and improves over the second best by at least 2%. Cells
within 2% of the top mean are marked in yellow.

offline transitions with value targets consistent with the online environment and adds a BC term.
BC-PAR [37] applies a reward penalty based on representation mismatch between offline and online
transitions, also including a BC term. Implementation details are provided in Appendix []

5.1.2 Main Results

We evaluate the return of each algorithm in the target domain after 40K environment interactions
and 400K gradient steps, reflecting the limited interaction setting. The performance of all methods is
reported in Table[I] Our key findings are summarized as follows:

(1) ComPFLOW consistently outperforms recent off-dynamics reinforcement learning baselines
across a wide range of dataset qualities and types of dynamics shifts. Specifically, it achieves the
highest return on 19 out of 27 tasks and matches the top performance on an additional 5 tasks. On
average, COMPFLOW attains a score of 2193, compared to 1920 achieved by the second-best baseline,
BC-SAC, representing a relative improvement of 14.2%.

(2) Incorporating offline data can significantly enhance learning performance. On average,
COMPFLOW achieves a 149.8% improvement over SAC. In addition, COMPFLOW outperforms
the base algorithm BC SAC, which directly incorporates all offline data, on 23 out of 27 tasks and
matches its performance on the remaining 3, providing strong empirical support for the effectiveness
of our method.

(3) Additionally, we observe that recent baselines often perform similarly to BC-SAC across many
tasks, consistent with the findings in [38]], suggesting that they fail to effectively leverage the offline
source domain data. This may stem from methods like H20 and BC-PAR relying on KL divergence
or mutual information, which can be ill-defined under large dynamics gaps or different supports.
Meanwhile, BC-VGDF adopts a data filtering strategy based on estimated value functions, which
is often more challenging than learning transition dynamics due to bootstrapping bias and target
non-stationarity. In contrast, our method, COMPFLOW, leverages flow matching to model complex



transition dynamics and exploits its theoretical connection to optimal transport to estimate the
dynamics gap via Wasserstein distance—a more robust and principled metric.

5.1.3 Ablation and Hyperparameter Analysis

Composite Flow. We first evaluate the effective-

EEm Direct Flow Composite Flow

ness of the proposed composite flow matching HalfCheetah Medim (Morph) Hopper Medium Replay (Morph)
design. For comparison, we train a direct flow 12 ox2
model on the target domain initialized froma  *° 010
Gaussian prior. We compute the mean squared 3™ B
error (MSE) on a held-out 10% validation set l o0s
and report the average MSE across different .. 002
epochs during RL training. As shown in Fig- o 00

ure 3] the composite flow significantly reduces ] ]

the MSE of the transition dynamics on the target Figure 3: Comparison of MSE between direct flow
domain. This improvement stems from its abil- and composite flow.

ity to reuse structural knowledge learned from the source domain, where abundant data is available.
These empirical findings support the theoretical insight presented in Theorem [3.1]that our composite
flow can improve the generalization ability.

Impact of data selection ratio £%. The data selection ratio £ decides how many source domain data
in a sampled batch can be shared for policy training. A larger £ indicates that more source domain
data will be admitted. To examine its influence, We sweep ¢ across {70, 50, 30, 20}. The results
is shown in Figure ] Although the optimal { seems task dependent, moderate values of & (e.g., 30
or 50) generally yield good performance across tasks, striking a balance between leveraging useful
source data and avoiding high dynamics mismatch. When £ is too large (e.g., 70), performance often
degrades, particularly in Walker Medium (Morph) and Walker Medium Replay (Morph), likely due to
the inclusion of low-quality transitions with large dynamics gap. HalfCheetah consistently achieves
higher returns compared to other domains, suggesting that knowledge transfer and policy learning in
this environment are easier. Consequently, overly conservative filtering (e.g., £ = 20) may exclude
valuable source data, leading to slower learning. In this case, allowing more source data (e.g., £ = 70)
appears beneficial.

—— selection ratio: 70% selection ratio: 50%  —— selection ratio: 30%  —— selection ratio: 20%
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Figure 4: Comparison of return under different data selection ratios across tasks.

Impact of exploration strength 5. 3 controls the strength of exploration toward regions with large
dynamics gap. A large § indicates higher incentive to explore such regions. As shown in Figure
[] the effect of 5 on return is task-dependent, possibly due to differences in the underlying MDPs.
In the Friction tasks, we observe that larger exploration bonuses lead to higher asymptotic returns.
This suggests that incentivizing exploration helps the algorithm discover high-reward regions more
effectively. In contrast, in the Morphology tasks, moderate values of /3 typically outperform both
smaller and larger values. This indicates that excessive exploration may not be effective in some tasks.
While the optimal ( varies by task, one trend is consistent: across all five experiments, the setting
with no exploration (3 = 0) consistently ranks as the lowest or the second lowest performers. This
empirical finding confirms the importance of the exploration bonus and provides evidence supporting
our algorithmic design.

5.2 Patrol Policy Learning for Wildlife Conservation

We evaluate COMPFLOW in a wildlife conservation setting, where the objective is to learn a patrol
policy that allocates limited ranger effort to reduce poaching and protect wildlife. We adopt the
simulation environment introduced by Xu et al. [65]. The environment is represented as a spatial
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Figure 5: Comparison of return under different exploration strengths across tasks.

grid, partitioned into 1 x 1 km cells. At each time step, the agent selects a distribution of patrol effort
across the cells, subject to a fixed budget. The state, which includes wildlife population density and
poaching risk for each cell, evolves over time according to dynamics that depend on both poacher
behavior and the deployed patrols. The per-step reward reflects the expected number of animals
preserved through deterrence and spatial coverage achieved by the patrol strategy.

We assume access to an offline dataset collected

under a previous policy in Murchison Falls Na- ]

tional Park. The objective is to use this data 7001 |
to learn an improved patrol policy for Queen 650 | |
Elizabeth National Park, with only limited inter- g .| | i | |

action with the new environment. Due to differ- 2 I ! |

ences in ecological conditions and poacher be- >0 !

havior, the transition dynamics in the two parks 500t

are not the same. Figure [0 presents the results. 450t

CoMPFLOW achieves the highest reward, ex- 400

ceeding the best baseline, BC-PAR, by 8.8%. SAC BCSAC H20 BCVGDF BCPAR - Ours

Compared to training a policy from scratch us- Figure 6: Reward on the wildlife conservation task.

ing SAC, COMPFLOW improves the average reward by 20.8% under the same interaction budget.
This improvement is especially important in conservation settings where ranger capacity is limited
and the protected area is large. For instance, Murchison Falls National Park spans approximately
3,900 square kilometers, while Queen Elizabeth National Park covers about 1,980 square kilometers.
The large size of these areas makes full coverage difficult, and learning effective patrol strategies with
minimal exploration is crucial for protecting wildlife.

6 Conclusion and Limitations

In this paper, we proposed COMPFLOW, a new method for estimating the dynamics gap in reinforce-
ment learning with shifted-dynamics data. COMPFLOW leverages the theoretical connection between
flow matching and optimal transport. To address data scarcity in the online environment, we adopt a
composite flow structure that builds the online flow model on top of the output distribution from the
offline flow. This composite formulation improves generalization and enables the use of Wasserstein
distance between offline and online transitions as a robust measure of the dynamics gap. Using this
pricinpled estimation, we further encourage the policy to explore regions with high dynamics gap
and provide a theoretical analysis of the benefits. Empirically, we demonstrate that COMPFLOW
consistently outperforms or matches state-of-the-art baselines across diverse RL tasks with varying
types of dynamics shift.

Due to the space limit, we discuss the limitations of COMPFLOW in Appendix [A]
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A Limitations

(1) CoMPFLOW is currently limited to settings where the offline data and the online environment
share the same state and action spaces. Future work could explore estimating the dynamics gap in a
shared latent embedding space to relax this assumption [[69]]. (2) Our evaluation is conducted entirely
in simulated environments; applying COMPFLOW to real-world scenarios remains an important
direction for future work. (3) We have not yet incorporated the uncertainty in estimating the dynamics
gap. Future work may explore how to quantify this uncertainty and use it to improve both data
filtering and exploration strategies [27, 33].

B Broader Impacts

Our work aims to make reinforcement learning more practical in real-world domains such as health-
care, robotics, and conservation, where online interaction is often costly, limited, or unsafe. By
addressing the dynamics shift between offline data and the online environment, our method enables
more reliable and sample-efficient policy learning. This capability supports safer deployment in
high-stakes applications, including clinical decision support and adaptive anti-poaching strategies.
Nonetheless, we emphasize that policies trained on historical data should be applied with caution,
as misaligned dynamics or biased datasets may lead to unintended consequences if not carefully
validated.

C Algorithms of Training Optimal Transport Flow Matching

The full training algorithm of Optimal Transport Flow Matching is given in Algorithm [I]
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Algorithm 1 Training Optimal Transport Flow Matching

Require: Dataset D, batch size k, cost function (-,
1: while not converged do

-), learning rate Ir, flow model vy

2:  Sample latent batch {CEO kL ~N(0,T)
3 Sample data batch {z/ }§:1
4: Compute optimal transport plan:
A= : A7) - e(z® p@ (@) @)y 1.0 (62
argfellélkz (i,) - elwg s 2i”),  clzg”,27”) = ||zg z7’ 12
> By: set of k x k doubly-stochastic matrices
5: Sample k index pairs {(i¢, jo) }5_, ~ A(4, 7)
6:  Sample interpolation times {t(¥)}§_, ~ 1[0, 1]
7: for { =1tok do
8: Define matched pair:
x((]é) - x((]w), xgé) - 5”(1”)
9: Interpolate:
xy) = t“)xi“ +(1- t(e))xée)
10: end for
11: Compute loss:
k
! ¢ ¢
e F ettt
12: Update parameters:
0 0—1rVoLl

13: end while
14: return 0

D Algorithms of Training Offline and Online Flows

The full training algorithms of the offline flow and online flow are given in Algorithm [2]and Algo-

rithm 3] respectively.

Algorithm 2 Training of Offline Flow Matching

Require: Offline dataset D, batch size k, flow model vy, learning rate Ir
1: while not converged do

2:  Sample a batch of transitions {(s?,a(?, s")}E_| ~ Dy
3: For each ¢, define target sample xgz) = /()
4 Sample {z{"}*_, ~ N(0,T)
5: Sample interpolation times {t()}F_, ~ 1[0, 1]
6: fori =1tok do _ o 4 )
7: Compute interpolated point: z{” = t@ (" 4 (1 — ¢())z )
8: end for
9: Compute training loss:
Ly (D) 40 : () _ ]|
10: Update 8 < 6 — IrVyL

11: end while
12: return Trained parameters
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Algorithm 3 Training of Online Flow via Optimal Transport

Require: Pre-trained offline flow model ¥y (x,t | s, a), offline dataset Dy, target dataset Dy, batch
size k, cost function c(-), regularization weight 7, learning rate Ir, target flow model v,
1: while not converged do
Sample latent vectors {xol)}k ~N (O7 I

2

3 Sample offline batch {s%), O& ¥ 1~ Do
4: fori=1tokdo
5.

Predict next state for the offline environment:

sapd = ) = (a1 s, ald)

6: end for
7: Sample online batch {son , o) A ‘G )} ~ Don
8: Define azgj) = i)
9: Compute optimal transport plan:
A= . Al ) - eli i
arg min Z (i,4) - (i, j)
i,
10: where the cost is:

clivd) = af? = a3 + 1 (sl = s + llaf — al213)

> By: set of k x k doubly-stochastic matrices
11: Sample k index pairs {(ig, jo) }5_, ~ A(i,5)
)

12: Sample interpolation times {¢ } v—1 ~U[1,2] > Time t for the online flow is from 1 to 2
13: for { =1tok do
14: Compute:
xgz) - (t(‘g) _ 1)33(211) +(2- t(‘))xgj‘)
15: end for
16: Compute training loss:

k
Lil H o(x} 6] RIONNO (/)) ( gje)_xgie))‘r
2

k »Son s Qon
(=1

17: Update parameters:
¢ ¢ —IrVyL

18: end while
19: return ¢

E Algorithm of COMPFLOW built on Soft-Actor-Critic

The full training algorithm of COMPFLOW built on SAC is given in Algorithm ]
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Algorithm 4 COMPFLOW built on Soft Actor-Critic (SAC)

18:

19:
20:
21:
22:
23:
24:
25:

26:

27:
28:
29:
30:
31:

: Input: Offline dataset D,g, Online environment M,,,, max interaction steps Ty ax, target model

training frequency train_freq, source data selection ratio £, gap reward scale (3, batch size B,
behavior cloning weight w, warmup steps warmup_steps, learning rate Ir, target update rate w
Initialization: Policy 7,, Q-functions {Q,}i=1,2. target Q-functions {Q%'};—1> <«
{Qq, }i=1,2, target replay buffer Dy,
Pretrain offline flow model 1y (z,t | s,a) on Dog via Algorithm 2]
for t = 1to T, do

Sample transition (Son, Gon, Tons Shn) ~ Mon using policy 7,

Update replay buffer: Doy, < Don U {(Sons Gons Tony Shn)

if £ mod train_freq = 0 and ¢ > warmup_steps then

Train target flow ¢¢(,t | 5, a) on Doy, via Algorithm 3]

end if
for k = 1to K do () @ 1)
Sampleboff—{( Off, OH,TOH,SOH) —1 ~ Dog

Sample b, = {(853,a537 onv i)(rll )}B ~ Don

Estimate A( OH, (()f)f) for each (s (()f)f, ((ff)f) € bog viaEq.[3 I
Select top £% of bog with lowest gap: bog

For each (s,a,s',) € bog, update reward: r < r + SA(s, a)
fori=1,2 d0
Compute Bellman target using target Q-networks:

y=r+ ’YEa'~m(-\s') Lm}nQQ gt (s a ) alogﬂ'(p(aws/)}

Compute Q-function loss gradient:

1
Valo + 5 > Ve, (Qc, (Sons Gon) — )
(°%,a0n,5,,Ton) Ebon
1
|l~) | Z sz‘ (QQ (SOﬂW aoff) - y)2
off

(Soff s @oft s Sp g s Totf ) Ebotr

Update Q-network: ¢; <— ¢; — IrV, Lg
end for
# Soft update of target Q-networks
fori =1,2do
8 — we + (1 — w)s®
end for
Compute BC weight:

1 . o o
)\:W/ 9B Z |m1n{Q§1(s,a),Q§2(s,a)}|

Compute policy loss gradient:
A
Volygé—— —— Vo, | min Qg (5, a) + aH[m,(-|5
R, )> [_ (5,8 + B, (13)
5€bostUbon
|bo | Z VLP Ha
(s,a)Eboss

where & ~ m,(-|3), @~ m,(-|s) are independent samples.
Update policy: ¢ <= ¢ + IV L,
end for
end for

Output: Learned policy 7,
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F Proof of Lemma

Lemma 2.2 (Return Bound between Two Environments [37])). Let the empirical behavior policy in

2T'max

Dot be mp_(a | 8). Define Cy = (1235. Then for any policy ,
(sva)Np;/[DOffwg/Npoff [DTV(TF("S/) H ﬂ-Doff("S/))]

"Dogr [DTV(pon("S7 a) || poff('|s7a‘))] :

(5:0)~p s

nMon (ﬂ-) - 77/\/103 (7T) Z - 201 ]E
-C1E

Proof. Proof of Lemma is already provided as an intermediate step for Theorem A.4 in [37],
the offline performance bound case. We include their proof here with slight modifications for
completeness.

We first cite the following two necessary lemmas also used in [37]]. O

Lemma F.1 (Extended telescoping lemma). Denote My = (S, A, Pi,r,y) and My =
(S, A, Py,r,7) as two MDPs that only differ in their transition dynamics. Suppose we have two
policies 71, w2, we can reach the following conclusion:

1 T T
m ]EPHI(S#I) [ES’NPLG’NM [Q/@b(s/,a/)] —Eonpy ainm, [Qj\fb(s/,a/)]] :
Proof. This is Lemma C.2 in [63]]. O

Lemma F.2. Denote M = (S, A, P,r,v) as the underlying MDP. Suppose we have two policies
1, T, then the performance difference of these policies in the MDP gives:

m Epj\;(s,a),swp [Ea/mm [Qﬂ/\i(sla a')] —Earnm, [Qﬂ/\i(slva/)ﬂ .

Proof. This is Lemma B.3 in [37]. O

N, (T1) =0, (T2) =

nm(m) = nm(re) =

Proof. We have access to the offline data M s and the empirical behavioral policy 7p,,, so we bound
the performance between na4,, (7) and naq,, (7D, ). We have

NMMon (7'(') ~ Nrpy (W) = M (7T> — MMt (WDon') + Dy (7TD0ft'> ~ Nrpy (71-) : ©)
(a) (b)

To bound (a) term, we use Lemma [FI]in the second equality

NMen () = Nt (Dot

= — (MM (Dott) = MM, (7))
1 s i

T 14 E(s,a)wl’:% [Eséwmow’Wmﬁ [Q%,, (o, )] = Egy mpingy. /o [Q2,, (Soms “'ﬂ}
1

e
1= Semrii, |

(Es‘,’fprMoff’ a’' T Dy [Q%on <S/0ff’ a/)] - ]Esxl)ﬂ'NPMoff’ a’'~m [QWMOH (S;fﬁ CL’)])

©
+ (ES{)HNPMOff7 a’~m [QﬂMon (S:)ff’ al)} - E‘sénNPMonv a’~m [QﬂM"" (S:)n, a/)]) i| '

(d)

To bound term (c), we use

Bl i~prng a' oy, [Q%,, (Sorr, a)] = B/i~prtg a'~m [Q%,, (orr, @)

< Byt mpany, [Z |Doti(a” | spgp) — m(a’ | sege)] - |QWM0,,(S:>ff7a/)|]
a’ €A

< 2TmaX

S1-,

EséffNPMoff [DTV (ﬂ—'Dot‘f(' I S(/)ff) ” 77(' ‘ s(/)ff))] ’
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where the last inequality comes from the fact that |Q7, (so, a')| < 722 and the definition of TV
distance.

(d) = ES’NPMW, a’~m [Qﬁ/lm. (Sl7 al)] - ES/NPMM: a’~m [QﬂMon(s/, a/)]

/S(pMm(S' |'5,0) = pam, (s | 5,0)) <Z m(d | 8’)@7\40"(8’#’)) ds’

a’

IN

Tmax / Pt (5" | 5,0) — paas (7 | ,a)|ds’
I=vJs

Q’rmax
=1, [Prv(Pmal [5,0) [Paa(- |5 ))],

where the inequality comes from the fact that Q% (s, a’) weighted by probability is bounded by
’i’i“‘,’; , the upper bound for all Q-values.

Combine the bounds for (c) and (d), we obtain a bound for the (a) term:

[Drv (mpy (- | 8) [ 7(- | 87))]

2TH1&X
_ ) >~ max
MM (T) = MM (D) = (1—7)2 G a)~p 8 P Mgy
2rmax
- (1 o ) E(S a)Np off [‘DTV (pMon( | S’a’) ||pMon(. ‘ 870’))] °
Now we try to bound term (b).

nMoff(TrDoff) - T]Moff(ﬂ-)

1 T A, P o
- 1—xv ]E(S a)Np O“ 3 8" ~P Mg (] 5,0) [EalNﬂDoff [QMoff(S ) O )} —Earnr [QMoff(S , a )”
1 - -
= 11— (s, a)NP ' s 8" DM (+]55a) ]EO‘/N‘”Doff [QMoff(S/’ a/)] — Ea/nr [QMQﬂ‘(8/7 a',)] ‘
1 oo o ™ ro
T Bl P, g (o) | 2 (7P 8) = () Qg (5", @)
a’'€A
r
> max N 1ot
T (1=y)2 e a)NPM s 8" P Mo (o] 5,0) Ze: (mpy (@’ [ ) —m(a" [ s ))’
2T‘max 2 /
=-——SE Doft [DTV (WDorf(' | s ) ” 7T(' | s ))] )

28"~ D pgg (] 550)

(1— )2 (a~piee

where the first equality is a direct application of Lemma [F.2] Combine the bound for term (a) and (b),
we conclude that

Mo (T) = Na () > —2C1 E
—-C,E

Dotf

gy DTV (T CLS) [ 7D (157))]
Dof [DTV(pon( |S a) H Dot (- |5 a))]

(5,0)~p g

(5,:0)~p g

where C; = (212“;)"2 ]

G Proof of Theorem

Definition G.1. For any distributions pg, p; on R? with finite second moments, define D (pg, p1) :=
E|| X1 — Xo||3, Xo ~ po, X1 ~ p; independent.
Theorem 3.1 (Conditions for Composite Flow Yielding Smaller Errors). Assume that composite flow

and direct flow share the same hypothesis class H of (measurable) vector fields v : R? x [0,1] — RY,
and that there exists B € (0, 00) such that sup,cq; SUPgcpra ¢cpo,1) [v(2,t)||; < B. Also, assume

that max{Tr(Z.,), Tr(X Og)} < Crg for some Ctr. The composite flow enjoys a strictly tighter
high-probability generalization bound than the direct flow if and only if

Wa (pg, pon) > Wa (ﬁoffa pon) (2)

Here, pg := N (0, 1), Zon is the covariance of pon, and Yo is the covariance of Pog.
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Proof. We consider linear-path flow matching (FM) trained with squared loss. A single training
example is generated by: ¢ ~ Unif[0,1]; Xy ~ po (the start distribution), independently of ¢;
X1 ~ Pon, independently of (¢, Xy); The interpolation X; := (1 — t)X, + tX; and the label
Y :=X; — X € R%

Let H be a hypothesis class of (measurable) vector fields v : R? x [0,1] — R? and define the
population risk

R(v) = E[ lo(X,, 1) - Y113 | (10)

where the expectation is over the sampling mechanism above. Let
v (z,t) =E[Y | Xy =z, t] (11)
denote the Bayes (population) minimizer. Given n i.i.d. samples, let ¥ be any empirical risk minimizer

over H for the squared loss.

Assumptions. Al (Uniform boundedness) There exists B € (0,00) such that
SUP,ep SUPgerd, 1efo,1) |0(2,1)[|, < B. This ensures integrability and controls the Lipschitz con-
stants used below.

FM as regression; Bayes predictor and excess-risk identity. By definition,

R(v) = E [[vo(Xe,t) = Yll3, Y =Xi - Xo.
For any measurable v, the Bayes (population) minimizer for the squared loss is the conditional mean

v*(x,t) = E[Y | Xy =ux, t].

A standard identity for squared loss (we derive it fully) is

R(v) = R(v*) = E | o(X,t) = v*(Xs,0) |3 - (12)
Derivation of (12). Expand and add/subtract v* (X4, t):

R(v) = E || v(X,t) — v* (X, t) + 0" (X, 1) = Y |3
=E|[lv-v*[; + 2E{v—v*, 0" =Y) + E |o* = Y3,

where all functions are evaluated at (X, t) but notationally suppressed for readability. Condition
on (X, t): by definition, E[Y | X3, ] = v*(X¢,t), hence E[v* — Y | X;,t] = 0 and the cross term
vanishes after taking expectations. Therefore

R(v) =E |lv = v*|3 + R(v"),
which rearranges to (12).

In Lemma we prove that there exists an absolute constant ¢ > 0 such that, for all 6 € (0, 1),
with probability at least 1 — & (over the sample draw),

R(3) < R(v*) + c(BJM/]E ||Y||§) Tps,  Togi=Ra(H) + (/2200 (13

where PR, () is the (data-independent) Rademacher complexity of 7. In short: symmetrization +
vector contraction + Lipschitzness of the squared loss on the B-ball yields (13).)

Subtract R(v*) on both sides of (13) and apply (I12)) with v = ©:

Elo—ol} < e(B+/EYI)Tus. (14)

Identify E HYH% as Dy (po, pon) and linearize the square root. By independence of X~ pg and
Xl'\’pona
E|Y[5; = E X1 — Xoll3 =t Da(po, pon)- (15)

By applying Lemma|G.4} we have

VE Y5 < VTt (Zon) + Ctr + Wa(po, pon)- (16)
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Therefore, we obtain

E o= v*[}3 < ¢ (B + v/Tr(Son) + Crr + Wa(po, bon) ) Tns a7)

This gives the following master bound (I8)) with Cy := ¢(B + /Tr(3on) + Cr and C; := c.
Master bound. Under A1, for any start py (with fixed target p,y, ), with probability at least 1 — J,

E ||'ﬁ - U*H; S CO Pn,& + Cl W2(p0apon) Fn,éa CO = C(B+ Tr(zon) + CTR)7 Cl = C.
——

po-independent depends on the start po

(18)

Composite vs. direct. Consider two trainings sharing the same online p,,, and class H:
(Composite step) po = por(- | 5, ), (19)
(Direct step) po = pg = N(0,1). (20)

Applying (I8) to (T9) and 20) yields
. * 2 R

E Vcomp — vcomp”g < Fn,é +C4 W2(poffvpon) Fn,&; (21)
E |[o¢ —v5l3 < CoTns+ Ci Wa(pa,Pon) Tns- (22)

When is the composite bound strictly tighter? Applying (I8) to py = pos (composite) and
po = pe (direct) gives (1)) and (22). Since Cy and I',, 5 are identical across the two trainings (they
depend on (B, ¢, ¥on, CTR), 1, 9, and H, but not on py), the only difference in the right-hand sides
is the factor Wa(-, pon)-

Therefore the composite bound (21)) is strictly smaller than the direct bound (22) if and only if

WQ(ﬁoﬁvpon) < W2(PG7 pon) . (23)

O
Remark G.2 (Optional Dy strengthening). One can analogously replace Wa(po, pon) by D2(Po, Pon)
when bounding , using the standard inequality trick y/z < %(x + 1) for all x > 0. We use Ws
metric because it’s more commonly adopted in the literature, but D leads to a tighter bound since

we no longer needs the constant Crr. We do not expand the D case here, as the argument mirrors
the W5 case.

Lemma G.3 (Generalization gap for squared loss under uniform boundedness). Assume Al. Let

ly(2) = |jv(z,t) — y||§f0r z = (z,t,y) generated as in the theorem. Then there exists a positive
constant ¢ > 0 such that, for any 6 € (0, 1), with probability at least 1 — § over an i.i.d. sample of

size n,
R(5) < R*) + c(B+\VEYIE) s, T i= Ra() + /2502,

Proof. We sketch the standard steps and make constants explicit where needed:
(i) Symmetrization. Let R(v) denote the empirical risk. For ERM ,

R() = R(v") < 2 sup (R(v) - R(v))

up to negligible terms; this is standard (e.g., by a one-sided symmetrization plus a chaining step).
Thus it suffices to bound sup,,c4 (R(v) — R(v)).

(ii) Lipschitz envelope via contraction. For fixed (x,t,y) with ||v(x,t)| < B and any u € R? with
lull < B,

lu = ylI* = llo(, t) = y® ‘ = [{u—v(z,1), (utv(e,t) = 29)) [ <2(B+|lyl) fu—v(zt)].
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Thus, as a function of u, the map u — |u — y||* is (2(B + ||y||))-Lipschitz on the B-ball. Applying
the vector contraction inequality to the class {v(-,-) € H} gives

E sup (R(v) = R(©)) S (E[B+[Y]]) Ra(H).
vEH

By Cauchy—Schwarz and Jensen, E Y| < \/E Y.

(iii) High-probability upgrade. A standard bounded differences (or Bernstein-type) argument for
Lipschitz, sub-quadratic losses upgrades the expected sup-gap to a high-probability bound, adding

the usual \/1og(1/8)/n term. Collecting constants and using B ||Y|| < \/E||Y||? vields the claimed

Sform with some absolute ¢ > 0:

sup (R(v) — I:Z(v)) <e (B +E ||YH2) Lys

veEH
Since ¥ is an ERM, R(0) < R(v*), and therefore R(0) — R(v*) < 2sup, (R(v) — R(v)) in the final
step, absorbing the factor 2 into c. (]

Lemma G.4. Let pi. and Y. denote mean and covariance, respectively. We show that if Tr(%g) <
C'rR for some Crr > 0, we have:

VD2 (po. p1) < VTr(E1) + Crr + Wa(po, p1)
Proof. Let Xy ~ pg and X; ~ p; be independent with means pi, 1 and covariances g, >1. We
compute
Ds(po,p1) =E | X1 — Xolls = E | X:|f5 + E [| X053 — 2E (X1, Xo).

By independence, E (X1, Xo) = (EX1,EXo) = (pu1, f0). Moreover, for any random vector Z with
mean p and covariance ¥, E ||Z||§ = ||u||§ + Tr(X). Thus

Da(po.p1) = (a3 + Tr(E1)) + (Ilolly + Tr(20)) — 2 (1, o)
= a1 = pollz + Tr(E1 + o),

Let I'(po, p1) be all couplings of pg, p1. For any © € I'(pg, p1) with (X, X1) ~ 7, we have
2
E-l| X1 — Xoll3 > ||Ex[X1 — Xol||;, = llwa — poll3,

by Jensen’s inequality since z + ||z||3 is convex. Taking the infimum over all couplings gives

W3(po,p1) = inf  Er| X1 — Xoll3 > llu — poll3-
7€l (po,p1)

Therefore, we have |1 — pol|3 < W (po, p1). Hence,

VDa(po,p1) = \/||/~L1 - M0||§ + Tr(X; + Xo)

<VTr(Zo 4 1) 4/l — ol
< /Tr(21) + Crr + Wa(po, p1)

This completes the proof. O

The assumption that Tr(3,) < C'Tr makes sense because we assume bounded state space for all
settings considered in our paper.
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H Proof of Theorem 3.4

Theorem 3.4 (Large Dynamics Gap Exploration Reduces Performance Gap). Compared to behavior
cloning policy my. on the offline dataset, training a policy & by replacing all offline samples with a
dynamics gap exceeding r (as estimated by the composite flow) with online environment samples can
reduce the performance gap to the optimal online policy w, with high probability by

2L, (1 +7)
(1 =) (1 =~Ly)

Here L, and Lp are the Lipschitz constants for the reward and transition function, respectively.
YLy < 1. Aw, := sup, , Wa(pot (-], a), pon(:|s,a)) is the largest dynamics gap. Co and C4 are
two constants. T s := Ry, (H) + 1/ logj\(fﬂ, where H is the same as in Theorem!and Non

on

is the number of samples used to train the online flow.

(Aw, — 5 = 1/(Co+ Oy Walpost. Pon) T, )- ©)

Proof. Let’s first list the assumptions:

R1: Lipschitz reward. For every a € A, s — (s, a) is L,-Lipschitz.

R2: Lipschitz dynamics. For m € {off,on}, Wi(pm (- | s,a),pm(- | §',a)) < L, d(s,s") for all
s, s, a.

R3: Contraction. vL, < 1.

We proceed in four steps: (A) a policy-dependent model-gap bound; (B) a uniform high-probability
Ws-gap estimation bound for the rectified flow («); (C) learning-gap bounds for 7, and 7 (53); (D)
assembly via the standard three-term decomposition.

Step A: Policy-dependent model-gap bound. For any fixed policy 7, we cite Theorem 3.1 of [45]
for the following bound. Under R1-R3, we have

00 %

Vi = Viilloo < 2LeAw, (149> 7" (Lp)
i=0  j=0

oo

= 2L, A, (147) Y (Lp) S

<
Il
=)

R
Lp) -
(Lr) -1

M8

<
I
<)

1—7 ;
2LTAW1(1 + ’)’)

ST ALp) 24

Averaging over the initial state-distribution p gives us a bound on what we call the model gap:

(vLp)’

>

I
<)

1t () = ()] = | [ (VL (0) = Vi) s

< [ Vo) = Vo] nias).
S ||Vo7:1 - Vo?f”oo

< 2LTAW1(1+’Y)

T (=1 =ALy)
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Moreover, the bounded state space assumption in Theorem [3.1)implies bounded second moment for
both pog and oy, s0 we have Wi (potr, Pon) < Wa(Dofr, Pon) VDoft, Pon- Hence, we obtain that

2L, (1+7)
— < 25
MM () = Nt ()| < = )(1—7L,,)AW1 (25)
2L,(147) N 26)

(1= —=~Ly)

Step B: FM-based uniform 175> estimation bound (construction of o©). We need a high-probability
uniform control of the error of the rectified-flow W5 estimator to ensure that thresholding by « actually
caps the on-policy mismatch for 7.

B.1. Flow-to-map error. Let T be the Brenier OT map from pog (- | 8, a) t0 pon(- | 8, a) (guaranteed

by standard assumptions), and let T be the terminal map obtained by integrating the learned FM
velocity field ¥ from ¢ = 0 to ¢ = 1. Under the linear path and Lipschitz regularity of v* and ©
(Theorem [3.1] assumptions), a stability argument (Gronwall) yields

27

1
Exomposs | T(X0) = T(Xo)||2 < Kstab/ E||0(X0, t) — 0% (X, )2 dt
0

for some finite K,1, depending on Lipschitz constants of the flow. By the “master bound” (Eq. (7)
in Theorem [3.1)), uniformly over ¢ € [0, 1], with prob. > 1 — 4,

%112
S CO 1_\N 0 + C(1 W2( Poff, pon) FNO,,,(S (28)
So we have

~ 9 Gronwall 1 R 2
BIT(X0) T " Kuewn [ Ell0 = 0" )

0

terminal map MSE FM excess risk at ¢
S Kstab (CO + C'1 W2 (ﬁoﬂ”apon)) FNOH,(; (30)

B.2. From map MSE to Wy error. By the coupling construction (3,s) = (T(Xo), T(Xo)) with
Xo ~ Pog and the triangle inequality for W,

3VV2 (Sv 0,) - AW‘Z (57a) ’ S (E’UI; W2 (ﬁonapon) (31)

sup
(s,a)

Define the coupling v(s,q) := (7, f)#ﬁoﬁ(~ | s,a), ie., if § := T(X) and § := T(X,) then

(S,5) ~ V(s,a) ad Y(s,a) € H(pon(- | 5,a), Pon(- | 5,a)). By the definition of the 2-Wasserstein
distance,

Wi (pon(- | 8,a),pon(- | 5,a)) = _inf /Hfﬂ—y\@dv(w,y) (32)
YEIL(pon;Pon)

N

< / 2 = yl2 dyeay(@,y) = E[F(Xo) - T(Xo)[2. (33)

Taking square roots gives, for each (s, a),

Walpon( | 5,a), fonl: | 5,0)) < VEIT(Xo) — T(Xo) 3.

Finally, taking the supremum over (s, a) preserves the inequality:

p Walfon: | 5,),pon | 5.0)) < sup VEIT(Xo) — T(Xo)|3 (34)
Combining (34) and (31)) gives

sup
(s,a)

Aw, (s,a) — Aw, (s, a)‘ < an,, 5= \/Kstab Co + C1 Wa(Post, Pon)) TV, .5
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with probability at least 1 — 4.

B.3. Capping the on-policy gap for #. By construction of the replacement rule, for any (s,a)

encountered during fine-tuning of 7 we have either sz (s,a) < k (kept offline sample) or we
replaced it by an online sample. In either case, on those (s, a) we ensure

Aw,(s,0) < Aw,(s,a) +an,s < 6+ an,.s

Therefore the on-policy gap of 7 obeys
(35)

on7

A(Wz < K+ an

Step C: Learning-gap bounds for 7. and 7 (construction of 5). Recall the three-term decompo-
sition for any policy 7:

Non () —Ton () = (770!1 (Ton) = Noft (Tr;n>) + (noff(ﬂzn) = Noff (7T)> + (noff (m) — 77011(77)) - (36)

model(a) learning(b) model(c)

We now bound the learning term (b) by ERM generalization.

Policies are learned by ERM on a surrogate imitation loss £(7) over a policy class IT with Rademacher
complexity PRy (IT). There exists a calibration constant C,; (depends on concentrability/Lipschitz-
ness; fixed for the class) such that, for any ,

Mott () = Mot (7) < Cuan(£(m) = inf £(7)). 37)

7! eIl
Moreover, for datasets of sizes Nog, Vo4, With probability at least 1 — 4,
L7 — it £(x') < Cn(Ru(D)+/82) N € {Nog, Nooa}s (38)
for an absolute constant Cy.

Let 7y, be the behavior cloning policy trained on the offfine dataset of size Nyg, and let 7 be ERM
on the modified dataset (size Ny,0q): for any (s, a) encountered, if the FM-estimated gap satisfies

Aw, (s,a) > k, replace the offline (s, a, ') sample by an online (s, a, sl ) sample (collecting Ny,

such online transitions), leaving all others unchanged. Denote NVy,,q4 the resulting (modified) dataset
size.

By calibration and the generalization inequality (38), with probability at least 1 — J we have

Mot (1350) = Mot (Tue) < Clar Cit (R (ID) + 1/ 5L ),
and similarly
Mot (m5) = ot (7) < Cat Ot (R (ID) 4/ F2L ).

By a union bound (probability 1 — 24) and adding these two upper bounds we obtain a common
envelope

max{ ot (75) = ot (7o) ott (W3) = ot () } < B, (39)
with

Nmoa

8= CouCrr <9%Noff (IT) + Ry, (IT \/lo%vff/fé) + \/log 2/6)) (40)
Step D: Assemble bounds and compare. Incorporate (26) and (39) to (36) with 7 = 7, we have
with high probability,

2Ly (147)
1—7)(1 = ~Lyp)

Incorporate (26) and (39) to (36) with m = &, we have with high probability

Non(Ton) = Non(The) < (non(ﬂ'gn) - WOH'(Wgn)) +B+ ( Wo
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2L, (147)
(1 =7)(L—~Lyp)

Non (T51) — Non(T) < (non (o) — noﬁ(ﬁgn)) +8+ (K + aNon,(;)

The difference between these two upper bounds is:

2L, (1 +7)
(1= —L,
Absorbing K, into Cy and Cy gets the result. O]

) (AW2 — K — aNon)(S)'

I Proof of Proposition

We provide the formal version of Proposition [3.3]as below.

Proposition 1.1 (Shared-Latent Coupling Approximates W,-Optimal Transport). We first introduce
some notations for simplicity:

Notation. Fix a state—action pair (s,a) € S x A, and omit (s, a) in the following for notational
simplicity. Let the latent distribution be po(z¢) = N (0, I). Define the offline transition distribution
as p1(x1) := poi (8|8, a), and the online transition distribution as py(z2) := pon(s’|s, a).

We denote the pretrained source flow 1y (z, t|s, a) by ¥g(x,t), and similarly write the target flow
Ye(x,ts,a) as Pe(x,t). Let 7/’3;(537 t) denote the target flow model trained on a batch of size & from
the target domain.

Assumptions.

(A1) The distributions p; and py have bounded support: there exists C' > 0 such that ||z|| < C for all
a € supp(p1) U supp(ps)-

(A2) The distribution p; admits a density, and the optimal transport map between p; and ps under the
quadratic cost is continuous.

(A3) At each training iteration, we compute the optimal transport plan for the current minibatch.

Result. Let W2 (py, p2) denote the squared 2-Wasserstein distance between p; and po, defined as

WQQ(pr?) = min E(Il,ﬂfz)Nq [Hﬂ?g - 161”%] )
q€II(p1,p2)

where I1(p1, p2) denotes the set of all couplings (i.e., joint distributions) with marginals p; and ps.

Then, in the limit as 77 — oo (in the cost function of Algorithm[3) and & — oo, we have
kh_{lgoEon/\/’(O,I) UW&(Z‘Oa ) ,(/)qﬁ ’(/}9 Zo, 1 7 H :| W2 plap?)

where 1)y denotes the source flow and w(’; is the target flow trained on a batch of size k.

Proof. We begin by reparameterizing the expectation using the definition of the pushforward distri-
bution induced by the source flow, p; = ¥g(x, 1)#po. Specifically,

Jim By, [[[Y0(@0,1) = 06 (o0, 1),2)]°] = Tim Ea,np, [[Jo1 = v, 2]

According to Proposition 3.1 in [[18], as 7 — oo, mass transport in the conditional variables (s, a)
vanishes. That is, the transport is concentrated exclusively in the next-state space, and optimal
transport is performed independently within each fixed (s, a) pair when  — oo.

Therefore, for any fixed (s,a), we can invoke Theorem 4.2 from [47]], which guarantees that the
expected transport cost under the batch-trained flow @/Jg converges to the squared 2-Wasserstein
distance between p; and ps as the batch size £ — oo. Hence,

i o, [l = 0402 7] = WE o, p2)

which concludes the proof. O
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J Experimental Details of Gym-MuJoCo

In this section, we describe the detailed experimental setup as well as the hyperparameter setup used
in this work.

J.1 Environment Setting
J.1.1 Offline Dataset

We use the MuJoCo datasets from D4RL [16] as our offline data. These datasets are collected from
continuous control environments in Gym [4], simulated using the MuJoCo physics engine [61]. We
focus on three benchmark tasks: HalfCheetah, Hopper, and Walker2d, and evaluate across three
dataset types: medium, medium-replay, and medium-expert.

» The medium datasets consist of trajectories generated by an SAC policy trained for 1M steps
and then early stopped.

* The medium-replay datasets capture the replay buffer of a policy trained to the performance
level of the medium agent.

* The medium-expert datasets are formed by mixing equal proportions of medium and expert
data (50-50).

J.1.2 Kinematic Shift Tasks

We use Kinematic Shift Tasks from the benchmark [38]. We select most shift level hard’ to make the
tasks more challenging

e HalfCheetah Kinematic Shift: The rotation range of the foot joint is modified to be:

<joint axis="0 1 0" damping="3" name="bfoot" pos="0 0 0" range="-.08 .157" stiffness
="120" type="hinge"/>

<joint axis="0 1 0" damping="1.5" name="ffoot" pos="0 0 0" range="-.1 .1" stiffness=
"60" type="hinge"/>

e Hopper Kinematic Shift: the rotation range of the foot joint is modified from [—45, 45] to [—9, 9]:

‘<joint axis="0 -1 0" name="foot_joint" pos="0 0 0.1" range="-9 9" type="hinge"/>

e Walker2D Kinematic Shift: the rotation range of the foot joint is modified from [—45, 45] to
[-9,9]:

<joint axis="0 -1 0" name="foot_joint" pos="0 0 0.1" range="-9 9" type="hinge"/>
<joint axis="0 -1 0" name="foot_left_joint" pos="0 0 0.1" range="-9 9" type="hinge"
/>

J.1.3 Morphology Shift Tasks

We use Morphology Shift Tasks from the benchmark [38]. We select most shift level "hard’ to make
the tasks more challenging

o HalfCheetah Morphology Shift: the front thigh size and the back thigh size are modified to be:

<geom fromto="0 0 0.02 0 -0.02" name="bthigh" size="0.046" type="capsule"/>
<body name="fshin" pos="0.02 0 -0.02">
<geom fromto="0 0 0 -.13 O -.15" name="bshin" rgba="0.9 0.6 0.6 1" size="0.046"
type="capsule"/>
</body>
<body name="bfoot" pos="-.13 0 -.15">
<geom fromto="0 O O -.04 O -0.05" name="fthigh" size="0.046" type="capsule"/>
</body>
<body name="fshin" pos="0 -.04 0 -0.05">
<geom fromto="0 O O .11 O -.13" name="fshin" rgba="0.9 0.6 0.6 1" size="0.046"
type="capsule"/>
</body>
<body name="ffoot" pos=".11 0 -.13"/>
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o Hopper Morphology Shift: the foot size is revised to be 0.4 times of that within the source domain:

<geom friction="2.0" fromto="-0.052 0 0.1 0.104 O 0.1" name="foot_geom" size="0.024"
type="capsule"/>

o Walker2D Morphology Shift: the leg size of the robot is revised to be 0.2 times of that in the
source domain.

<geom friction="0.9" fromto="0 O 1.05 0 O 0.2" name="thigh_geom" size="0.05" type="
capsule"/>

<joint axis="0 -1 0" name="leg_joint" pos="0 0 0.2" range="-150 0" type="hinge"/>

<geom friction="0.9" fromto="0 0 0.2 0 O 0.1" name="leg_geom" size="0.04" type="
capsule"/>

<geom friction="0.9" fromto="0 O 1.05 0 O 0.2" name="thigh left_geom" rgba=".7 .3 .6

1" size="0.05" type="capsule"/>

<joint axis="0 -1 O" name="leg_left_joint" pos="0 0 0.2" range="-150 0" type="hinge"
/>

<geom friction="0.9" fromto="0 0 0.2 0 O 0.1" name="leg_left_geom" rgba=".7 .3 .6 1"
size="0.04" type="capsule"/>

J.1.4 Friction Shift Tasks

Following [38]], the friction shift is implemented by altering the friction attribute in the geom
elements. The frictional components are adjusted to 5.0 times the frictional components in the offline
environment. The following is an example for the Hopper robot.

Listing 1: Geometry Definitions for Walker2D

# torso

<geom friction="4.5" fromto="0 0 1.45 0 O 1.05" name="torso_geom" size="0.05" type="
capsule"/>

# thigh

<geom friction="4.5" fromto="0 O 1.05 0 O 0.6" name="thigh_geom" size="0.05" type="
capsule"/>

# leg

<geom friction="4.5" fromto="0 0 0.6 0 0 0.1" name="leg_geom" size="0.04" type="
capsule"/>

# foot

<geom friction="10.0" fromto="-0.13 0 0.1 0.26 0 0.1" name="foot_geom" size="0.06"
type="capsule"/>

J.2 Implementation Details

BC-SAC: This baseline leverages both offline and online transitions for policy learning. Since
learning from offline data requires conservatism while online data does not, we incorporate a behavior
cloning term into the actor update of the SAC algorithm. Specifically, the critic is updated using
standard Bellman loss on the combined offline and online datasets, and the actor is optimized as:

Lactor = )"ESNDmUDom ar~T,(¢]s) 112{112 Qgi <s’ a) —alog 71-<x0('|3) +E(5,¢1)~Doﬂ'7 arvmy(-|s) [(a - &)2]

(41)

= and w € RT is a normalization coefficient. We train BC-

% Z(S Lag) min;—1 2 qu (sj 1aj)
SAC for 400K gradient steps, collecting online data every 10 steps. We use the hyperparameters
recommended in [38]].

where A =

H20: H20 [46] trains domain classifiers to estimate dynamics gaps and uses them as importance
sampling weights during critic training. It also incorporates a CQL loss to encourage conservatism.
Since the original H20 is designed for the Online-Offline setting, we adapt the objective to the
Offline-Online setting. The critic loss is:

Ecritic = EDm [(ch, (5’ a) - y)Z] + EDoff [W(Sv a, S/)(QQ (Sv CL) - y)2]

+ BCQL (ESNDorr, army(-]s) [w(sa a, S/)QCi(Sv d)] - EDoﬂ' [w(sa a, S/)QCi (5’ a)]) RS {17 2}5
(42)
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where w(s, a, s’) is the dynamics-based importance weight, and Scqu is the penalty coefficient. We
set Bcor = 10.0, which performs better than the default 0.01. We reproduce H20 using the official
codebaseE] and adopt the suggested hyperparameters. H20 is trained for 40K environment steps,
with 10 gradient updates per step.

BC-VGDF: BC-VGDF [63] filters offline transitions whose estimated values align closely with those
from the online environment. It trains an ensemble of dynamics models to predict next states from
raw state-action pairs under the online dynamics. Each predicted next state is evaluated by the policy
to obtain a value ensemble {Q(s/, a})} M, forming a Gaussian distribution. A fixed percentage (£%)
of offline transitions with the highest likelihood under this distribution are retained. The critic loss is:

fccrilic = E(sﬁa,r,s’)NDm |:(Q§1 (37 CL) - y)2:|

+ E(s,a,r,5")~Dos [1 (A(s, a,s’) > Ag%) (Q,(s,a) — y)ﬂ , i€{l1,2}, (43)

where A(s,a, s") denotes the fictitious value proximity (FVP), and Agg, is the {-quantile threshold.
VGDF also trains an exploration policy. Actor training includes a behavior cloning term, as in
BC-SAC. We follow the official implementationﬂ use the recommended hyperparameters, and train
for 40K environment steps with 10 gradient updates per step.

BC-PAR: BC-PAR [37] addresses dynamics mismatch through representation mismatch, measured
as the deviation between the encoded source state-action pair and its next state. It employs a state
encoder fy, and a state-action encoder g, both trained on the target domain. The encoder loss is:
2
L0, €) = E(sya~pa |96 (Fuls) @) = SG(Fu(s))’] . (44)

where SG is the stop-gradient operator. Rewards of the offline data are adjusted as:

A 2

AR = Toft — B [|9¢ (fu (Sofr), @orr) — fu(seee) ™, (45)
where 3 controls the penalty strength. The actor () and critic (Q),) are jointly trained using both
offline and online data. Actor training includes a behavior cloning term, similar to BC-SAC. We
implement BC-PAR using the official codebaseE] adopt the suggested hyperparameters, and train for
40K environment steps with 10 gradient updates per step.

CoMPFLOW. When training the target flow, we use a quadratic cost function and employ the Python
Optimal Transport (POT) library [15]] to compute the optimal transport plan for each minibatch
using the exact solver. Additional hyperparameters are provided in Table [2] and Table[3] Since
the exploration bonus term is closely tied to properties of the environment—such as the state space,
action space, and reward structure—it is expected that the optimal exploration strength 3 varies
across tasks. We perform a sweep over § € {0.01,0.1, 0.2}, and select the offline data selection ratio

&% from {30%, 50%}.

K Experimental Details of Wildlife Conservation

We use the green security simulator in [[65]]. The model is a Markov decision process with state, action,
transitions, and a terminal return. We summarize the parts needed to reproduce our experiments.

State and action. At time ¢, the state is

st = (ap—1, we_1, t), so = (0, wo, 0),
where w; = (w}, ..., w}) is wildlife across N cells and a; = (a},...,al") is patrol effort. The
defender chooses a; € [0,1]" under the budget Zf;l at < B.

Adversary behavior. At each step, the poacher places a snare in cell ¢ with probability
p. = logistic <zZ + Bal_, + 7 Z a{_l),
JEN(3)
where 2z is the baseline attractiveness of cell 7. The parameters 3 < 0 and 1 > 0 capture deterrence
from prior patrol and displacement from neighboring patrols. The realized attack is
k:l ~ Bernoulli(pi).
*https://github.com/t6-thu/H20

*https://github.com/Kavkal/VGDF
https://github.com/dmksjf1/PAR
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Hyperparameter Value

Actor network architecture (256, 256)
Critic network architecture (256, 256)
Batch size 128
Learning rate 3x 1074
Optimizer Adam [25]]
Discount factor (v) 0.99
Replay buffer size 106
Warmup steps 10°
Activation ReLLU
Target update rate 5x 1073

SAC temperature coefficient (o) 0.2
Maximum log standard deviation 2
Minimum log standard deviation =~ —20
Normalization coefficient (w) 5

Table 2: Hyperparameters for RL training.

Hyperparameter Offline Flow  Online Flow
Number of hidden layers 6 6
Hidden dimension 256 256
Activation ReLU ReLLU
Batch size 1024 1024
ODE solver method Euler Euler
ODE solver steps 10 10
Training frequency — 5000
Optimizer Adam Adam

Table 3: Hyperparameter setup for the offline and online flows

Wildlife transition. After attacks, wildlife in each cell evolves by natural growth and poaching
losses:

wi = max{O, (w§71)¢ — aki_, (1—@)}7

where ¢ > 1 is the growth rate and o > 0 is the loss per uncovered attack. This defines the transition
kernel T, over states given actions:
St+1 ™~ TZ(St, at).

Return. The episode return is the total wildlife at the horizon,

N
R(sr) = > wh,
1=1

and the expected return of a policy 7 under environment parameters z is
r(m,z) = E[R(sr)], si1 ~ To(se, m(s¢)), so = (0,wo,0).

We assume access to an offline dataset of 100,000 transitions collected in Murchison Falls National
Park using a well-trained SAC policy. For the online environment in Queen Elizabeth National Park,
we are allowed a budget of 40,000 interactions.

L Discussion on Computational Cost

The practical cost of data filtering is relatively small. For example, with a batch size of 256 for
training the policy network and a Monte Carlo sample size of 30, the entire filtering process takes
just 0.03 seconds on an A100 GPU. We will highlight in the paper that this efficiency is due to
the simplicity of our flow training objective, which follows a linear path. As a result, solving the
corresponding ODE at inference time is very easy—A basic Euler method with just 10 time steps is
sufficient.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We propose a new method for reinforcement learning with shifted-dynamics
data based on flow matching.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our method in Section [6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide all proofs for the theorems, propositions, and lemmas in the
Appendix.
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Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide all the experimental details in Appendix
Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We have provided the code in the paper.
Guidelines:
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» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide all the experimental details in Appendix [J|
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report the standard deviation across different random seeds for all tasks.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).
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8.

10.

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All the computing infrastructure information has been provided Appendix [J]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We conform with the NeurIPS code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed both potential positive societal impacts and negative societal
impacts in Appendix [B]

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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12.

13.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited all code, data, and models we used in the paper.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.
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16.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: We did not use LLMs.

Guidelines:
* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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