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ABSTRACT
Since the advent of LLM’s like GPT4 everyone in various industries
has been trying to harness their power. Healthcare is an industry
where this is a specifically challenging problem due to the high
accuracy requirements. Prompt Engineering is a common tech-
nique used to design instructions for model responses, however,
its challenges lie in the fact that the generic models may not be
trained to accurately execute these specific tasks. We will present
our journey of developing a cost-effective medical LLM, surpassing
GPT4 in medical note-writing tasks. We’ll touch upon our trials
with medical prompt engineering, GPT4’s limitations, and train-
ing an optimized LLM for specific medical tasks. We’ll showcase
multiple comparisons on model sizes, training data, and pipeline
designs that enabled us to outperform GPT4 with smaller models,
maintaining precision, reducing biases, preventing hallucinations,
and enhancing note-writing style.
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1 OUTLINE OF THE PRESENTATION
In this presentation, we will talk about our innovative AI solution
which streamlines the creation of SOAP (Subjective, Objective, As-
sessment, and Plan) notes [4] from doctor-patient conversations.
SOAP notes are widely used structured documents that help health-
care professionals track patients’ health records and effectively
communicate with other providers. Our presentation will focus
on the end-to-end development cycle of designing and training
our own domain-specific LLM. We will be talking about (a) SOAP
Notes and challenges in healthcare industry, (b) Designing the solu-
tion with GPT4 and its challenges, (c) Designing our LLM for note
creation, and finally, (d) Quantization and Model Deployment.

1.1 SOAP Notes and challenges in healthcare
industry

SOAP (Subjective, Objective, Assessment, and Plan) notes are an
essential healthcare communication tool used by providers to doc-
ument essential patient information. Using AI for medical note-
writing comes with a variety of challenges. These include ensuring
accuracy to prevent potential misdiagnoses, correctly interpreting
complexmedical language, and addressing hallucinations and biases
that could influence patient care and results. Both of these could
severely affect the precision of note writing, potentially leading to
unsuitable therapeutic decisions or clinical procedures.

In this section, we will thoroughly explore these challenges,
supplemented with real-life examples.

1.2 Designing the solution with GPT4 and its
challenges

In this segment of the presentation, we will talk about how we
leveraged GPT-4 in solving the task of medical documentation,
including the safeguards we built to address hallucinations and
biases [2]. We will also explore different prompting strategies such
as CoT [6], ReAct [8] delving into noteworthy examples of prompts
and how they improved the quality of the talk. We will then explore
the challenges and the limitations of using a general LLM such
as GPT-4 which struggles in understanding sophisticated medical

All authors contributed equally to this work

https://orcid.org/1234-5678-9012
https://doi.org/10.1145/3616855.3635739
https://doi.org/10.1145/3616855.3635739
https://doi.org/10.1145/3616855.3635739


WSDM ’24, March 4–8, 2024, Merida, Mexico Goyal S., Rastogi E., et al.

terminologies necessitating the need for a custom LLM for medical
documentation purposes.

1.3 Designing our custom LLM for note creation
Given the challenges and restrictions we faced with prompt engi-
neering and current models for domain-specific tasks, it was logical
for us to progress towards developing our own custom LLM. In
this section, our discussion will revolve around the end-to-end life
cycle of designing this model, aimed to efficiently handle diverse
doctor-patient interactions.

We will begin by going over our Instruction Fine-Tuning [9] tech-
nique done over an already existing open-source LLM [3] which
imparts enhanced capabilities to the model to follow diverse in-
structions, including those necessary for performing medical docu-
mentation tasks. We also aim to elaborate on the special tasks and
datasets curated by us exclusively for the purpose of training this
model.

The second part of this section will include details about the
Supervised Fine-Tuning of actual medical note-creation data gener-
ated through GPT4 prompting and the use of human scribes. We
will talk about metrics that we use to rate and compare different
notes which also serve as guardrails to guide our training design.
We will talk about the challenges stemming from longer patient-
doctor interactions and how even the largest context-size model is
not able to capture and generate the most accurate note. We will
also talk about doctor-preferred medical writing styles and getting
our models to emit more acceptable outputs. We will also talk about
how this LLM can be trained to make edits on a medical note as
the human (doctor) instructs - saving a lot of time for the doctor.

In the final part of this section we will talk about designing
the note-creation pipeline using Retrieval Augmented Generation
(RAG) [1] [5] - solving our large context problem and which has
shown to perform better than using raw LLM directly [7].

1.4 Quantization and Model Deployment
In this final section, we will talk about the need for quantization,
the options available, the impact on performance, and the path
to production. We will discuss various options available in the
industry and things specific to the healthcare industry such as
HIPAA compliance which need to be taken into consideration.

2 CONCLUSIONS
Medical Documentation is complex due to critical healthcare as-
pects, hard-to-understand terminologies, and diversity in interac-
tions that can lead to system failures. Existing SoTA LLM’s are
insufficient and can be expensive over time. Developing our own
LLM allows for cost-effective, customizable solutions with better
transparency and continual improvement opportunities. We believe
the real power of technology is harnessed when we efficiently use
it in the industry where it has the opportunity to directly impact
lives.

3 COMPANY PORTRAIT
DeepScribe is healthcare’s first enterprise-grade fully automated
AI medical scribe. Unlike other AI scribe companies, DeepScribe
is 100% customizable, allowing clinicians to create complete and

accurate documentation that best suits their needs - all while saving
up to 4 hours a day and removing administrative bottlenecks. Not
only does DeepScribe improve the well-being of clinicians, it has
also been proven to improve patient care, as well as increase revenue
and reimbursement.
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