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Abstract

Large language models (LLMs) have achieved huge success in numerous natu-
ral language process (NLP) tasks. However, it faces the challenge of significant
resource consumption during inference. In this paper, we aim to improve the
inference efficiency of LLMs by prompt caching, i.e., if the current prompt can be
answered by the same response of a previous prompt, one can directly utilize that
response without calling the LLM. Specifically, we focus on the prediction accuracy
of prompt caching for single-round question-answering tasks via embedding simi-
larity. The existing embeddings of prompts mostly focus on whether two prompts
are semantically similar, which is not necessarily equivalent to whether the same
response can answer them. Therefore, we propose a distillation-based method to
fine-tune the existing embeddings for better caching prediction. Theoretically, we
provide finite-sample guarantees for the convergence of our method under different
types of loss functions. Empirically, we construct a dataset based on Kwiatkowski
et al. [2019] and fine-tune the embedding from Wang et al. [2022], which improves
the AUC of caching prediction from 0.85 to 0.92 within 10 minutes of training. The
resulting embedding model improves the throughput over the initial embedding
model.

1 Introductions

The recent development of large language models (LLMs) and foundation models has notably
enhanced the potential of AI systems [Ziegler et al., 2019, Wei et al., 2022, Chowdhery et al., 2022,
Ouyang et al., 2022, Bubeck et al., 2023, Nori et al., 2023, OpenAI, 2023, Beeching et al., 2023,
Anil et al., 2023] However, due to the large scale of those models, it causes significant resource
consumptions not only during the training process, but also in the inference stage [Sharir et al., 2020,
Patterson et al., 2021, Bommasani et al., 2022]. Moreover, the latency of LLMs during inference is not
negligible since the model only generates one token at a time due to its auto-regressive nature, which
makes it unfavorable to be applied to systems desiring high throughput, such as search engines [Zhu
et al., 2023]. Therefore, it would be appealing to reduce the resource consumption and latency
without degrading the performance of LLMs.

A natural idea to reduce resource consumption and latency is to reduce the number of calls to LLMs,
which can be implemented by caching, a technique that has a long history of being studied and
applied to important areas such as computer architecture and web retrieval [Smith, 1982, Wang,
1999, Kumar and Singh, 2016]. Zhu et al. [2023] studies prompt (or query) caching for LLMs, i.e.,
some of the previous prompt-response pairs are stored in a cache with limited size, and whenever a
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Figure 1: The procedure of calling LLMs with or without cache. When a cache is available, one can
store some of the previous prompt-response pairs in the cache, and for a new prompt, one can search
in the cache whether a prompt has the same semantic meaning as the current prompt. If there is a hit,
one can directly reuse the response of the previous prompt without calling LLMs.

new prompt arrives, one can search in the cache whether a prompt has the same semantic meaning as
the current prompt, and can directly reuse the response of the previous prompt without calling LLMs
if there is a hit (see Figure 1 for a figurative illustration).

Zhu et al. [2023] focuses on caching algorithm design and directly assumes a semantic search
oracle. Although previous literature studies semantic search or embedding-based methods [Bast et al.,
2016, Chang et al., 2020, Kamalloo et al., 2023], which could serve as solutions to the caching hit
problem [zilliztech, 2023] 1, it is challenging to obtain a good embedding that can accurately represent
the semantic meaning of a prompt. Moreover, a semantically similar prompt pair cannot necessarily be
answered by the same response, which implies that we need a different vector embedding specifically
for the caching hitting problem that can be used to search a similar prompt more efficiently and better
predict the probability that a pair of prompts can be answered by the same response.

In this paper, we aim to learn a good vector embedding such that the similarity of embeddings of a
prompt pair could encode the information of whether the pair of prompts can be answered by the
same response, i.e., to better predict the probability that they can be answered by the same response.
We propose a distillation-based method, which aims to learn the ground-truth probability of whether
a prompt pair can be answered by the response via cosine similarity of the embeddings of the prompt
pair, to fine-tune an existing semantic vector embedding from Wang et al. [2022]. Theoretically, we
provide finite sample guarantees for the learning error under mild assumptions using cross entropy
and squared log difference errors, respectively (Appendix B). Empirically, we construct a dataset
based on Kwiatkowski et al. [2019] and fine-tune the embedding from Wang et al. [2022], which
improves the AUC of caching prediction from 0.85 to 0.92 within 10 minutes of training using cross
entropy error (Section 3). We also show that the fine-tuned embedding improves the throughput over
the initial embedding without fine-tuning (Section 3).

1i.e., searching whether there exists a prompt in the cache such that the current prompt can be answered by
the same response.
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2 Preliminaries

We introduce in this section some basic notations, definitions, and assumptions. Let Q denote the set
of all possible prompts (queries). For any prompt pair (q1, q2) ∈ Q×Q, we denote the ground-truth
probability that (q1, q2) can be answered by the same response by P ⋆(q1 = q2). Assume there exists
an underlying distribution µ of prompt pairs (q1, q2). Note that we do not have direct access to the µ

and instead are given a dataset D = {(qi,1, qi,2, pi)}Ni=1, where (qi,1, qi,2)
i.i.d.∼ µ and pi ∈ [0, 1] with

pi ∼ P(·|qi,1, qi,2) 2 and E[pi|qi,1, qi,2] = P ⋆(qi,1 = qi,2). Below, we define the vector embedding
of prompts and define probability via embedding similarity.
Definition 2.1 (Embedding of prompts). For any prompt q, let vθ(q) ∈ Rd denote its vector
embedding where v can be viewed as the mapping of prompts to a specific layer of a language model,
and θ ∈ Θ is the parameters of that model.
Definition 2.2 (Probability via embedding similarity). For any two prompts q1, q2, we denote the
induced probability via embedding similarity that q1, q2 can be answered by the same response by

Pθ,λ,c(q1 = q2) ≜ σ(sim(vθ(q1), vθ(q2))/λ− c),

where sim(·, ·) denotes the cosine similarity, i.e., sim(x, y) = ⟨x,y⟩
∥x∥·∥y∥ for two vectors x, y ∈ Rd,

σ(x) = 1
1+exp(−x) for x ∈ R, and λ ∈ Λ ⊂ R+, c ∈ C ⊂ R are two real-valued parameters.

3 Experiments

In this section, we show experimental results that our distillation-based method can improve the
accuracy of caching prediction and improve the throughput using caching.

Construction of the dataset. We first extract all prompts (queries) from the natural_questions
dataset [Kwiatkowski et al., 2019] and compute a vector embedding for each prompt using the last
layer of the intfloat/e5-large-v2 model [Wang et al., 2022]. After deleting repeated prompts, for each
prompt, we search the five nearest neighbors using FAISS [Johnson et al., 2019]. We sample 1999
prompts uniformly at random, and for each prompt, we choose the farthest three prompts 3 among
the five nearest neighbors to form three prompt pairs. Therefore, we get 5997 prompt pairs in total,
and we use GPT-4 [OpenAI, 2023] to label whether each prompt pair can be answered by the same
response (0 or 1). We split the dataset into a training set of size 5497 and a validation set of size 500.

Fine-tuning of embeddings. We fine-tune using cross-entropy loss or squared log difference loss
from the embedding of Wang et al. [2022]. Slightly different from the theoretical version, we view λ
and c as hyper-parameters and set them to λ = 0.01, c = 80. For squared log difference loss, we clip
the label to [10−10, 1] to avoid calculating log 0, which is not well-defined. We set the learning rate
to be 10−5 and present the ROC curve as well as AUC on the validation set of the initial embedding
and embeddings fine-tuned for eight epochs using two loss functions respectively in Figure 2.

As Figure 2 shows, fine-tuning on our constructed dataset using either loss function can help to
improve the AUC, while the cross-entropy loss function shows a better performance than the squared
log difference loss function, which is consistent with our theoretical results in Appendix B.

Simulation of the prompt streaming with caching. We also conduct a simulation to validate that
the caching through embedding similarity with our fine-tuned embedding model can improve over
the initial embedding model (i.e., the intfloat/e5-large-v2 model [Wang et al., 2022] in our case). We
first create the prompt streaming dataset, which contains 500 prompts. Specifically, the test set of the
above experiments contains 500 pairs of prompts, and we randomly discard 250 pairs with label 0
and use the remaining 250 pairs (500 prompts) to construct the simulated prompt streaming dataset in
random order. Since it is not the main focus of this paper to study the tradeoff between the size of the
caching and the throughput, and we have a moderate test set, we assume for simplicity that the cache
has an unlimited size or size larger than 500.

2P(·|qi,1, qi,2) ∈ ∆([0, 1]) can be any distribution on [0, 1].
3We choose the farthest three to construct a more “difficult” dataset. Note that for each prompt, the farthest

three might still be close to it but cannot be answered by the same response.
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Figure 2: Comparison of ROC curves. Both loss functions can help to improve the AUC, while the
cross-entropy loss function shows a better performance than the squared log difference loss function,
which is consistent with our theoretical results in Appendix B.

The caching is initialized to be empty. We maintain two counters: nBadResponse and nLLMQuery.
At each time, a prompt q from the dataset arrives, and its embedding v(q) ∈ Rd (in our experiments,
d = 1024) is calculated. We first find the nearest neighbor in that cache which is a tuple (q0, v(q0), r0),
where q0 is a prompt, r0 is the response, and v(q0) is the embedding. The distance is measured by the
angular distance (or ℓ2 distance between the normalized vectors). If σ(sim(v(q1), v(q2))/λ− c) < τ
where τ ∈ [0, 1] is a threshold, we view it as a hit and use r0 as the response of q; otherwise,
we view it as a miss, and directly query the LLM model to get the response r. In the first case,
we will query GPT4 whether r0 is a good response to q, and if not, we set nBadResponse ←
nBadResponse+ 1. In the second case, we will add the new tuple (q, v(q), r) to the cache and set
nLLMQuery← nLLMQuery+ 1.

Finally, we calculate the throughput as

thp =
N − nBadResponse

nLLMQuery+ nBadResponse
,

where N = 500 is the size of the prompt streaming dataset. We fix λ = 0.01, c = 80 as in the first
experiment. We choose v to be one of the three models: intfloat/e5-large-v2 without finetuning,
intfloat/e5-large-v2 finetuned using BCE loss for seven epochs, intfloat/e5-large-v2 finetuned using
squared log difference (SLD) loss for six epochs. We also choose different threshold τ . The result is
presented in Table 1, which shows that after fine-tuning using either loss, the throughput is improved
over the initial model without fine-tuning.

threshold 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95

Initial model 0.002 0.014 0.038 0.211 0.605 0.897 1.104 1.081
BCE model 0.75 0.899 1.017 1.082 1.11 1.13 1.102 1.066
SLD model 0.99 1.091 1.113 1.121 1.12 1.088 1.067 1.044

Table 1: Comparison of throughput of different embedding models.

4 Conclusions

In this paper, we study efficient prompt caching for LLMs by modeling the ground-truth probability
of whether a prompt pair can be answered by the same response via embedding similarity, and fine-
tuning existing semantic embeddings on our newly constructed dataset. We provide both theoretical
guarantee and empirical evidence that our proposed distillation-based method can improve the
accuracy of caching prediction and throuput. Interesting future directions include improving the
O(1/N1/4) rate and simulating the caching procedure using our fine-tuned embeddings.
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A Related Works

Caching. Caching algorithms are important to computer architecture and systems and have long
been explored [Lee et al., 2001, Stallings, 2011, Bura et al., 2021]. In recent years, caching has also
been applied to online learning analysis and machine learning advice [He et al., 2017, Chang et al.,
2018, Jiang et al., 2019, Shuja et al., 2021, Mukhopadhyay and Sinha, 2021, Faizal et al., 2022]. Zhu
et al. [2023] is the most related work and studies optimal caching algorithm for prompt in both online
and offline learning settings. Instead of studying caching policy, we aim to study how to efficiently
search and accurately predict whether there is a caching hit.

Retrieval-based LLMs. A line of work studies augmenting a language model by retrieval-based
method [Grave et al., 2016, 2017, Khandelwal et al., 2019, Borgeaud et al., 2022, Izacard et al.,
2022, Zhong et al., 2022, Min et al., 2022]. For example, the kNN-LM model [Khandelwal et al.,
2019] interpolates a distribution obtained by the vector embedding of k nearest neighbors with the
distribution of language models. Our formulation of probability via embedding similarity is inspired
by these works.

B Theoretical Results

In this section, we provide finite sample guarantees for the convergence of the learning error. We
compare two different loss functions, i.e., binary cross entropy loss (Appendix B.1) and squared log
difference loss (Appendix B.2).

First, we make the following assumptions for theoretical analysis.
Assumption B.1 (Realizability). Assume there exists θ⋆ ∈ Θ, λ⋆ ∈ Λ, c⋆ ∈ C, s.t. for any prompt
pairs (q1, q2) ∈ Q×Q, it holds that

Pθ⋆,λ⋆,c⋆(q1 = q2) = P ⋆(q1 = q2).

Assumption B.2 (Boundedness). Assume there exist constants Lλ, Bc > 0, s.t.

λ ≥ Lλ, |c| ≤ Bc, ∀λ ∈ Λ, c ∈ C.

For convenience, for any p ∈ [0, 1], we denote p̄ = 1 − p. Also, for any prompt pairs q1, q2, we
denote P̄ ⋆(q1 = q2) = 1− P ⋆(q1 = q2) and P̄θ,λ,c(q1 = q2) = 1− Pθ,λ,c(q1 = q2).

B.1 Convergence guarantee for cross-entropy loss

For any θ ∈ Θ, λ ∈ Λ, c ∈ C, we denote the (binary) cross-entropy loss function as

LBCE
µ (θ, λ, c) = −E(q1,q2)∼µ[P

⋆(q1 = q2) logPθ,λ,c(q1 = q2) + P̄ ⋆(q1 = q2) log P̄θ,λ,c(q1 = q2)].
(1)

To recover the ground-truth parameter (θ⋆, λ⋆, c⋆), one only needs to solve the optimization problem

min
θ∈Θ,λ∈Λ,c∈C

LBCE
µ (θ, λ, c). (2)

One may observe that (2) is equivalent to minimizing the expected KL divergence between the ground
truth probability P ⋆ and Pθ,λ,c.

Our algorithm minimizes the empirical version of the loss function LBCE
D (θ, λ, c), where

LBCE
D (θ, λ, c) =

−1
N

∑
(qi,1,qi,2,pi)∈D

(
pi logPθ,λ,c(qi,1 = qi,2) + p̄i log P̄θ,λ,c(qi,1 = qi,2)

)
.

Let (θ̂, λ̂, ĉ) denote the minimizer of the empirical loss, i.e.,

(θ̂, λ̂, ĉ) ∈ argmin
θ∈Θ,λ∈Λ,c∈C

LBCE
D (θ, λ, c).

The following theorem provides a finite sample guarantee of the convergence rate of the empirical
minimizer:
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Theorem B.3 (Convergence rate of the main algorithm, BCE loss). Under Assumptions B.1 and B.2,
for any δ > 0, with probability at least 1− δ, it holds that

E(q1,q2)∼µ

[∣∣∣P ⋆(q1 = q2)− Pθ̂,λ̂,ĉ(q1 = q2)
∣∣∣] ≤ O


√
L−1
λ +Bc · (log(1/δ))1/4

N1/4

 .

The proof of Theorem B.3 is deferred to Appendix C.1.

B.2 Convergence guarantee for squared log difference loss

In this section, we analyze the convergence rate for another loss function. Define the squared log
difference loss function as follows:

Lsld
µ (θ, λ, c) = E(q1,q2)∼µ

[
(logP ⋆(q1 = q2)− logPθ,λ,c(q1 = q2))

2
]
. (3)

Similarly, we also define the empirical squared log difference loss as

Lsld
µ (θ, λ, c) =

1

N

∑
(qi,1,qi,2,pi)∈D

(log pi − logPθ,λ,c(qi,1 = qi,2))
2
. (4)

Since log 0 is not well-defined, for theoretical analysis, we assume that each pi in the dataset D
satisfies pi = P ⋆(qi,1 = qi,2), i.e., the label is exact the ground-truth probability.

Now, we provide a finite sample convergence guarantee for the squared log difference loss:
Theorem B.4 (Convergence rate of the main algorithm, squared log difference loss). Under Assump-
tions B.1 and B.2, for any δ > 0, with probability at least 1− δ, it holds that

E(q1,q2)∼µ

[∣∣∣P ⋆(q1 = q2)− Pθ̂,λ̂,ĉ(q1 = q2)
∣∣∣] ≤ O

(
(L−1

λ +Bc) · (log(1/δ))1/4

N1/4

)
.

The proof of Theorem B.4 is deferred to Appendix C.2.

Remark B.5. Compared to the bound for BCE loss, there is an additional
√
L−1
λ +Bc factor in the

bound for squared log difference loss.

C Missing Proofs

C.1 Proof of Theorem B.3

To prove Theorem B.3, we first present and prove Lemmas C.1 and C.2. Our proof strategy is similar
to that of Zhan et al. [2022], Zhu and Zhang [2023].
Lemma C.1. Under Assumptions B.1 and B.2, for any δ > 0, with probability at least 1− δ, it holds
that ∣∣LBCE

D (θ, λ, c)− LBCE
µ (θ, λ, c)

∣∣ ≤ O

(
(L−1

λ +Bc)

√
log(|Θ||Λ||C|/δ)

N

)
≜ ϵBCE

stat

for any θ ∈ Θ, λ ∈ Λ, c ∈ C.

Proof. We first consider any fixed θ ∈ Θ, λ ∈ Λ, c ∈ C. One can observe that LBCE
D (θ, λ, c) is an

unbiased estimator of LBCE
µ (θ, λ, c) since

E[LBCE
D (θ, λ, c)]

=− E(q1,q2)∼µ,p∼P(·|q1,q2)
[
p logPθ,λ,c(q1 = q2) + p̄ log P̄θ,λ,c(q1 = q2)

]
=− E(q1,q2)∼µ

[
Ep∼P(·|q1,q2)

[
p logPθ,λ,c(q1 = q2) + p̄ log P̄θ,λ,c(q1 = q2)|q1, q2

]]
=− E(q1,q2)∼µ

[
P ⋆(q1 = q2) logPθ,λ,c(q1 = q2) + P̄ ⋆(q1 = q2) log P̄θ,λ,c(q1 = q2)

]
=LBCE

µ (θ, λ, c),
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where the first equality holds since the data points in the dataset are i.i.d. distributed, the second
equality holds due to tower property, and the third equality holds by the linearity of expectation.

Also, we note that the empirical loss for each data point can be upper bounded by∣∣pi logPθ,λ,c(qi,1 = qi,2) + p̄i log P̄θ,λ,c(qi,1 = qi,2)
∣∣

≤max
{
|logPθ,λ,c(qi,1 = qi,2)| ,

∣∣log P̄θ,λ,c(qi,1 = qi,2)
∣∣}

= log

(
max

{
1

Pθ,λ,c(qi,1 = qi,2)
,

1

1− Pθ,λ,c(qi,1 = qi,2)

})
.

Since σ(−x) = 1 − σ(x) and sim(vθ(q1), vθ(q2))/λ − c ∈ [−L−1
λ − Bc, L

−1
λ + Bc] by Assump-

tion B.2, we can obtain that

1

Pθ,λ,c(q1 = q2)
=

1

σ(sim(vθ(q1), vθ(q2))/λ− c)
≤ 1 + exp(L−1

λ +Bc).

By the symmetry of σ(·) and the range of sim(vθ(q1), vθ(q2))/λ− c, it also holds that

1

1− Pθ,λ,c(q1 = q2)
≤ 1 + exp(L−1

λ +Bc).

Therefore, ∣∣pi logPθ,λ,c(qi,1 = qi,2) + p̄i log P̄θ,λ,c(qi,1 = qi,2)
∣∣

≤ log
(
1 + exp(L−1

λ +Bc)
)
≤ O(L−1

λ +Bc).

By Hoeffding’s inequality, we have with probability at least 1− δ, it holds that∣∣LBCE
D (θ, λ, c)− LBCE

µ (θ, λ, c)
∣∣ ≤ O

(
(L−1

λ +Bc)

√
log(1/δ)

N

)
.

Applying a union bound over all θ ∈ Θ, λ ∈ Λ, c ∈ C concludes the result.

Lemma C.2. Under Assumptions B.1 and B.2, with probability at least 1− δ, it holds that

LBCE
µ (θ̂, λ̂, ĉ)− LBCE

µ (θ⋆, λ⋆, c⋆) ≤ 2ϵBCE
stat .

where ϵBCE
stat is defined in Lemma C.1 and

(θ̂, λ̂, ĉ) ∈ argmin
θ∈Θ,λ∈Λ,c∈C

LBCE
D (θ, λ, c).

Proof. We condition on the high probability event in Lemma C.1. Note that

LBCE
µ (θ̂, λ̂, ĉ)− LBCE

µ (θ⋆, λ⋆, c⋆)

=LBCE
µ (θ̂, λ̂, ĉ)− LBCE

D (θ̂, λ̂, ĉ)︸ ︷︷ ︸
(1)

+LBCE
D (θ̂, λ̂, ĉ)− LBCE

D (θ⋆, λ⋆, c⋆)︸ ︷︷ ︸
(2)

+ LBCE
D (θ⋆, λ⋆, c⋆)− LBCE

µ (θ⋆, λ⋆, c⋆)︸ ︷︷ ︸
(3)

.

(1), (3) ≤ ϵBCE
stat by Lemma C.1 and (2) ≤ 0 by the optimality of (θ̂, λ̂, ĉ), which completes the

proof.

Equipped with Lemmas C.1 and C.2, we are now able to prove Theorem B.3.

Proof of Theorem B.3. We condition on the high probability event in Lemma C.2. Note that by the
realizability of the ground-truth probability (Assumption B.1) and the property of binary cross-entropy,
we have

(θ⋆, λ⋆, c⋆) ∈ argmin
θ∈Θ,λ∈Λ,c∈C

LBCE
µ (θ, λ, c).
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For any θ ∈ Θ, λ ∈ Λ, c ∈ C, we map (θ, λ, c) to a function fθ,λ,c(·, ·) : Q×Q → [0, 1], where

fθ,λ,c(q1, q2) = Pθ,λ,c(q1 = q2), ∀q1, q2 ∈ Q.

Moreover, we define functional h s.t. for any function f : Q×Q → [0, 1],

h(f) =− E(q1,q2)∼µ[P
⋆(q1 = q2) log f(q1, q2) + P̄ ⋆(q1 = q2) log(1− f(q1, q2))].

By the definition of BCE loss, h(fθ,λ,c) = LBCE
µ (θ, λ, c). Therefore, Lemma C.2 translates to

h(fθ̂,λ̂,ĉ)− h(fθ⋆,λ⋆,c⋆) ≤ 2ϵBCE
stat . (5)

Note that fθ⋆,λ⋆,c⋆ is still the minimizer of h(f) even if f cannot be induced by some θ, λ, c.

We also observe that h(f) is 1-strongly convex w.r.t. f in ∥ · ∥2,µ norm. To see why this is the case,
one can calculate the second-order derivative of h w.r.t. f(q1, q2) for any (q1, q2) ∈ Q×Q, which is

∂2h

∂f2
(q1, q2) =

P ⋆(q1 = q2)

f2(q1, q2)
+

P̄ ⋆(q1 = q2)

(1− f(q1, q2))2
≥ P ⋆(q1 = q2) + P̄ ⋆(q1 = q2) = 1,

which demonstrates the strong convexity. Therefore, by strong convexity and the optimality of
fθ⋆,λ⋆,c⋆ , we can obtain that

h(fθ̂,λ̂,ĉ) ≥ h(fθ⋆,λ⋆,c⋆) +
1

2
∥fθ⋆,λ⋆,c⋆ − fθ̂,λ̂,ĉ∥

2
2,µ.

Combining (5), we have

∥fθ⋆,λ⋆,c⋆ − fθ̂,λ̂,ĉ∥2,µ ≤ 2

√
ϵBCE

stat .

Finally, by Cauchy–Schwarz inequality, we can conclude

E(q1,q2)∼µ

[∣∣∣P ⋆(q1 = q2)− Pθ̂,λ̂,ĉ(q1 = q2)
∣∣∣]

=∥fθ⋆,λ⋆,c⋆ − fθ̂,λ̂,ĉ∥1,µ ≤ ∥fθ⋆,λ⋆,c⋆ − fθ̂,λ̂,ĉ∥2,µ ≤ 2

√
ϵBCE

stat .

C.2 Proof of Theorem B.4

Proof of Theorem B.4. The proof is similar to the proof of Theorem B.3. First, it is easy to see
that the empirical loss Lsld

D (θ, λ, c) is an unbiased estimator of Lsld
µ (θ, λ, c) by definition since

pi = P ⋆(qi,1 = qi,2). Also,

(log pi − logPθ,λ,c(qi,1 = qi,2))
2 ≤

(
log
(
1 + exp(L−1

λ +Bc)
))2

= O
(
(L−1

λ +Bc)
2
)
.

Therefore, by Hoeffding’s inequality and union bound, we have that with probability at least 1− δ, it
holds that ∣∣Lsld

D (θ, λ, c)− Lsld
µ (θ, λ, c)

∣∣ ≤ O

(
(L−1

λ +Bc)
2

√
log(|Θ||Λ||C|/δ)

N

)
≜ ϵsld

stat.

Similar to Lemma C.2, we can obtain that

Lsld
µ (θ̂, λ̂, ĉ)− Lsld

µ (θ⋆, λ⋆, c⋆) ≤ 2ϵsld
stat. (6)

Now, for any θ ∈ Θ, λ ∈ Λ, c ∈ C, we map (θ, λ, c) to a function fθ,λ,c(·, ·) : Q×Q → [0,+∞),
where

fθ,λ,c(q1, q2) = − logPθ,λ,c(q1 = q2), ∀q1, q2 ∈ Q.

Moreover, we define functional h s.t. for any function f : Q×Q → [0, 1],

h(f) =E(q1,q2)∼µ[(f(q1, q2) + logP ⋆(q1 = q2))
2].
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By the definition of squared log difference loss, h(fθ,λ,c) = Lsld
µ (θ, λ, c). Therefore, (6) translates to

h(fθ̂,λ̂,ĉ)− h(fθ⋆,λ⋆,c⋆) ≤ 2ϵsld
stat. (7)

Note that fθ⋆,λ⋆,c⋆ is still the minimizer of h(f) even if f cannot be induced by some θ, λ, c.

We also observe that h(f) is 2-strongly convex w.r.t. f in ∥·∥2,µ norm by calculating the second-order
derivative of h w.r.t. f . Therefore, by strong convexity and the optimality of fθ⋆,λ⋆,c⋆ , we can obtain
that

h(fθ̂,λ̂,ĉ) ≥ h(fθ⋆,λ⋆,c⋆) + ∥fθ⋆,λ⋆,c⋆ − fθ̂,λ̂,ĉ∥
2
2,µ.

Combining (7), we can obtain

E(q1,q2)∼µ

[
(logP ⋆(q1 = q2)− logPθ,λ,c(q1 = q2))

2
]
= ∥fθ⋆,λ⋆,c⋆ − fθ̂,λ̂,ĉ∥

2
2,µ ≤ 2ϵsld

stat.

Note that by mean value theorem, for any 0 < x < y < 1, log x − log y = (x − y)/z for some
z ∈ (x, y). Therefore, (log x− log y)2 = (x− y)2/z2 > (x− y)2. This implies

E(q1,q2)∼µ

[
(P ⋆(q1 = q2)− Pθ,λ,c(q1 = q2))

2
]

≤E(q1,q2)∼µ

[
(logP ⋆(q1 = q2)− logPθ,λ,c(q1 = q2))

2
]
= 2ϵsld

stat.

By Cauchy–Schwarz inequality, we can conclude

E(q1,q2)∼µ

[∣∣∣P ⋆(q1 = q2)− Pθ̂,λ̂,ĉ(q1 = q2)
∣∣∣]

≤
√

E(q1,q2)∼µ

[
(P ⋆(q1 = q2)− Pθ,λ,c(q1 = q2))

2
]
≤
√
2ϵsld

stat.
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