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Abstract
Natural language processing (NLP) made an im-
pressive jump with the introduction of Transform-
ers. ChatGPT is one of the most famous examples,
changing the perception of the possibilities of AI
even outside the research community. However,
besides the impressive performance, the quadratic
time and space complexity of Transformers with
respect to sequence length pose significant limita-
tions for handling long sequences. While efficient
Transformer architectures like Linformer and Per-
former with linear complexity have emerged as
promising solutions, their theoretical understand-
ing remains limited. In this paper, we introduce
Sumformer, a novel and simple architecture ca-
pable of universally approximating equivariant
sequence-to-sequence functions. We use Sum-
former to give the first universal approximation
results for Linformer and Performer. Moreover,
we derive a new proof for Transformers, show-
ing that just one attention layer is sufficient for
universal approximation.

1. Introduction
The introduction of the Transformer architecture in 2017
(Vaswani et al., 2017) commenced a new revolution in the
field of deep learning. It not only revolutionized Natural
Language Processing with famous models like BERT (De-
vlin et al., 2018) and GPT-3 (Brown et al., 2020) but also
other areas like computer vision (Dosovitskiy et al., 2020)
and biology (Jumper et al., 2021).

However, Transformers can become computationally ex-
pensive at scale. In many cases, the primary performance
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bottleneck is the attention mechanism that needs to compute
a n ˆ n-Matrix, where n P N is the length of the input
sequence. Therefore, the computational complexity of a
forward pass grows Opn2q with the sequence length. This
establishes the sequence length as one of the major bottle-
necks when using Transformers for long sequences, which
are encountered in many fields, such as NLP for processing
longer documents like books, time series (Wen et al., 2022),
genomics (Eraslan et al., 2019), and reinforcement learning
(Chen et al., 2021).

To address this problem, many new architectures have been
proposed (Child et al., 2019; Wang et al., 2020; Choroman-
ski et al., 2020; Katharopoulos et al., 2020; Kitaev et al.,
2020; Zaheer et al., 2020; Tay et al., 2022; Beltagy et al.,
2020). These can be roughly divided into sparse Transform-
ers and efficient Transformers (Tay et al., 2022). In some
cases, the complexity can be reduced to as low as Opnq.
While, in practice, these new architectures do not match the
performance of Transformers, the performance relative to
the decrease in computational cost makes them promising.

Besides their empirical performance, little is known about
the theoretical properties of these new architectures. Particu-
larly, they have not yet been studied from the perspective of
expressivity. This paper shows that the efficient Transform-
ers, Linformer and Performer, are universal approximators
of equivariant continuous sequence-to-sequence functions
on compact sets.

1.1. Summary of contributions

In this paper, we introduce the Sumformer architecture. This
architecture serves as a simple tool that we can use to investi-
gate the expressive power of Transformers and two selected
efficient Transformer architectures: Linformer (Wang et al.,
2020) and Performer (Choromanski et al., 2020). We chose
the latter two architectures since they performed best in the
Long Range Arena benchmark (Tay et al., 2020).

First, we show that the Sumformer architecture is able to ap-
proximate all continuous equivariant sequence-to-sequence
functions on compact sets (Sec. 3). We give two different
proofs: A continuous proof based on the algebra of mul-
tisymmetric polynomials, and a discrete proof based on a
piecewise constant approximation.
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Using this result, we give a new proof of the universal
approximation theorem for Transformers (Sec. 4.2). This
proof improves significantly upon the previous result from
(Yun et al., 2019), by reducing the number of necessary
attention layers. Our proof only needs one attention layer,
whereas the number of attention layers in (Yun et al., 2019)
grows exponentially with the token dimension.

Based on this proof, we give the first proof that Linformer
and Performer are universal approximators (Sec. 4.3). This
is the first universal approximation theorem for efficient
Transformers, showing that despite using the efficient atten-
tion mechanisms we do not suffer from a loss in expressivity.

Our numerical experiments (Sec. 5) using the Sumformer
architecture show that the Sumformer architecture is not
only theoretically useful but can indeed be used to learn
functions using gradient descent. Furthermore, we find an
exponential relation between the token dimension and the
necessary latent dimension.

1.2. Related work

This paper analyses the expressive power of newly evolving
efficient Transformer architectures. Expressivity is a natural
first question when investigating the possibilities and lim-
itations of network architectures. Therefore, the question
of which functions can be approximated (uniformly) with
neural networks and their variance is of great interest.

The publications mentioned in the following are by no
means exhaustive but rather a selection: The first universal
approximation result for neural networks dates back to 1989
with the universal approximation theorem in (Hornik et al.,
1989). Further investigations also for deeper networks were
made in (Barron, 1994; Mhaskar, 1996; Shaham et al., 2018).
These results were extended to functions with the rectified
linear unit (ReLU) activation function in (Petersen & Voigt-
laender, 2018; Lu et al., 2017; Yarotsky, 2017; Gühring
et al., 2020) and convolutional neural networks in (Yarotsky,
2022). Feed forward neural networks with fewer non-zero
coefficients and values that can be stored with fewer bits
and therefore improve memory efficiency are investigated
in (Bolcskei et al., 2019).

The Transformer architecture has not been explored as much
in the literature. We know from (Yun et al., 2019) that Trans-
formers are universal approximators in Lp, for 1 ď p ă 8

for continuous sequence-to-sequence functions. Moreover,
it has been shown in (Yun et al., 2020) that under certain
assumptions on the sparsity pattern, sparse Transformers
form universal approximators in the same setting. The ex-
pressivity of the self-attention mechanism has also been
examined from a complexity theory perspective in (Likhosh-
erstov et al., 2021). For efficient Transformer architectures,
no such universal approximation results exist to our knowl-

edge.

The main inspiration for this work is the Deep Sets archi-
tecture which shows a universal approximation theorem for
invariant functions on sets (Zaheer et al., 2017; Wagstaff
et al., 2019). We expand on their theorems in the continuous
case (Theorem 7 & 9) and expand the theory from invariant
functions on sets to equivariant functions on sequences. A
similar model to Sumformer was proposed, and universal-
ity was proven in (Hutter, 2020). However, the connection
to (efficient) Transformers was not made. We build upon
their proof and propose an alternative discontinuous version.
Concurrent work has given the continuous proof in higher
dimension, but neither considers the expansion to equiv-
ariant sequence-to-sequence functions nor to Transformers
(Chen et al., 2022).

2. Preliminaries
This section describes the setting and states helpful theorems
for our proofs and experiments.

We first recall the definition of attention heads and the Trans-
former block from (Vaswani et al., 2017). Afterwards, we
describe how they can be changed to be more efficient with
Linformer and Performer.

Furthermore, we define equivariant, semi-invariant func-
tions, multisymmetric polynomials, and multisymmetric
power sums (Briand, 2004). We also state important theo-
rems about the relations between these concepts from (Hut-
ter, 2020) and (Briand, 2004). Lastly, we recall an important
theorem from (Zaheer et al., 2017).

2.1. Transformer

The central part of the Transformer is the (self-)attention
layer, which is able to connect every element in a sequence
with every other element.
Definition 2.1 (Attention Head (Vaswani et al., 2017)). Let
WQ,WK ,WV P Rdˆd be weight matrices and let ρ : Rd Ñ

Rd be the softmax function. A (self-)attention head is a
function AttHead : Rnˆd Ñ Rnˆd with

AttHeadpXq :“ ρ
´

pXWQqpXWKqJ{
?
d

¯

looooooooooooooomooooooooooooooon

A

XWV (1)

where ρ is applied row-wise. We call A P Rnˆn the atten-
tion matrix.

Computing the attention matrix A has a computational com-
plexity of Opn2q, thereby forming the highest cost in evalu-
ating the Transformer.

In the next step, we combine the attention heads to an atten-
tion layer by concatenating h attention heads and multiply-
ing them with another weight matrix WO.
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Definition 2.2 (Attention Layer (Vaswani et al., 2017)). Let
h P N, let AttHead1, . . . ,AttHeadh be attention heads
and let WO P Rhdˆd. A (multi-head) (self-)attention layer
Att : Rnˆd Ñ Rnˆd is defined as

AttpXq :“ rAttHead1pXq, . . . ,AttHeadhpXqsWO.
(2)

For the Transformer architecture the attention layer is com-
bined with fully-connected layers that are applied token-
wise. Moreover, there are residual connections between
all the layers (He et al., 2016). Those three components
together yield the Transformer block.
Definition 2.3 (Transformer Block (Vaswani et al., 2017)).
A Transformer block Block : Rnˆd Ñ Rnˆd is an attention
layer Att : Rnˆd Ñ Rnˆd followed by a fully-connected
feed forward layer FC : Rd Ñ Rd with residual connec-
tions

BlockpXq :“ X ` FCpX ` AttpXqq (3)

where the fully-connected feed-forward layer FC is applied
row-wise.

Similar to the concept of feed-forward neural networks,
we stack several Transformer blocks after each other by
concatenation. The Transformer architecture is then defined
as follows.
Definition 2.4 (Transformer Network (Vaswani et al.,
2017)). Let ℓ P N and Block1, . . . ,Blockℓ be Transformer
blocks. A Transformer network T : Rnˆd Ñ Rnˆd is a
composition of Transformer blocks:

T pXq :“ pBlockℓ ˝ Blockℓ´1 ˝ ¨ ¨ ¨ ˝ Block1qpXq. (4)

2.2. Efficient Transformer

To address the Opn2q bottleneck of computing the attention
matrix A, various efficient Transformers were introduced.
We chose to investigate Linformer and Performer since they
stood out in the Long Range Arena benchmark (Tay et al.,
2020). Both architectures only replace the attention mecha-
nism and do not change the rest of the architecture.

2.2.1. LINFORMER

The Linformer architecture is motivated by the observation
that the attention matrix A is effectively low rank. This is
supported by empirical evidence in actual language models
and theoretical results in (Wang et al., 2020).

The Linformer architecture utilizes the Johnson-
Lindenstrauss Lemma by using linear projections
E,F P Rkˆn to project the key and value matrix
K “ XWK and V “ XWV from Rnˆd to Rkˆd. The
entries of E and F are sampled from a normal distribution.
The precise definition of a Linformer Attention Head is as
follows:

Definition 2.5 (Linformer Attention Head (Wang et al.,
2020)). Let k P N with k ă n and let E,F P Rkˆn be lin-
ear projection matrices. Furthermore, let WQ,WK ,WV P

Rdˆd, ρ : Rd Ñ Rd be as in the Definition of a Transformer
attention head 2.1. A Linformer attention head is a function
LinAttHead : Rnˆd Ñ Rnˆd with

LinAttHeadpXq :“ ρ
´

pXWQqpEXWKqJ{
?
d

¯

FXWV

(5)
where ρ is applied row-wise.

Then, the new attention matrix A “

ρppXWQqpEXWKqJ{
?
dq will be in Rnˆk, giving

a computational complexity of Opnkq instead of Opn2q.
Using the Johnson-Lindenstrauss Lemma it is shown that
when k is chosen on the order of Opd{ε2q, the attention
mechanism is approximated with ε error. Since Opd{ε2q is
independent of n, the complexity of Linformer Attention is
Opnq as n increases.

2.2.2. PERFORMER

The key insight that motivates the Performer architecture is
the fact that the attention mechanism could be more efficient
if the attention matrix had no non-linearity:

pQKT qV “ QpKTV q (6)

This reduces the computational complexity from Opn2dq

to Opnd2q. By interpreting the attention matrix as a kernel
matrix, this non-linearity can be replaced by a dot product
in a kernel space, enabling the following efficient attention
algorithm:

Definition 2.6 (Performer Attention Head (Choromanski
et al., 2020)). Let k P N with k ă n, let ω1, . . . , ωk „

N p0, Idq and define a : Rd Ñ Rk as

apxq :“
1

?
k
exp

ˆ

´
∥x∥2

2

˙

“

exppωJ
1 xq, . . . , exppωJ

k xq
‰

.

(7)
Furthermore, let WQ,WK ,WV P Rdˆd be weight matrices.
A Performer attention head is a function PerAttHead :
Rnˆd Ñ Rnˆd with

PerAttHeadpXq :“ apXWQq

´

apXWKqJpXWV q

¯

(8)
where a is applied row-wise.

With this definition, we avoid the computation of the full at-
tention matrix, which reduces the computational complexity
from Opn2dq to Opnkdq.

2.3. Equivariant and Semi-Equivariant Functions

Let X and Y be the domain and range of a function, e.g.,
X “ Y “ Rd or X ,Y “ r0, 1sd in the compact case. We
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call an element X P Xn a sequence of n elements and
denote X “ rx1, . . . , xns. Often, we refer to the elements
xi of the sequence as points. In the canonical case X Ď Rd,
we can represent sequences X P Rnˆd as matrices. We call
functions of type f : Xn Ñ Y sequence-to-point functions.
Definition 2.7 (Equivariance). A sequence-to-point func-
tion f : Xn Ñ Y , with X ,Y Ă Rd is equivariant to the
order of elements in a sequence if for each permutation
π : rns Ñ rns:

fprxπp1q, . . . , xπpnqsq “ rfπp1qpXq, . . . , fπpnqpXqs. (9)

We write that f P Fn
equipX ,Yq.

Transformers represent sequence-to-sequence functions, but
sometimes it is more convenient to work with sequence-to-
point functions. To facilitate that, we recall the concept of a
semi-invariant function (see: (Hutter, 2020)).
Definition 2.8 (Semi-invariance). A sequence-to-point func-
tion g : Xn Ñ Y is semi-invariant if for each permutation
π : rnszt1u Ñ rnszt1u:

gprx1, x2, . . . , xnsq “ gprx1, xπp2q, . . . , xπpnqsq. (10)

In this context, the following insight from [(Hutter, 2020),
Lemma 10] is important because it enables us to deal with
equivariant sequence-to-sequence functions by looking at
semi-invariant sequence-to-point functions instead:
Lemma 2.9 (Equivalence of Equivariance and Semi-in-
variance (Hutter, 2020)). A sequence-to-sequence function
f : Xn Ñ Yn is equivariant if and only if there exists a
semi-invariant sequence-to-point function g : Xn Ñ Y
such that

fprx1, . . . , xnsq

“ rgpx1, tx2, x3 . . . uq, gpx2, tx1, x3, . . . uq, . . . s.
(11)

2.4. Multisymmetric Polynomials

We discuss two different proofs for the universality of Sum-
former. For the continuous proof, we use multisymmetric
polynomials, which we introduce now. Our definitions are
based on (Briand, 2004).
Definition 2.10 (Multisymmetric Polynomial). Let X Ă

Rd. A (real) multisymmetric polynomial in a sequence
of length n is a polynomial p : Xn Ñ R in the vari-
ables xp1q

1 , x
p1q

2 , ..., x
pnq

d which is invariant in permutations
of xp1q, ..., xpnq.
Definition 2.11 (Multisymmetric Power Sum). A multi-
symmetric power sum of multidegree α “ pα1, ..., αdq P

Ndzt0u is a multisymmetric polynomial of the form:

pα : Xn Ñ R, rxp1q, ..., xpnqs ÞÑ

n
ÿ

i“1

pxpiqqα (12)

where pxpiqqα “ px
piq
1 qα1 ¨ ¨ ¨ px

piq
d qαd .

The multisymmetric power sums are of interest because
they can generate any multisymmetric polynomial. The
following theorem which follows directly from [(Briand,
2004), Theorem 3 & Corollary 5] shows this relationship:

Theorem 2.12 (Multisymmetric Power Sums generate Mul-
tisymmetric Polynomials). The real multisymmetric power
sums in a sequence of length n with multidegree |α| :“
α1 ` ¨ ¨ ¨ `αd ď n generate all real multisymmetric polyno-
mials (in a sequence of length n), i.e. every multisymmetric
polynomial p can be represented by

p “ σppαp1q , ..., pαpzq q (13)

with a (real) polynomial σ and the multisymmetric power
sums pαp1q , ..., pαpzq .

2.5. Deep sets

As discussed in Section 1.2, the concept of a Sumformer,
which we introduce in section 3, is related to the concept of
deep sets introduced in (Zaheer et al., 2017). We also utilize
the following theorem for the discontinuous proof:

Theorem 2.13 ((Zaheer et al., 2017), Theorem 2). Let Z “

tz1, ..., zMu, zm P E, E countable and Z be the power
set of Z. A function f : Z Ñ R operating on Z can be
permutation invariant to the elements in Z, if and only if it
can be decomposed in the form ψp

ř

zPZ ϕpxqq, for suitable
transformations ϕ and ψ.

3. Sumformer
We now introduce the new architecture Sumformer. The
name stems from the inherent dependence on the sum of a
function evaluation of every token separately.

Definition 3.1 (Sumformer). Let d1 P N and let there be two
functions ϕ : X Ñ Rd1

, ψ : X ˆ Rd1

Ñ Y . A Sumformer
is a sequence-to-sequence function S : Xn Ñ Yn which is
evaluated by first computing

Σ :“
n

ÿ

k“1

ϕpxkq, (14)

and then

Sprx1, . . . , xnsq :“ rψpx1,Σq, . . . , ψpxn,Σqs. (15)

The Sumformer architecture is simple and can be approxi-
mated with Transformers, Linformers, and Performers. The
simplicity of the architecture and the ability to prove the
universality of multiple architectures using it suggests that
Sumformers can also be approximated by other architec-
tures and thereby give universal approximation theorems for
them.
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4. Universal approximation
In this section, we give the main theorems of this paper.
We first show that Sumformers are universal approximators
for continuous sequence-to-sequence functions. This result
can be used to give a new proof for the universality of
Transformers and the first universal approximation results
for Linformer and Performer.

Before continuing, we make an important assumption: For
the rest of this paper, let X ,Y Ď Rd and let X be a compact
set. Note that X and Y do not need to have the same dimen-
sionality in the following theorems. This only simplifies our
notation.

4.1. Sumformer

We show two different proof ideas for the universal approxi-
mation by Sumformer.

The second relies on a local approximation with a piecewise
constant function. This approximation allows us to choose
the inherent dimension d1 “ 1. Hence, we are able to
choose a very small attention matrix. However, due to the
discontinuous structure, we need exponentially many feed-
forward layers in the sequence lengths n and the token size
d.

This problem can be circumvented with an approximation
with continuous ψ and ϕ using multisymmetric power sums
from Definition 2.11. In this case, four feed-forward layers
and one attention or summing layer are sufficient. However,
the inherent dimension d1 scales with nd - for a fixed d - in
this case. Therefore, the related attention matrices also scale
with nd.

We investigate this trade-off further in Section 5 with nu-
merical experiments.

Theorem 4.1 (Universal Approximation by Sumformer).
For each function f P Fn

equipX ,Yq and for each ε ą 0
there exists a Sumformer S such that

sup
XPXn

}fpXq ´ SpXq}8 ă ε. (16)

Proof sketch continuous. We aim to use Theorem 2.12.
Therefore, for every i P rds, we approximate coordinate i of
f with an equivariant vector of polynomials pi : Xn ÞÑ Rn

with an accuracy of ϵ{d (as done in (Hutter, 2020)). This
is possible using a version of the Stone-Weierstrass the-
orem from (Hutter, 2020). Because pi is equivariant we
can use Theorem 2.9 to represent pi by a semi-invariant
polynomial qi : Xn ÞÑ R, such that piprx1, . . . , xnsq “

rqipx1, tx2, . . . , xnuq, . . . , qipxn, tx1, . . . , xn´1uq.

Now, we use Theorem 2.12 and a representation similar to
(Hutter, 2020) to represent qi using multisymmetric mono-
mials and polynomials of multisymmetric power sums. For

this, we define a function mapping to the power sums: Let
ϕ : Rd ÞÑ Rd1

be the map to all d1 multisymmetric monomi-
als with order 0 ă |α| ď n. The sum in the Sumformer is
then represented as Σ “

řn
i“1 ϕpxpiqq. We represent qi by

ψipx
pjq,Σq “

ÿ

αPP

pxpjqqα ¨ σαpΣ ´ ϕpxpjqqq (17)

with P Ď Nd
0, |P | ă 8 and σα are polynomials. Finally,

by setting ψ “ rψ1, ..., ψds, we obtain a Sumformer S with
Spxq “ rp1pxq, ..., pdpxqs which therefore also fulfills the
required goodness of fit.

Proof sketch discontinuous. Instead of approximating the
equivariant function f , we approximate the semi-invariant
and uniformly continuous (since X is compact) function g,
which represents every component as described in Theorem
2.9. To be able to use Theorem 2.13 with a countable input,
we approximate g with a locally constant function g. The
used grid is of size p1{δqnd for some δ ą 0, which depends
on ε. The new function g is also semi-invariant.

Now, we can assign every grid point p P G a coordinate
χppq “ pa, bq P r∆sd ˆ r∆spn´1qˆd where ∆ “ 1

δ . Further-
more, we can find a function λ : r∆spn´1qˆd Ñ N with a
finite range which yields the same output if and only if the
input sequences are permutations of each other.

In the next step, we can use Theorem 2.13 to find ϕ˚ and
ψ˚ so that λpbq “ ψ˚

´

řn´1
i“1 ϕ

˚pbiq
¯

.

Let q : X Ñ r∆sd be the function mapping tokens to the
corresponding cube-coordinate. Then by defining

Σ “

n
ÿ

i“1

ϕ˚pqpxqq (18)

and

ψpx1,Σq

:“ g

ˆ

χ´1

ˆ

qpx1q, λ´1
´

ψ˚
`

Σ ´ ϕpx1q
˘

¯

˙˙

(19)

we yield a Sumformer with the required goodness of fit.
Note that even though λ´1, in general, might not be invert-
ible, we can find an inverse of a restriction of λ to a subset
of the domain such that properties necessary for our proof
are given.

4.2. Transformer

With the approximation result for Sumformers, we can now
present two new proofs for the universality of Transform-
ers. Before we give these proofs, we want to highlight the
first universality theorem for Transformers from (Yun et al.,
2019) and discuss the similiarities and differences.
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Theorem 4.2 (Universal Approximation by Transformer
(Yun et al., 2019)). Let ε ą 0 and let 1 ď p ă 8.
Then, for any continuous, permutation-equivariant func-
tion f : Rnˆd Ñ Rnˆd with compact support, there exists
a Transformer Network T such that

ˆ
ż

}T pXq ´ fpXq}ppdX

˙1{p

ď ε. (20)

The first noticeable difference is the fact that (Yun et al.,
2019) uses the Lp norm to measure the accuracy. In our
setting, we aim to understand the worst-case behavior and
therefore use the supremum norm. Furthermore, (Yun et al.,
2019) also gives proofs for functions that are not equivari-
ant by using positional encoding. Because the positional
encoding is added only to the input and does not change any
further points about the architecture, this can probably be
applied also in our case.

Beyond the difference in the theorem setup, we also have a
very different proof strategy. The proof in (Yun et al., 2019)
relies on the concept of contextual mappings. To implement
these mappings, the Transformer needs ε´d many attention
layers, where d is the token size and ε is the desired ap-
proximation accuracy. With our proof, we improve upon
this result by showing that we only need one attention layer,
which is used to represent the sum in the Sumformer.

With this information, we can now state our theorem for the
universal approximation by Transformers.

Theorem 4.3 (Universal Approximation by Transformer).
For each function f P Fn

equipX ,Yq and for each ε ą 0 there
exists a Transformer T such that

sup
XPXn

}fpXq ´ T pXq}8 ă ε. (21)

Proof Sketch. First, note that the weights in the attention
matrix can be set to zero; this way, we can get feed-forward
networks only. In the continuous case, ϕ is also continuous
and can therefore be approximated with a 2-layer network
by (Hornik et al., 1989). For the discontinuous proof, we
know from (Yun et al., 2019) that we need Opnp1{εqnd{n!q
many layers for the approximation.

In the following steps, we approximate the sum with an
attention head. This step is equal for the continuous and
discontinuous settings. However, in the discontinuous case,
we can set d1 “ 1. This step is also the only step we need to
investigate for the Linformer and Performer proof.

We first use a feed-forward neural network to have as input
the matrix:

»

–

1 x1 ϕpx1q 0d1

. . .
1 xn ϕpxnq 0d1

fi

fl P Rnˆ1`d`2d1

(22)

Then, we choose

WQ “ WK “ re1,0p1`d`2d1qˆp1`d`2d1qs (23)

with e1 “ r1,0d`2d1 sJ P R1`d`2d1

such that A “ 1
n1nˆn

and WV such that we get together with the skip connection:
»

–

1 x1 ϕpx1q Σ
. . .

1 xn ϕpxnq Σ

fi

fl P Rnˆ1`d`2d1

(24)

We can then, in the continuous case, apply another two
layers for the approximation of the continuous ψ, or we
need another Opnp1{εqnd{n!q many feed-forward layers to
approximate the ψ build in the discontinuous case.

4.2.1. NETWORK SIZE

Using Sumformer, we were able to give two different con-
structions for the Transformer as universal approximators.
We note that the construction of the attention head remains
the same except for the possible choice of d1. When we ap-
proximate ϕ and ψ with smooth functions, we need a larger
latent dimension d1. In the discontinuous construction, we
need more layers to approximate ϕ and ψ but can approxi-
mate the function of interest f using only d1 “ 1. The same
situation can be observed for the efficient Transformers as
we only replace the attention heads but keep the functions
ϕ and ψ from the proof of the Transformer. There might
be another way of representing functions with Sumformers.
However, the current proofs suggest a trade-off between the
size of the latent dimension d1 and the number of necessary
layers. In Section 5, we test the dependence of the validation
loss on the relationship of d1 to the sequence length n and
the token size d.

4.3. Efficient Transformers are Universal
Approximators

Using the concept of Sumformer, we can show that Lin-
former and Performer are universal approximators for con-
tinuous functions on a compact support. We are able to
utilize the proof for Transformers as the architecture is only
changed in the attention head, which forms the main compu-
tational cost of Transformer. As the rest of the architecture
stays the same, this part of the proof does not need to be
adapted. We start with Linformer as introduced in Definition
2.5.

Theorem 4.4 (Universal Approximation by Linformer). For
each function f P Fn

equipX ,Yq and for each ε ą 0 there
exist k P Opd{ε2q and there exist matrices E,F P Rkˆn

and a Linformer TLin such that

sup
XPXn

}fpXq ´ TLinpXq}8 ă ε. (25)
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Proof. By Definition 2.5, Linformer TLin have the same
architecture as Transformer T except for the attention head.
Therefore, we can use the same construction for ψ and ϕ as
in the proof of Theorem 4.2. It remains to show that we can
represent the sum in the Sumformer with the linear attention
head as well. We now discuss how the weight and projection
matrices are chosen for the approximation. LetE “ 1

n1kˆn

and F “ 1
k1kˆn, WQ,WK ,WV as in Equation (23) and

we get that the Linformer attention layers maps to

ρppXWQqpEXWKqT q ¨ pFXWV q “ r0nˆ1`d`d1 ,Σs

(26)

After applying the skip connection, we get the same output
as in Equation (24) in Theorem 4.2. Therefore, we can
apply the same representation for ψ and get the desired
approximation.

Now, even though the structure and idea of Performer differ
a lot from Linformer, we can use a similar strategy to show
the universal approximation.
Theorem 4.5 (Universal Approximation by Performer). Let
k P N with k ă n. For each function f P Fn

equipX ,Yq and
for each ε ą 0 there exists a Performer TPer such that

sup
XPXn

}fpXq ´ TPerpXq}8 ă ε. (27)

Proof. As in the proof for the Linformer attention layer
we use the fact that the Performer TPer only differs from a
Transformer T by the choice of the attention head. There-
fore, we now build a Performer attention head which is able
to approximate the sum for the Sumformer.

We choose the sameWQ andWK as in Equation (23). Next,
we fix the vectors w1, . . . , wk in a in the Performer Def-
inition 2.6. Then, because all rows are the same and a
is applied row-wise, apXWQqapXWKqJ “ λ ¨ 1nˆn for
some λ P R.

In contrast, to the previous proof, we need to add another
feed-forward layer after the attention layer. We choose
the weight matrix to be W “ 1

λnIp1`d`2d1q and the bias
b “ 01`d`2d1 . Then, we get an output of

WapXWQqapXWKqJpXWV q ` b

“ r0nˆ1`d`d1 ,ΣsT .
(28)

With the skip connection we get the desired input for ψ and
are able to use the same approximation for ψ as in Theorem
4.3.

5. Numerical Experiments
We implemented two different Sumformer architectures and
tested them on approximating analytically given (i.e., non-
real-world) functions. Both architectures consist of three

components: one representing ϕ, one representing ψ, and
the last combining the two as described in Definition 3.1.

The function ψ is represented by a Multi-layer perceptron
(MLP) in both architectures. The representation of ϕ differs:
The first model uses the ϕ we constructed in the proof of
Theorem 4.1 (Polynomial Sumformer), whereas the second
one uses an MLP again (MLP Sumformer).

Each MLP we used consisted of five hidden layers of 50
nodes. We use the ReLU activation function.

We trained our two models (using the same latent dimen-
sion d1) on approximating multiple equivariant functions
(assuming X “ r0, 1sd): two polynomial-type and two
non-polynomial-type functions. The results (Fig.1) show
that the previous results are not just theoretical: Sumformer
architectures can approximate a variety of functions.

It is interesting to note that the two Sumformers perform
approximately equally well on most functions we approxi-
mated (polynomial & non-polynomial type). Based on this,
we observe that the construction used in the continuous
proof of Theorem 4.1 is indeed able to learn our benchmark
functions using gradient descent.

Furthermore, we observe that the validation loss of the Poly-
nomial Sumformer is smoother and decreases in a more
stable way than that of the MLP Sumformer. In contrast, the
validation loss of the MLP Sumformer often jumps to dras-
tically lower levels over just a few epochs and is relatively
flat apart from that. This phenomenon could be explained
by the interaction of the two disjoint trainable components
(MLPs).

We also tested how changing the dimension d1 (see Defini-
tion 3.1) in the MLP Sumformer impacts the best validation
loss over a fixed number of epochs while holding n, d and
the function to approximate constant. The results (Fig. 2)
show - as expected - that higher dimensions d1 generally
lead to better approximation. Furthermore, when changing
d linearly, we have to make non-linear - presumably expo-
nential - changes to the size of d1 to achieve significantly
diminishing returns on further increasing d1.

This finding is particularly interesting as the continuous

proof of Theorem 4.1 needs d1 “

ˆ

n` d
d

˙

´ 1 “
pn`dq!
d!n! ´

1 “
śd

i“1
n`i
i ´ 1 in ϕ for a fixed n. This suggests that the

empirical performance aligns with the theory.

6. Conclusion
We have seen that the efficient Transformers, Linformer,
and Performer, are able to represent all equivariant con-
tinuous sequence-to-sequence functions on compact sets
arbitrarily well. Due to the simplicity of the Sumformer

7
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Figure 1. Examples of validation errors (every 5 epochs; relative L2 error) of the two Sumformer models over a training run on 2000 data
points with n “ 5, d “ 4. The equivariant functions were defined by semi-invariant functions of different kinds: (left) polynomial-type,
(right) non-polynomial-type.

Figure 2. Development of best validation errors (relative L2 er-
ror) over multiple training runs (2000 data points; 200 epochs;
n “ 3) with exponentially increasing latent dimension d1 for ten
dimensions d. The equivariant functions (for every d) were de-
fined by the following polynomial-type semi-invariant function
g : rxp1q, ..., xp3q

s ÞÑ xp1q
` 7 ¨ pxp1q

q
2

` 3 ¨xp1q
¨ pxp2q

`xp3q
q
3

where products and sums are to be understood component-wise.

architecture on which the proofs are based, it seems likely
that further research can use similar techniques to show that
other Transformer architectures and state space models are
also universal approximators.

In addition, we offered a new proof for universal approxima-
tion by Transformer and were able to reduce the necessary
number of non-zero attention layers to only one.

In our experiments, we showed that the construction from
our continuous proof of universal approximation by Sum-
former is tractable and indeed able to approximate given
functions using gradient descent. Furthermore, our numer-
ical results about the impact of the latent dimension d1 of
a Sumformer in relation to the token size d nicely relate to
the required size of the latent dimension in our continuous
proof.

Lastly, we note that a significant limitation of our continuous
proof is that (for a fixed token size d) the size of the attention
matrix scales with nd. In other words: Although for a fixed
model dimension d1 the computational cost scales linearly
in n, for achieving universal approximation the required
dimension d1 grows polynomially in n and correspondingly
the overall computational cost. In the discontinuous setting,
we were able to keep the latent dimension small but had
to scale the number of feed-forward layers accordingly. It
would be interesting to improve on this result and analyze
the trade-off further in future research.
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A. Proofs of the universal approximation results for Sumformer
In this section we give the details of the continuous and discontinous proofs of Theorem 4.1.

Discontinuous case. By Lemma 2.9, there exists a semi-invariant function g : Xn Ñ Y such that fpXq “

rgpx1, tx2, . . . , xnuq, . . . , gpxn, tx1, . . . , xn´1uqs. Since f is continuous, the component functions f1, . . . , fn are also
continuous and thus also g. The compactness of X implies that Xn is compact and therefore g is uniformly continuous.
Without loss of generality, let the compact support of g be contained in r0, 1snˆd. Then, we define a piece-wise constant
function g by

gpXq “
ÿ

pPG
gppq1tX P Cpu, (29)

where the grid G :“ t0, δ, . . . , 1´ δunˆd for some δ :“ 1
∆ with ∆ P N consists of cubes Cp “

śn
i“1

śd
k“1rpi,k,pi,k ` δq

with corresponding values gppq P Y for each p P G. Because g is uniformly continuous, there exists for each ε ą 0 a δ ą 0
such that

sup
XPXn

}gpXq ´ gpXq}8 ă ε. (30)

We next show that that g is semi-invariant. Since g is semi-invariant, we have gprx1, xπp2q, . . . , xπpnqsq “

gprx1, x2, . . . , xnsq for any permutation π : rnszt1u Ñ rnszt1u. With p “ rp1, . . . , pns, we can write πppq “

rp1,pπp2q, . . . ,pπpnqs and get gppq “ gpπppqq. Moreover, we get X P Cp ô πpXq P Cπppq. Hence, for any X P Cp, we
get

gpXq “ gppq “ gpπppqq “ gpπpXqq. (31)

Now, we want to to represent g using an appropriate S . While it is trivial to match each X to its corresponding p such that
X P Cp, it is more difficult to find the corresponding cube of X when only being able to use x1 and the aggregated Σ.

To achieve this, we will use the following strategy: Recall that ∆ P N is the number of cubes in each dimension. We can
assign each grid point p P G a coordinate χppq “ pa, bq P r∆sd ˆ r∆spn´1qˆd. The map χ : G Ñ r∆sd ˆ r∆spn´1qˆd is
bijective and the first part of the coordinate a P r∆sd can be constructed from x1 by quantizing it in each dimension. Let
q : X Ñ r∆sd be this quantization function such that qpx1q “ a.

Let us now find a way to choose ϕ and ψ such that we can reconstruct b from Σ. We can treat b as a sequence of length
n´ 1 and write b “ rb1, . . . , bn´1s with bi P r∆sd. Since there are finitely many b P r∆spn´1qˆd, we can enumerate all b
using a function λ : r∆spn´1qˆd Ñ N. Moreover, let us choose λ to be invariant to permutations of rb1, . . . , bn´1s, i.e. for
all permutations π : rn´ 1s Ñ rn´ 1s we have λprb1, . . . , bn´1sq “ λprbπp1q, . . . , bπpn´1qsq, but we let λ always assign
different values to b1, b2 if they are not a permutation of each other. Although this prevents λ from being injective, all cubes
with the same value under λ have the same value under g, due to semi-invariance, i.e. for a fixed a P r∆sd and for all n in
the range of λ the inverse is well defined and we can evaluate

g
´

χ´1
`

a, λ´1pnq
˘

¯

. (32)

Now, λ is an invariant sequence-to-point function and since r∆sd is countable, we can utilize Theorem 2.13 (note that we use
multisets of a fixed size here, to which the proof in (Zaheer et al., 2017) can be easily extended) to find ϕ˚ : r∆spn´1qˆd Ñ R
and ψ˚ : R Ñ N such that

λpbq “ ψ˚

˜

n´1
ÿ

i“1

ϕ˚pbiq

¸

With the quantization function q we set ϕpxq :“ ϕ˚pqpxqq and define

Σ “

n
ÿ

i“1

ϕ˚pqpxqq. (33)

We can than recover λpbq by
λpbq “ ψ˚ pΣ ´ ϕpx1qq . (34)
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Now, we can define ψ such that the related S is equal to g :

ψpx1,Σq :“ g

ˆ

χ´1

ˆ

qpx1q, λ´1
´

ψ˚
`

Σ ´ ϕpx1q
˘

¯

˙˙

. (35)

Since we chose g to uniformly approximate g and thereby each component of f up to ε error, this implies that S uniformly
approximates f up to ε error.

Continuous case. As before we have that the compactness of X implies that Xn is compact and without loss of generality,
we can assume that the compact support of f is contained in r0, 1snˆd.

Now, for every i P rds, we approximate coordinate i of f with an equivariant vector of polynomials pi : Xn ÞÑ Rn with an
accuracy of ϵ{d (as done in (Hutter, 2020)). This is possible using a version of the Stone-Weierstrass theorem from (Hutter,
2020). Because pi is equivariant we can use Theorem 2.9 to represent pi by a semi-invariant polynomial qi : Xn ÞÑ R, such
that piprx1, . . . , xnsq “ rqipx1, tx2, . . . , xnuq, . . . , qipxn, tx1, . . . , xn´1uqs.

Now, we use Theorem 2.12 and a representation similar to (Hutter, 2020) to represent qi using multisymmetric monomials
and polynomials of multisymmetric power sums. For this, we define a function mapping to the power sums: Let

ϕ : r0, 1sd Ñ Rd1

, x ÞÑ

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

x11x
0
2 ¨ ¨ ¨x0d

x21x
0
2 ¨ ¨ ¨x0d

...
xα1
1 xα2

2 ¨ ¨ ¨xαd

d
...

x01x
0
2 ¨ ¨ ¨xnd

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

(36)

where α “ pα1, ..., αdq runs over all multidegrees with order 0 ă |α| ď n. The sum in the Sumformer is then represented
as Σ “

řn
i“1 ϕpxpiqq.

By Theorem 2.12 the function

sjpxpi‰jqq “ σ

˜

ÿ

i‰j

ϕpxpiqq

¸

(37)

with σ being a polynomial function can fit any multisymmetric polynomial in the variables xpi‰jq :“
txp1q, ..., xpj´1q, xpj`1q, ..., xpnqu perfectly.

We can therefore represent qi by
ψipx

pjq,Σq “
ÿ

αPP

pxpjqqα ¨ σαpΣ ´ ϕpxpjqqq (38)

with P Ď Nd
0, |P | ă 8 and σα are polynomials.

By setting ψ “ rψ1, ..., ψds, we obtain a Sumformer S with Spxq “ rp1pxq, ..., pdpxqs which is able to approximate f
sufficiently well.

B. Proofs of the universal approximation results for Transformer
Now we give the detailed proof of the universality of Transformers from Theorem 4.3.

Proof. We use the triangular inequality to divide the approximation in two steps. We first approximate f by a Sumformer S
and then show that the Sumformer can be approximated by a Transformer T , i.e.

sup
XPXn

}fpXq ´ T pXq}8 ď sup
XPXn

}fpXq ´ SpXq}8 ` sup
XPXn

}SpXq ´ T pXq}8 (39)

For the first summand we have from Theorem 4.1 that there is a Sumformer S which approximates f to an accuracy of ε{2.
The Sumformer has the inherent latent dimension d1.
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We now turn to the second summand and construct a Transformer that is able to approximate the Sumformer to ε{2 accuracy.
Transformers are constructed as described in Definition 2.4. Because of the structure with X ` FCpX ` AttpXqq, we can
set the attention for the first layers to zero. Thereby, we obtain feed-forward layers without attention.

The Transformer is then constructed as follows. We have the input X “ rx1, . . . , xnsJ P Xn with xi P R1ˆd and map it
with a feed-forward from the right to

»

–

x1, x1
¨ ¨ ¨

xn, xn

fi

fl P Rnˆ2d. (40)

We can then find a two layer feed-forward network such that it acts as the identity on the first n components and approximates
the function ϕ. The approximation with two feed forward layers of ϕ is possible because of the universal approximation
theorem (Hornik et al., 1989). In the discontinuous setting we need more layers to approximate ϕ. Therefore, after three
feed-forward layers we get

»

–

x1, ϕpx1q

¨ ¨ ¨

xn, ϕpxnq

fi

fl P Rnˆpd`d1
q. (41)

Before, we get to the attention layer we add one more layer from the right FC : Rd`d1

Ñ R1`d`2d1

with

W “

„

0dˆ1 Id 0dˆd1 0dˆd1

0d1ˆ1 0d1ˆd Id1 0d1ˆd1

ȷ

P Rpd`d1
qˆp1`d`2d1

q (42)

and b “ r1n, 0nˆpd`2d1qs. Using these transformations, we get as output after the first step:

X1 “

»

–

1 x1 ϕpx1q 0d1

¨ ¨ ¨

1 xn ϕpxnq 0d

fi

fl P Rnˆ1`d`2d1

(43)

Note that these steps are the same for the efficient Transformers.

Now, we turn to the attention head to represent the sum Σ “
řn

i“1 ϕpxiq P Rd1

. First we choose WQ “ WK “

re1,0p1`d`2d1qˆp1`d`2d1qs P Rp1`d`2d1
qˆp1`d`2d1

q for e1 “ r1,0d`2d1 sJ P R1`d`2d1

, such that

A “ ρppX1WQqpX1WKqJq “
1

n
1nˆn. (44)

The matrix A will then be multiplied with X1WV . We can choose

WV “

»

–

0p1`dqˆp1`d`d1q 0p1`dqˆd1

0d1ˆp1`d`d1q n ¨ Id1

0d1ˆp1`d`d1q 0d1ˆd1

fi

fl P Rp1`d`2d1
qˆp1`d`2d1

q. (45)

The output of this attention layer is
r01`d`d1 ,ΣsJ. (46)

Then, we apply a residual connection and obtain

r1, xi, ϕpxiq,ΣsJ. (47)

Last, we implement ψ. For the discontinuous case, we first compute qpxiq. Then, we map a finite set of values to another
finite set of values for which we can use Lemma 7 in (Yun et al., 2019). Hence, we need to add another Opn

`

1
ε

˘dn
{n!q

feed-forward layers for the approximation of ψ. In the continuous case this can be avoided because of the continuity of ψ,
we can approximate it with the universal approximation theorem (Hornik et al., 1989) with 2 feed-forward layers.

C. Deep Sets
Sumformers are related to the concept of deep sets introduced in (Zaheer et al., 2017). For the discrete proof we use Theorem
2.13. However, there is also a version for uncountable inputs which we highlight here:
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Theorem C.1 ((Zaheer et al., 2017), Theorem 9). Assume the elements are from a compact set in Rd, i.e. possibly
uncountable, and the set size is fixed to M . Then any continuous function operating on a set X , i.e. f : RdˆM Ñ R which
is permutation invariant to the elements in X can be approximated arbitrarily close in the form of ψp

ř

xPX ϕpxqq, for
suitable transformations ϕ and ψ.

The fundamental differences of the previous theorem to our work are that we consider equivariant, continuous sequence-to-
sequence functions. This difference is the reason why we need a second parameter in ϕ.
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