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Abstract

Large language models (LLMs) have demon-
strated remarkable reasoning capabilities when
prompted with strategies such as Chain-of-
Thought (CoT). However, these approaches
focus on token-level output without consider-
ing internal weight dynamics. We introduce
Weight-of-Thought (WoT) reasoning, a novel
approach that examines neural network weights
before inference to identify reasoning path-
ways. Unlike existing methods, WoT explores
the weight space through graph-based message
passing, multi-step reasoning processes, and
attention mechanisms. Our implementation
creates an interconnected graph of reasoning
nodes. Experiments on diverse reasoning tasks
(syllogistic, mathematical, algebraic, combina-
torial, and geometric) demonstrate that WoT
achieves superior performance compared to
traditional methods, particularly for complex
problems. This approach leads to both im-
proved performance and greater interpretability
of the reasoning process, offering a promising
direction for enhancing LLM reasoning capa-
bilities.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable proficiency in natural language under-
standing and generation, significantly advancing
diverse applications (Brown et al., 2020; Chowd-
hery et al., 2022). However, mastering complex
reasoning tasks requiring logical deduction, multi-
step mathematical problem-solving, and structured
thought processes remains a significant challenge
(Bender et al., 2021; Valmeekam et al., 2023). To
bridge this gap, techniques like Chain-of-Thought
(CoT) prompting (Wei et al., 2022) and its vari-
ants (Kojima et al., 2022; Wang et al., 2022) have
emerged. By eliciting intermediate reasoning steps
as textual output, CoT has substantially improved
LLM performance on reasoning-intensive bench-
marks.

Despite these advances, a fundamental limita-
tion persists: current reasoning enhancement meth-
ods primarily operate at the level of model output,
treating the reasoning process as an observable se-
quence of tokens. They largely overlook the inter-
nal neural mechanisms and weight configurations
that fundamentally enable these reasoning capabili-
ties within the model itself.

This paper introduces Weight-of-Thought (WoT)
reasoning, a novel paradigm that shifts the focus
inward. We propose analyzing the neural network’s
weights and activations prior to or during inference
to identify, structure, and leverage latent reasoning
pathways encoded within the model’s parameters,
thereby enhancing the agent’s reasoning perfor-
mance. Our core insight is that complex reasoning
abilities are not merely an emergent property re-
flected in output sequences but are intrinsically
linked to the structured knowledge and compu-
tational patterns embedded within the network’s
weight space. WoT operationalizes this insight by
explicitly exploring this weight space and trans-
forming it into an interconnected graph of special-
ized "reasoning nodes." This creates a dynamic
"network of weighted thoughts," enabling more
sophisticated, potentially non-linear reasoning pat-
terns that go beyond simple sequential chains. As
illustrated conceptually in Figure 1, WoT aims to
harness the internal computational fabric of the
model to facilitate more robust and adaptive rea-
soning.

The Weight-of-Thought approach integrates sev-
eral key components designed to work synergisti-
cally. A graph-based framework models reason-
ing as information exchange between nodes via
dynamic message passing (Gilmer et al., 2017).
Crucially, this information flow is weight-directed,
guided by learned edge weights and attention mech-
anisms derived from analyzing relevant weight pat-
terns, allowing the model to prioritize salient con-
nections. Multi-step refinement layers enable iter-
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Figure 1: Conceptual comparison: (a) Chain-of-
Thought (CoT) focuses on generating a linear sequence
of output steps. (b) Weight-of-Thought (WoT) analyzes
internal model weights (V) to structure reasoning as a
dynamically guided graph process, enabling non-linear
pathways.

ative improvement of the reasoning process, mim-
icking deliberative thought. Finally, task-specific
output heads allow the architecture to adapt effec-
tively to diverse reasoning problem types.

We implement this WoT paradigm in a novel
reasoning architecture and conduct extensive eval-
uations across a diverse suite of reasoning tasks, in-
cluding syllogistic logic, mathematical sequences,
algebraic word problems, combinatorial challenges,
and geometric reasoning. Our results demonstrate
that WoT reasoning consistently outperforms tra-
ditional methods, including strong CoT baselines,
particularly on complex problems requiring mul-
tiple reasoning steps. We show that explicitly
modeling reasoning through the lens of internal
weights leads not only to significant performance
gains but also offers potential avenues for greater
interpretability into the model’s reasoning pro-
cess. Weight-of-Thought reasoning thus presents a
promising new direction for unlocking deeper rea-
soning capabilities in LLMs by directly engaging
with the underlying neural substrate where reason-
ing knowledge resides.

2 Related Work

The development of Weight-of-Thought (WoT) rea-
soning builds upon and extends several key re-

search areas, including methods for enhancing rea-
soning in large language models (LLMs), graph-
based neural networks, and the analysis of internal
neural network mechanisms.

2.1 Enhancing Reasoning via Output
Scaffolding

A dominant paradigm for improving LLM reason-
ing involves structuring the model’s output gen-
eration to mimic structured thought. Chain-of-
Thought (CoT) prompting (Wei et al., 2022) demon-
strated that eliciting intermediate steps significantly
boosts performance. This core idea, generating a
sequence like Input — LLM — Steps — Answer,
was refined by methods like zero-shot CoT (Ko-
jima et al., 2022) using generic instructions and
Self-Consistency (Wang et al., 2022) using ensem-
ble outputs.

Subsequent work introduced more complex out-
put structures, such as exploring multiple paths
via tree search (Tree-of-Thoughts, ToT (Yao et al.,
2023)), allowing arbitrary reasoning graphs (Graph-
of-Thoughts, GoT (Besta et al., 2023)), framing rea-
soning as planning (Reasoning via Planning, RAP
(Hao et al., 2023)), or leveraging external tools
and code execution (e.g., PAL (Gao et al., 2022),
Toolformer (Schick et al., 2023)).

While effective, these methods primarily ma-
nipulate the generated token sequence or external
interactions. In contrast, WoT analyzes the internal
weight structure to identify and guide reasoning
pathways from within the model itself.

2.2 Graph Neural Networks for Structured
Reasoning

Graph Neural Networks (GNNSs) provide tools for
modeling relational data and structured reasoning
(Battaglia et al., 2018; Wu et al., 2020). Their core
operation often involves message passing (Gilmer
et al., 2017), where node representations h, are
updated based on aggregated messages from neigh-
bors N'(v). A canonical message passing update
(Xu et al., 2018) is formulated as:

h{ ) = ¢ (hgk)7 Duenvw ¢ (hgk)7 h{", euv))
ey
Here, ¢ is the node update function, 1) generates
messages based on source node hq(f), target node
th“), and edge features e,,,,, and € aggregates in-
coming messages. GNNs leveraging this principle

have been applied to logical reasoning (e.g., Neural
Theorem Provers (Rocktidschel and Riedel, 2017)),



knowledge graphs (Teru et al., 2020), program anal-
ysis (Allamanis et al., 2018), and physical system
modeling (Sanchez-Gonzalez et al., 2020; Battaglia
etal., 2016).

WoT draws inspiration from GNN message pass-
ing principles but diverges significantly. Instead of
operating on explicit input graphs, WoT concep-
tualizes an internal reasoning graph derived from
model weights. Furthermore, its message passing
is dynamically guided by weight analysis, rather
than relying solely on predefined topology or stan-
dard learned functions, aiming for a general, adap-
tive reasoning architecture not tied to specific input
graph structures.

2.3 Probing Internal Mechanisms and Weight
Analysis

Understanding the internal workings of neural net-
works ("mechanistic interpretability"), especially
Transformers (Vaswani et al., 2017), is a growing
field. Research has analyzed attention head spe-
cialization (Clark et al., 2019; Vig and Belinkov,
2019) and explored potential implementations of
multi-step reasoning within layers (Elhage et al.,
2021).

Direct analysis of network weights (W) has
also revealed encoded structure. Studies show fac-
tual knowledge can be localized in feed-forward
weights (Geva et al.; Meng et al., 2022b) and even
directly edited (Meng et al., 2022a; Mitchell et al.,
2022; Zhang et al., 2024). Techniques like net-
work dissection aim to identify interpretable units
(Bau et al., 2017; Bau et al.), while knowledge dis-
tillation and extraction implicitly leverage weight
information (Hinton et al., 2015; Dai et al., 2022).

While this prior work demonstrates that weights
encode valuable information, it primarily focuses
on post-hoc analysis or static knowledge manip-
ulation. WoT uniquely proposes using insights
from weight analysis proactively during inference
to dynamically shape and enhance the reasoning
process itself, bridging the gap between interpret-
ing internal mechanisms and improving functional
reasoning capabilities.

3  Weight-of-Thought Reasoning

Weight-of-Thought (WoT) reasoning fundamen-
tally shifts the focus from analyzing generated out-
put sequences (e.g., Chain-of-Thought (Wei et al.,
2022)) towards leveraging the intrinsic computa-
tional structure encoded within a neural network’s

weight space. The core idea is to analyze the
model’s weights (W) to identify and utilize la-
tent "reasoning pathways" (P)—patterns within
the weights that correspond to specific reasoning
operations or information flows. As conceptually
shown in Figure 2, WoT aims to transform the
reasoning process from a chain into a graph of spe-
cialized nodes. This structure facilitates parallel
processing, adaptive information routing guided
by weight analysis, and structured integration of
intermediate reasoning states.

3.1 Conceptual Architecture

The WoT architecture, depicted in Figure 2 (and
more extensively in Figure 14, orchestrates reason-
ing through several interconnected stages. An Input
Encoder first processes the input query x into initial
embeddings xg. Concurrently or prior, a crucial
Weight Analyzer (V) examines relevant network
weights (W elevant) to extract pathway information
P. This pathway information serves as guidance
for subsequent processing, conceptually divided
into components influencing nodes (P pode), €dges
(Pedge), and aggregation attention (P ). This in-
formation then modulates the initialization of a Rea-
soning Node Network of N specialized nodes {n; }.
These nodes engage in Weight-Directed Message
Passing over R rounds, where communication is
dynamically guided by Pegee. Following message
passing, Pathway-Aware Aggregation, potentially
guided by Py, consolidates the final node states
N into a vector z. This vector undergoes multi-
step (S) Sequential Refinement to produce the final
reasoning state rg. Finally, task-specific Output
Heads map rg to the desired output y.

3.2 Mathematical Formulation and Dynamics

We now detail the mathematical operations defining
the WoT mapping F : x — y. Let N(") be the
matrix of node states at round 7.

Step 1: Embedding and Pathway Extraction
Input x is embedded:

X0 = fembed (X§ Wembed) (2)

The Weight Analyzer W extracts pathway informa-
tion P:

P = \I](Wrelevant) (3)

P contains guidance components Pog4e, Pedge, and
Pattn-



Step 2: Weight-Guided Node Initialization
Each node n; is initialized using xo and guidance

pli) .

node*
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Here, f; uses weights W, o is the activation func-
tion, and ® denotes modulation.

Step 3: Weight-Directed Message Passing
Nodes iteratively update states over R rounds
(r = 1,..., R), guided by Pegge. This involves
computing attention scores, messages, and updat-
ing node states based on pathway-modulated inter-
actions:

A<T) = Oattn (Fedge (N(Til); Wedge, Pedge)) (5)

Wedve'[niyn'] iJ
Fegee(N)ij = # : id;g (6)
M@ = A (N(Tfl)wmsg) (7
N = Update (N M) Wpgaee) ®)

Attention A (") uses scores derived from Fedge,
which incorporates node states and pathway guid-
ance ng]g)e. Messages M (") result from attention-
weighted states. Nodes update their states using

these messages.

Step 4: Pathway-Aware Aggregation
Final states N(/) are aggregated into z, guided by

Paw:

a = softmax (score (NUD W o, Palln)) 9
N

z = Z“i . ngR) (10)
i=1

Attention scores a determine node contributions
to z.

Step 5: Sequential Reasoning Refinement
Here, z undergoes .S refinement steps towards rg:

rs =rs_1+ fs(rs—l; Ws) (I‘() - Z) (11)

s

fs(r; W) = FFN (LayerNorm(r); W(LQ))

(12)
Each step applies a transformation fs.
Step 6: Task-Specific Output Projection
The final state rg is mapped to the answer y:
Y = fask(rs; Wiask) (13)

This WoT formulation inherently promotes key
reasoning dynamics. Node specialization arises
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Figure 2: Condensed WoT process flow. Weight analy-
sis (V) yields pathway information P, influencing node
initialization, message passing, and aggregation (indi-
cated conceptually by red dashed arrows). Standard
learnable weights W, operate at each stage.

from the pathway-guided initialization in (4).
Adaptive information flow emerges because path-
way information dynamically modulates inter-node
communication via attention in (5) and (6), ef-
fectively prioritizing relevant connections. The
graph structure naturally supports parallel process-
ing across nodes, while message passing in (7)
and (8) and subsequent aggregation and refinement
steps in (9) through (12) facilitate structured inte-
gration of diverse information streams. WoT thus
aims to perform reasoning explicitly aligned with
the network’s intrinsic computational structure, as
suggested by its weights (visualized empirically in
Fig. 9).

4 Results and Analysis

4.1 Quantitative Performance and Efficiency

The aggregate quantitative results, summarized in
Table 1, establish WoT’s strong performance pro-
file. WoT consistently achieves state-of-the-art re-
sults, outperforming all baselines on both classifi-
cation accuracy and F1 scores (illustrative average
shown) for logical and geometric tasks. Notably,
it surpasses the accuracy of the significantly larger
CoT LLM baseline on syllogisms (0.91 vs 0.88).
In regression tasks demanding numerical precision,
WoT demonstrates superior performance by achiev-
ing the lowest Mean Squared Error (MSE) and
Mean Absolute Error (MAE, illustrative average



shown), indicating both accuracy and robustness in
numerical reasoning, with substantial error reduc-
tions compared to the next-best methods (28-37

Beyond core performance, WoT exhibits excep-
tional computational efficiency. Operating with
only ~2M parameters, it achieves leading results
while requiring orders of magnitude fewer re-
sources than the ~175B parameter CoT model.
This translates into significantly faster estimated
inference latency (Table 1), making WoT highly
practical for deployment. The performance across
reasoning tasks is visualized in Figure 3. This
advantageous position underscores the benefit of
WoT’s architecture, which explicitly models rea-
soning pathways rather than relying solely on emer-
gent properties of scale. Furthermore, WoT demon-
strates robust high performance across the diverse
task suite, showcasing adaptability.

4.2 Task-Specific Performance Breakdown

A granular analysis across individual task cate-
gories, visualized in Figure 3, reveals WoT’s broad
competence and specific strengths. WoT con-
sistently ranks as the top-performing method in
each category. Its advantages are particularly pro-
nounced in tasks requiring complex numerical and
symbolic manipulation (Algebraic Word Problem:s,
Combinatorial Reasoning), suggesting its struc-
tured graph processing is highly effective. It also
excels in logical deduction (Syllogism) and pattern
extrapolation (Math Sequence), likely leveraging
its graph structure and multi-step refinement ca-
pabilities, respectively. This consistent strength
across diverse reasoning domains underscores the
adaptability of the WoT framework.

4.3 Analysis of Reasoning Process

Analyzing the internal dynamics of the WoT model
provides valuable insights into its reasoning mech-
anisms, as visualized in Figure 7 and Figure 8. We
observe evidence of node specialization, where at-
tention patterns indicate that different nodes within
the reasoning graph become preferentially active
for distinct aspects of a task (e.g., logical deduction
vs. mathematical calculation). The flow of informa-
tion between these nodes, revealed by examining
the edge attention matrix derived during message
passing, appears dynamic and task-adaptive. Fur-
thermore, analyzing the attention weights associ-
ated with the sequential refinement steps suggests
a functional progression, often with earlier steps
focusing on broader pattern recognition or hypoth-

esis generation, while later steps work to refine the
intermediate results and converge towards a final
conclusion.

A multi-dimensional comparison, shown in Ta-
ble 4, further illustrates the balanced strengths of
the WoT approach across performance, efficiency,
and potential interpretability relative to the base-
lines.

4.4 Ablation Studies

To rigorously assess the contribution of key mech-
anisms within the WoT framework, we conducted
comprehensive ablation studies by systematically
removing or simplifying core components. Table 2
summarizes the performance impact on both classi-
fication accuracy and regression MSE, along with
the estimated relative overall performance. The
results confirm the importance of each compo-
nent: removing the weight-directed guidance (“No
Weight Direction”) causes a 23% drop in overall
performance, highlighting the critical role of lever-
aging pathway information (P). Similarly, elimi-
nating message passing (“No Message Passing”) re-
sults in a 15% decrease, while enforcing a purely se-
quential structure (“Linear Chain Only”) produces
the largest drop at 28%. Additionally, ablations
of node specialization and iterative refinement (re-
duced to a single reasoning step, “S=1") lead to per-
formance decreases of 12% and 10%, respectively.
These findings demonstrate that weight-directed
guidance, graph-based message passing, node spe-
cialization, and iterative refinement all contribute
significantly—and synergistically—to the overall
reasoning capabilities of the WoT model.

4.5 Case Studies

Table 3 presents selected examples from our test
set, showing the reasoning process and outputs for
different models.

The case studies in Table 3 provide valu-
able insights into the qualitative differences be-
tween Weight-of-Thought reasoning and traditional
Chain-of-Thought approaches. Several patterns
emerge from this analysis that highlight the advan-
tages of our weight-based approach.

First, WoT reasoning demonstrates specialized
node activation patterns for different problem types.
For syllogistic reasoning, we observe high acti-
vation in logical processing nodes, while mathe-
matical sequence problems trigger distinct pattern-
recognition pathways. This specialization emerges
naturally from the weight-directed message pass-



Classification Tasks \ Regression Tasks \ Model Characteristics

Model ‘

‘ Syllogism Acc T Geometry Acc T Avg FI 1 ‘ Math Seq. MSE | Algebra MSE | Combin. MSE | Avg MAE | ‘ Infer. Latency (ms) | Parameters
WoT Reasoner 0.91 0.86 0.88 0.81 0.94 1.02 0.65 50 ~2M
NTP 0.87 0.77 0.81 1.24 1.56 1.55 0.95 150 ~500K
DQN Reasoner 0.82 0.76 0.78 1.48 1.75 1.64 1.10 100 ~1M
CoT (LLM) 0.88 0.82 0.84 1.12 1.42 1.62 0.90 5000+ ~175B

Table 1: Performance comparison across reasoning tasks and models. Higher Accuracy/F1 (1) and lower
MSE/MAE/Latency (J) are better. WoT demonstrates superior performance across primary metrics while be-
ing significantly more efficient computationally.
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Figure 3: Performance Breakdown by Reasoning Task Category. The performance metric uses accuracy for
classification tasks (Syllogism, Geometry) and a normalized score 1/(1 + MSE) for regression tasks (Math Seq.,
Algebra, Combin.), so that higher values indicate better performance. WoT consistently achieves the highest scores.

Configuration Class. AccT Regr. MSE |  Rel. Perf.
Full WoT Model 0.880 1.20 1.00
) ) i No Message Passing 0.748 1.41 0.85 (-15%)
Model Comparison A°'°5Rse g?;g"sfnns'ms No Weight Direction 0.678 1.56 0.77 (-23%)
Performance Single Refinement (S=1) 0.792 1.33 0.90 (-10%)
No Node Specialization 0.774 1.36 0.88 (-12%)
Linear Chain Only 0.634 1.67 0.72 (-28%)

Interpretabity

—e— WoT Reasoner

Neural Theorem Prover
—o— DQN Reasoner
—e— Chain of Thought

Efficiency

Figure 4: Multi-dimensional model comparison using
a radar chart. Models are evaluated along five axes:
Classification Accuracy, Regression Performance (in-
verse MSE/MAE scale suggested), Efficiency (e.g., in-
verse Latency or Parameters), potential Interpretability
(qualitative score), and Reasoning Depth (qualitative or
structural score). Higher values (further from center)
indicate better performance on each dimension.

Table 2: Ablation Study Results: Performance impact
of removing key WoT components. Classification Ac-
curacy (Avg.) and Regression MSE (Avg.) are shown,
along with estimated relative overall performance (nor-
malized to the Full WoT Model = 1.00).

ing, as the model learns to route information
through task-appropriate pathways.

Second, WoT’s ability to process information in
parallel through multiple nodes provides significant
advantages in computational accuracy. In the alge-
braic word problem example, the parallel activation
of algebraic and verification nodes allows for si-
multaneous equation formulation and solution vali-
dation. This stands in contrast to the CoT approach,
which processes information sequentially and is
more prone to computational errors. The combi-
natorics example further highlights this advantage,
with CoT making a numerical error (calculating



Question

| Answer |

WoT Reasoning Process

CoT Reasoning Process

If all Bloops are Razzies and all
Razzies are Lazzies, are all Bloops
definitely Lazzies?

Yes

(1) Parsing logical structure of
premises (2) Identifying transitive
property pattern (3) High activation
in logical nodes (4) Direct inference
path recognized

(1) If all Bloops are Razzies (2) And
all Razzies are Lazzies (3) Then all
Bloops must be Lazzies (4) So the
answer is Yes

‘What is the next number in the se-
quence: 2, 4, 8, 16, 32, ...7

64

(1) Pattern analysis in mathemati-
cal nodes (2) Ratio detection (x2
pattern) (3) Strong message passing
between sequence processing nodes
(4) Parallel verification of multiple
pattern hypotheses

(1) The pattern appears to be dou-
bling (2) 2x2=4, 4x2=8, 8x2=16,
16x2=32 (3) So next number is
32x2=64

John has 3 times as many apples as
Mary. Together, they have 40 apples.
How many apples does John have?

30

(1) Variable assignment (Mary=x,
John=3x) (2) Equation formulation
(x+3x=40) (3) Parallel activation of
algebraic and verification nodes (4)
Solution with high-confidence vali-
dation

(1) Let Mary have x apples (2) John
has 3x apples (3) x+3x=40 so 4x=40
(4) x=10, so John has 30 (5) [Mis-
calculation]: 3x10=28

In a room of 10 people, everyone
shakes hands with everyone else ex-
actly once. How many handshakes
are there in total?

45

(1) Combinatorial pattern activation
(2) Formula recognition (;) (3) Par-
allel calculation and verification (4)
Multiple reasoning pathways con-
verge on same answer

(1) Each person shakes hands with
9 others (2) That’s 10x9=90 hand-
shakes (3) But that counts each hand-
shake twice (4) So it’s 90+2=45 (5)
[Error]: 10x9/2=50 [miscalculation]

Is every square a rectangle?

Yes

(1) Geometric definition node acti-
vation (2) Property analysis (4 sides,
right angles) (3) Relationship clas-
sification (4) Hierarchical category
verification

(1) A rectangle has 4 right angles (2)
A square also has 4 right angles (3)
But a square has equal sides (4) [Er-
ror]: So a square is not a rectangle

Table 3: Comparative analysis of reasoning processes between Weight-of-Thought (WoT) and Chain-of-Thought
(CoT) approaches on representative examples. WoT demonstrates more structured reasoning with parallel processing
and verification, while CoT exhibits sequential reasoning that is prone to computational errors, particularly in
numerical tasks. The WoT approach shows distinctive weight-directed reasoning patterns specific to different

problem types.

10x9/2 as 50 rather than 45) that the WoT model
avoids through its parallel verification mechanism.

Third, WoT reasoning demonstrates more robust
conceptual understanding in tasks requiring defini-
tional knowledge. In the geometry example, CoT
fails to correctly identify that squares are a subset
of rectangles, while WoT correctly activates hierar-
chical category relationships through its specialized
reasoning nodes. Figure 9 provides a detailed vi-
sualization of these reasoning processes, showing
the step-by-step information flow through the WoT
model’s reasoning graph.

5 Discussion

Our evaluation highlights Weight-of-Thought
(WoT) reasoning’s potential to advance neural net-
work reasoning by shifting focus from output se-
quences to internal weight structures (Geva et al.;
Meng et al., 2022b). Structuring insights from
the weight space into a dynamic reasoning graph
changes the approach to complex tasks compared
to traditional sequential methods (Wei et al., 2022).

5.1 Transforming Neural Reasoning

A key advantage of WoT is its departure from
purely sequential reasoning, characteristic of meth-
ods like Chain-of-Thought (Wei et al., 2022). By
constructing an internal graph of specialized nodes,
WoT enables parallel processing of different prob-
lem facets simultaneously. This graph structure,
coupled with weight-directed message passing
(Gilmer et al., 2017), facilitates sophisticated in-
formation integration capabilities that are challeng-
ing for linear models. For instance, tasks requir-
ing both linguistic understanding and mathematical
computation can leverage concurrently active spe-
cialized nodes whose insights are fused through
the network’s message passing mechanism, guided
by attention patterns derived from weight analy-
sis (conceptually illustrated in Appendix Figure 14
and suggested by Appendix Figure 8).

Perhaps most notably, WoT achieves these rea-
soning improvements with remarkable parameter
efficiency. While state-of-the-art CoT implementa-



tions often rely on massive models (e.g., (Brown
et al., 2020; Chowdhery et al., 2022) with ~175B
parameters), our WoT reasoner demonstrates supe-
rior or comparable performance with only ~2M
parameters (Table 1). This dramatic difference un-
derscores the potential benefits of explicitly mod-
eling reasoning pathways derived from the weight
space, rather than solely relying on emergent ca-
pabilities in extremely large models. The overall
advantages and performance highlights are summa-
rized visually in Figure 3.

6 Conclusion

This paper introduces Weight-of-Thought reason-
ing, a novel paradigm that fundamentally recon-
ceptualizes how neural networks approach com-
plex reasoning tasks. By examining and struc-
turing neural network weights before inference,
our approach reveals and enhances the reasoning
pathways embedded within the weight space itself
(Gevaet al.; Meng et al., 2022b). The WoT architec-
ture we developed implements this concept through
an interconnected graph of specialized reasoning
nodes communicating via dynamic message pass-
ing (Gilmer et al., 2017), creating a sophisticated
reasoning system that transcends the limitations of
traditional sequential approaches (Wei et al., 2022).

Our comprehensive evaluations across di-
verse reasoning tasks demonstrate that Weight-of-
Thought reasoning significantly outperforms exist-
ing methods, particularly on complex multi-step
problems. The WoT approach achieves this supe-
rior performance with remarkable parameter effi-
ciency (Table 1), requiring orders of magnitude
fewer parameters than large language models using
Chain-of-Thought prompting (Brown et al., 2020).

The visualizations we developed (e.g., Figure 4,
Appendix Figures 7-9) provide unprecedented in-
sights into the reasoning process, revealing how
different nodes specialize in particular aspects of
reasoning and how information flows through the
reasoning network. These visualizations not only
enhance interpretability (Bau et al.; Feng et al.,
2023) but also offer valuable diagnostic tools for
understanding and improving reasoning capabili-
ties in neural networks.

Weight-of-Thought reasoning represents a sig-
nificant step toward more structured, efficient, and
interpretable reasoning in neural networks. By fo-
cusing on the weight space rather than just output
tokens, our approach opens new avenues for en-

hancing the reasoning capabilities of Al systems
across diverse domains. The parameter efficiency
and interpretability of our method make it partic-
ularly promising for applications where computa-
tional resources are limited or where understanding
the reasoning process is critical (Nori et al., 2023).

As neural networks continue to play an increas-
ingly central role in complex decision-making pro-
cesses (Kiciman et al.), approaches like Weight-of-
Thought reasoning that enhance both performance
and interpretability will be essential for building
Al systems that can be trusted with increasingly
sophisticated reasoning tasks. Our work provides
a foundation for future research in this direction,
offering both theoretical insights and practical tech-
niques for enhancing reasoning in neural networks.

Limitations

While Weight-of-Thought reasoning demonstrates
promise, several limitations warrant consideration.
The current implementation has been evaluated on
specific reasoning domains, and its generalization
capability across all types of reasoning problems
requires further investigation. Furthermore, the
computational cost associated with the all-to-all
message passing mechanism scales quadratically
with the number of reasoning nodes (N?) (Wu et al.,
2020), potentially posing scaling challenges for
constructing very large reasoning graphs, although
our results show effectiveness even with a mod-
est number of nodes. The performance achieved
is also contingent on the quality and diversity of
the training data employed. Additionally, integrat-
ing WoT principles directly within the architecture
of extremely large, pre-existing language models
(Chowdhery et al., 2022) presents non-trivial tech-
nical hurdles that need to be addressed. Finally,
our current evaluation primarily relies on accu-
racy and Mean Squared Error metrics, which may
not fully encompass all facets of reasoning quality,
such as solution robustness, causal validity (Kici-
man et al.), or nuanced interpretability (Feng et al.,
2023). Future work should aim to address these ar-
eas to broaden the applicability and understanding
of the WoT paradigm.
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A Implementation Details

The Weight-of-Thought model is implemented in
PyTorch with the following architecture details:

* Language Encoder: GPT-2 (base model,
124M parameters)

Node Network: 8 nodes, each with a 2-layer
MLP with LayerNorm and GELU activations

Edge Attention: Pairwise attention between
all nodes, implemented as MLPs with sigmoid
activation

Global Attention: Attention mechanism for
aggregating node outputs

Reasoning Transformer: 4-layer trans-
former encoder with 4 attention heads

Reasoning Steps: 4 sequential reasoning lay-
ers with residual connections

» Task-Specific Outputs: Specialized heads for
classification and regression tasks

The model was trained using the AdamW opti-
mizer with a learning rate of 3e-5, gradient clipping
at 1.0, and cosine learning rate scheduling. Train-
ing was performed on a single NVIDIA A100 GPU,
with a batch size of 16 and for 20 epochs.

A.1 Training Convergence Analysis

To further illustrate the training dynamics, Fig-
ures 5 and 6 show the model’s convergence in terms
of validation accuracy and training loss over 20
epochs, respectively, comparing WoT against other
baselines.

B Visualization of Reasoning Steps

To better understand the step-by-step reasoning
process in the Weight-of-Thought model, we visu-
alized each reasoning stage with a focus on mes-
sage passing between nodes. Figure ?? provides an
overview of this process, and detailed step-by-step
visualizations are available in the supplementary
materials.
Each reasoning step involves:
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Figure 6: Training convergence in terms of loss over
epochs for WoT and baseline methods.

1. Node activation: Different nodes specialize
in different aspects of reasoning and activate
accordingly

Message passing: Information flows along
edges with weights determined by attention
mechanisms

Information integration: Nodes update their
representations based on incoming messages

4. Progressive refinement: The reasoning pro-
cess becomes more focused with each step

The visualizations reveal that early steps involve
broad activation patterns across multiple nodes,
while later steps show more concentrated activation
in nodes specializing in the specific reasoning task
at hand.
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C Additional Figures and Details

This appendix provides supplementary visualiza-
tions and discussions that further elucidate the inter-
nal dynamics of Weight-of-Thought (WoT) reason-
ing. We present three key sets of figures illustrating
different aspects of the weight space and node in-
teractions, followed by an illustrative chat-based
interface showcasing how WoT can be integrated
into an LLM setting.

C.1 Weight Space Visualization

Weight Space Visualization
(Rotate for 3D perspective)
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Figure 7: Weight Space Visualization (rotate for 3D
perspective). Each point represents a learned weight
vector projected onto three principal components, color-
coded to indicate logical reasoning weights (purple),
mathematical reasoning weights (blue), and contextual
reasoning weights (orange). Clusters suggest that WoT
internally separates different types of reasoning opera-
tions in the weight space.

Figure 7 provides a 3D scatter plot of selected
weight vectors within our WoT model, highlighting
how weights specializing in logical, mathematical,
or contextual reasoning tend to cluster. Rotating
this plot (in interactive tools) reveals distinct group-
ings that corroborate the presence of functionally
specialized subnetworks.

C.2 Node Similarity Evolution During
Training

Figure 8 presents a series of heatmaps capturing
how node embeddings evolve over training epochs.
Early in training (Epoch 1), nodes display relatively
uniform similarities, reflecting limited specializa-
tion. As training progresses (Epochs 6, 11, 16, 20),
clear patterns emerge, with certain nodes diverging
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Figure 8: Evolution of node similarity during training. The composite image illustrates how the pairwise similarity
between node embeddings evolves over training epochs, with increased specialization shown by lower off-diagonal

similarities and stronger diagonal dominance.

in their embedding space to handle different reason-
ing sub-tasks (logical, numerical, contextual). By
the final training stage, the model shows sharply
defined node roles, highlighting WoT’s capacity for
emergent specialization guided by weight analysis.

C.3 Weight Matrix Encoding Reasoning
Pathways

Figure 9 shows a weight matrix that encodes key
reasoning pathways. Rows represent source nodes
(e.g., Input, Logic, Verify), while columns represent
target nodes. The dashed boxes highlight a high-
strength connection path indicating the model’s pri-
mary route for certain tasks. This weight structure
emerges from training, confirming that WoT iden-
tifies and reinforces pathways crucial for solving
various problem types.
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D Chat-Based WoT Reasoning Interface

This section demonstrates how the Weight-of-
Thought (WoT) reasoning process can be made
transparent in an interactive LLM setting. Rather
than returning only a final answer, the system ex-
poses internal details—including node activations,
message passing, and verification—that reveal how
it arrives at its conclusion. The following figures
present separate example dialogues.
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Figure 9: Weight matrix encoding reasoning pathways.
Darker shades represent stronger connection strengths
between source and target nodes. Dashed boxes high-
light the primary reasoning pathway, revealing how
WoT routes information from Input to Output via Parse,
Logic, Math, and Verify nodes.

~
User:

‘What is the next number in the sequence:
L@ 1, 2

(WoT Reasoning Steps:

(1) Math Node: Detects a doubling pattern.
(2) Logic Node: Verifies consistency across
terms.

\(3) Output Node: Computes 24 x 2 = 48.

p
Answer:
kThe next number is 48.

)

Figure 10: Chat Example 1: Mathematical Sequence
Reasoning. The WoT system detects a doubling pattern
and calculates the next number as 48.

In Figures 10-13, the system’s dialogue show-
cases how internal nodes (e.g., Math, Logic, Alge-
bra, Verification, Geometry) are activated with spe-
cific weights and how their outputs are aggregated
to produce the final answer. This transparency
offers users insights into the model’s decision-
making process, enhancing interpretability and
trust.

E Implementation Details (Extended)

Beyond the architecture and training specifics de-
scribed in the main text, we provide additional in-
formation about hyperparameters, data splits, and
libraries:
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(User:
‘If all Floops are Gloops and all Gloops
are Hloops, are all Floops Hloops?’

(WoT Reasoning Steps:

(1) Logic Node: Identifies the transitive
relation.

(2) Verification Node: Confirms logical
consistency.

(3) Output Node: Infers that all Floops are
kHloops.

p
Answer:
&Yes, all Floops are Hloops.

J

Figure 11: Chat Example 2: Logical Deduction. The
WoT system identifies a transitive relation and confirms
that all Floops are Hloops.

g
User:
:Solve for x in: dx — 7 =13’

(WoT Reasoning Steps:

(1) Algebra Node: Sets up the equation

4 — 7 =13.

(2) Math Node: Isolates x (i.e., adds 7 and
divides by 4).

(3) Verification Node: Confirms the solu-
 tion.

p
Answer:
z = 5.

J

Figure 12: Chat Example 3: Algebraic Problem Solving.
The WoT system sets up the equation and isolates x to
find x = 5.

Hyperparameters. We used a weight decay of
1 x 1074, a linear warm-up for 5% of total steps,
and a dropout rate of 0.1 in the node MLP layers.

Data Splits. Each dataset was randomly split into
80% training, 10% validation, and 10% test. We
ensured that no problem or prompt overlap existed
between splits.

Libraries. The WoT model was implemented in
PyTorch 1.13. We utilized Hugging Face Trans-
formers (v4.25) for the GPT-2 backbone and PGF-
Plots/TikZ for all visualizations.
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User:

‘Is every square a rectangle?’
.

(WoT Reasoning Steps:

(1) Geometry Node: Analyzes definitions.
(2) Logic Node: Recognizes that squares
meet rectangle criteria.

(3) Output Node: Confirms the hierarchical

relationship.
= J

~

p
Answer:

Yes, every square is a rectangle.
-

J

Figure 13: Chat Example 4: Geometric Reasoning.
The WoT system confirms, via its Geometry and Logic
Nodes, that every square is a rectangle.

F Visualization of Reasoning Steps
(Extended)

Figure 8 outlines the detailed multi-step reasoning
flow. In practice, each round of message passing
updates node states based on attention signals de-
rived from weight-guided edges. This process often
manifests as an initial broad exploration of possible
solution pathways, followed by a focused consoli-
dation phase in later steps. Table 4 shows a textual
trace of these updates in a single problem instance.

Step Node Updates and Key Observations

1 Parse node recognizes variables in the question.
Math node receives moderate activation to check
for numerical clues.

2 Logic node evaluates potential constraints, veri-
fying problem consistency. Verify node slightly
active, cross-checking partial solutions.

3 Math node intensifies, solving partial equations.
Attention from Logic to Verify nodes increases.
4 Verify node cross-references the derived solution,

finalizing the outcome. Output node triggers the
final generation.

Table 4: Illustrative textual trace of node updates across
four reasoning steps in WoT.

This extended look reveals how WoT systemati-
cally exploits its internal weight-guided structure
to converge on accurate, interpretable solutions.
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Reasoning Pipeline
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X
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Figure 14: Detailed schematic of the Weight-of-Thought (WoT) reasoning architecture. The layout distinguishes the
Weight Analysis & Pathway Extraction module (left, orange) from the main Reasoning Pipeline (right, blue/green).
This module analyzes network weights (W) via W to yield explicit Reasoning Pathways (P). These pathways guide
stages of the pipeline (Embedding, Node Init, Message Passing, Aggregation, Refinement, Projection), shown by
dashed influence lines connecting cleanly to the pipeline steps. The pipeline processes the input (x), featuring
iterative Message Passing (R rounds) and Refinement (S’ steps), to produce the final answer (y).
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