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Abstract

Recently, text-to-speech (TTS) synthesis models that use language models (LMs)
to autoregressively generate discrete speech tokens, such as neural audio codec,
have gained attention. They successfully improve the diversity and expressiveness
of synthetic speech while addressing repetitive generation issues by incorporating
sampling-based decoding strategies. However, sampling randomness can lead to
undesirable output, such as artifacts, and destabilize the quality of synthetic speech.
To address this issue, we propose BOK-PRP, a novel sampling-based decoding
strategy for LM-based TTS. Our strategy incorporates best-of- K (BOK) selection
process based on perceptual rating prediction (PRP), filtering out undesirable
outputs while maintaining output diversity. Importantly, the perceptual rating
predictor is trained with human ratings independently of TTS models, allowing
BOK-PRP to be applied to various pre-trained LM-based TTS models without
requiring additional TTS training. Results from subjective evaluations demonstrate
that BOK-PRP significantly improves the naturalness of synthetic speech.

1 Introduction

Recently, text-to-speech (TTS) synthesis models incorporating language models (LMs) have seen
significant advances [4} |8} 14} 22, |25]. These models typically represent speech as discrete tokens,
such as neural audio codec [9} (15 27], and generate these tokens autoregressively. One of the key
factors driving the advancement of LM-based TTS is the application of techniques developed for text
generation to speech synthesis [2| 3} [28]]. For example, sampling-based decoding strategies developed
for text generation are also effective in LM-based TTS for addressing repetitive generation issues
caused by greedy decoding [6, [7]]. Furthermore, LM-based TTS that incorporates sampling-based
decoding improves the diversity of prosody, such as duration, enhancing expressiveness.

However, sampling randomness introduces an issue: it can result in undesirable outputs and destabilize
generation. To alleviate this, top-k sampling [[10] and top-p sampling [11] limit candidate tokens to
those with higher probabilities. However, narrowing down candidates reduces output diversity and
leads to repetitive generation issues, making them insufficient for fundamentally addressing the issue.

Recently, decoding strategies have been extensively explored to control text generation 18204123, 26],
including efforts to suppress undesirable outputs. For instance, controlled decoding [17]] involves
sampling multiple candidate tokens and selecting the best tokens based on predicted human preference
scores. In contrast, decoding strategies for speech synthesis to prevent sampling randomness from
generating undesirable output, such as artifacts, have not been thoroughly explored.

Motivated by this, we propose BOK-PRP, a novel sampling-based decoding strategy for LM-based
TTS, which incorporates best-of- K (BOK) selection based on perceptual rating prediction (PRP).
BOK-PRP involves sampling K blocks (or sequences) of discrete speech tokens and selecting the one
with the highest rating given by an external perceptual rating predictor. While conventional strategies

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



select tokens based solely on the probabilities computed by an LM, BOK-PRP leverages perceptual
rating prediction to filter out undesirable outputs while maintaining output diversity. Importantly, the
perceptual rating predictor is trained with human ratings independently of TTS models, allowing
BOK-PRP to be applied as an inference-time add-on for various pre-trained LM-based TTS models.

In this paper, we focus on the naturalness mean opinion score (MOS) as the perceptual rating and
conduct subjective evaluations to assess whether BOK-PRP effectively improves the naturalness of
synthetic speech. Note that it is not obvious whether selecting samples with higher predicted MOS
will result in an improvement in the actual MOS. Indeed, our experiments provide an interesting
insight: excessively large K results in overfitting to MOS prediction, which in turn degrades the
subjective naturalness of synthetic speech. Also, audio samples are available on our demo page[ﬂ

Our contributions are summarized as follows:

* We propose BOK-PRP, a promising decoding strategy for LM-based TTS, which leverages percep-
tual rating prediction to filter out undesirable outputs while maintaining output diversity.

* We demonstrate that BOK-PRP effectively addresses the instability issues associated with conven-
tional sampling-based strategies and significantly improves the naturalness of synthetic speech.

2 Related works
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Figure 1: Conventional sampling-based decoding strategies

2.1 Conventional decoding strategies

Decoding is the process of selecting output tokens based on the probability distribution computed by
LMs during autoregressive generation. Greedy decoding is a simple deterministic decoding strategy
that selects the token with the highest probability as the next token. However, greedy decoding often
leads to repetitive generation, causing the output to get stuck in loops of repeating the same tokens.

Sampling-based decoding strategies, such as top-k sampling [[10]] and top-p sampling [[11], involve
stochastically selecting tokens based on the distribution of tokens, which introduces diversity and
effectively addresses repetitive generation issues. Additionally, top-k and top-p sampling narrow
down sampling candidate tokens to suppress undesirable outputs. Specifically, top-k sampling draws
tokens from the set of tokens with the Ist to kth highest probabilities (Fig. [Ia). Top-p sampling
draws tokens from the smallest set of tokens whose cumulative probability exceeds a threshold p (Fig.
[Ib). However, narrowing down the candidates reduces output diversity and can lead to repetitive
generation. Thus, filtering out undesirable outputs while maintaining diversity remains challenging.

2.2 Controlled decoding

Controlled decoding [[17] is a decoding strategy that controls text generation through block-wise
best-of- K selection process based on preference score prediction. Specifically, during autoregressive
generation, blocks of M tokens are sampled across K blocks, and the block with the highest predicted
preference score is selected. The preference score predictor (called the prefix scorer in the original
paper) is trained to take a partially decoded sequence as input and estimate the preference score
for the sequence fully decoded by an LM. This method is highly modular and can be applied as an
inference-time add-on to an unseen base model, effectively improving the output’s preference score.

"https://kyamauchi1023.github.io/BOK-PRP/
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Figure 2: The decoding process of the two variants of BOK-PRP. (a) Sequence-wise BOK-PRP
synthesizes K speech samples and selects the one with the highest predicted rating. (b) Block-wise
BOK-PRP is a variant of controlled decoding, adapted for discrete speech token generation.
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Figure 3: The training process of the perceptual rating predictor for block-wise BOK-PRP.

3 Methods

Fig. 2]illustrates the decoding process of BOK-PRP. BOK-PRP involves the best-of-K selection pro-
cess, where the sample with the highest predicted perceptual rating, specifically predicted naturalness
MOS in this paper, is selected from the K samples drawn from an LM. We employ UTMOS [21]],
a widely used naturalness MOS predictor, as the rating predictor. We explore two variants: (a)
sequence-wise BOK-PRP and (b) block-wise BOK-PRP. For text generation, the block-wise manner
can generate highly-rated tokens more efficiently than the sequence-wise manner [[17].

In the following, let « be an input text and let p denote a pre-trained LM that computes the probabilities
of discrete speech tokens autoregressively. A set of K samples, Yx 7 = {y1.7,..., Yk 1}, is drawn
from p(-|x), where each sample yi 7 = [Yk.1, ..., Yk,r) represents a token sequence of length T'.
Also, let wi, 7 = Dec(ys, 1) be a corresponding speech waveform re-synthesized by the decoder
Dec. BOK-PRP can be applied to any LM-based TTS models that fit the described formulation.

3.1 Sequence-wise BOK-PRP

In this strategy, we simply draw fully decoded samples Yx 1 from p(-|), and select the optimal
sequence g with the highest predicted perceptual rating, denoted as:

yr = argmax rg (Dec (yx.1)), )]
Y, TEYK,T

where rr denotes the perceptual rating predictor for fully synthesized speech. In this paper, we simply
employ the pre-trained UTMOS model as is for rp.

3.2 Block-wise BOK-PRP

In this strategy, we iteratively decode tokens for each block of M tokens. Given partially de-
coded tokens g, 1)y in the nth iteration, we sample continuing token candidates Y 5/ from
p(-|x, Y(n—1) ), and select the one g, 5, with the highest predicted perceptual rating, denoted as:

Yoy = argmax  1p (Dec (Yxnar)), (2)
Yk,nMEYK nM

where rp denotes the perceptual rating predictor for partially synthesized speech. This iteration is
repeated until tokens are fully decoded. Unlike rp, since p takes as input a waveform re-synthesized
from partially decoded tokens, it is inappropriate to directly use UTMOS for rp. Therefore, we train



the UTMOS model by introducing a truncation process, as illustrated in Fig. [3] Specifically, during
training, the input speech was truncated at a random time, and the model was trained to predict MOS
for speech before the truncation. The truncation time was selected in 0.5-second increments.

4 [Experiments

We conducted MOS tests to evaluate BOK-PRP. Additionally, we investigated the impact of the
number of samples K on the subjective naturalness of synthetic speech through an ablation study.
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formance in TTS track of Interspeech2024 speech processing using discrete speech unit challenge [3]].

Dataset We used LISpeech [12]], which contains speech from a single English speaker, to train the
TTS model. All speech samples were resampled to 16 kHz, and the dataset was divided into training
(12,600 utterances), validation (250 utterances), and evaluation (250 utterances) subsets.

Compared methods In the main experiment, we compared the following decoding strategies:

* Greedy decoding: A deterministic strategy that selects the token with the highest probability.

* Naive sampling: A sampling-based strategy that draws a token from the full set of available tokens,
equivalent to top-k sampling with £ set to the maximum and top-p sampling with p set to 1.

» Top-k top-p sampling: A sampling-based strategy that first uses top-k to narrow down the sampling
candidates and then applies top-p to filter the candidates further.

* Sequence-wise BOK-PRP: The proposed strategy with sequence-wise best-of- K selection process.
* Block-wise BOK-PRP: The proposed strategy with block-wise best-of-K selection process.

For top-k top-p sampling, the values of k, p, and temperature parameter were set to 190, 0.50,
and 0.40, respectively. These parameters were tuned with Optuna [1]], maximizing UTMOS on
the validation set. This temperature parameter value was consistently applied to other sampling
processes as well. For BOK-PRP, the value of K and M were set to 8 and 16, respectively. Note that
a block of 16 tokens corresponds to approximately 0.5 seconds of speech. The model architecture
and training settings of the perceptual rating predictor for block-wise BOK-PRP followed the official
implementation of UTMOSE], except for the truncation process described in Section

Evaluation metrics We conducted MOS tests via crowdsourcing to assess the subjective naturalness
of synthetic speech. Participants rated the naturalness—how human-like and natural it sounded—of
randomly selected speech samples on a 5-point scale, ranging from 1 (very unnatural) to 5 (very
natural). Participants were limited to native English speakers. A total of 200 participants took part
in the evaluations, with each participant rating 24 samples. The significance of the differences in
MOS was assessed using a Student’s ¢-test at a 5% significance level. Additionally, we calculated the
average UTMOS score for all speech synthesized from the transcriptions in the evaluation set.

4.2 Experimental results

Main results: BOK-PRP significantly improves subjective naturalness. The evaluation results
are shown in Table[I] The naturalness MOS of speech synthesized using block-wise BOK-PRP was

*https://github.com/sarulab- speech/UTMOS22
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Table 1: Naturalness MOS with 95% confidence intervals and average UTMOS for the compared meth-
ods. Bold indicates the highest MOS. Ground truth means natural speech samples from LJSpeech.

Method Naturalness MOS + UTMOS 1
Greedy decoding 3.35+0.09 4.27
Naive sampling 3.57 £ 0.08 4.31
Top-k top-p sampling 3.62 +£0.08 4.36
Sequence-wise BOK-PRP (proposed) 3.71 £ 0.07 4.46
Block-wise BOK-PRP (proposed) 3.73 £ 0.07 4.43
Ground truth 3.92 +£0.07 4.43

Table 2: Ablation study on the number of samples K. Naturalness MOS with 95% confidence
intervals and average UTMOS. Bold indicates the highest MOS.

K Naturalness MOS 1 UTMOS 1

2 3.72£0.08 4.40
4 3.74 £ 0.08 4.43
8 3.83 £ 0.07 443
16 3.79 £ 0.07 4.45
32 3.65 £ 0.08 4.46

significantly higher compared to that using conventional decoding strategies, such as top-k top-p
sampling. This suggests that incorporating our proposed best-of- K selection process with perceptual
rating prediction effectively enhances the naturalness of synthetic speech.

We also found that there was no significant difference between block-wise and sequence-wise
BOK-PRP. In this paper, we conducted experiments on the simple single-speaker TTS task, and
the training data, which contained only a few seconds of speech with limited prosodic diversity,
resulted in minimal efficiency gains from the block-wise manner. On the other hand, for advanced
tasks that require generating diverse expressions, such as spontaneous style TTS [[L6] and emotional
TTS [13], token samples become diverse, making block-wise manner potentially more efficient than
sequence-wise manner. Further experiments on these tasks will be conducted in future work.

Additionally, we found that while UTMOS was correlated with MOS, the comparison results based
on UTMOS did not always align with those based on MOS. This suggests that selecting tokens based
on higher predicted perceptual rating (i.e., UTMOS) does not always lead to an improvement in the
actual subjective rating (i.e., naturalness MOS) of the synthetic speech.

Ablation study on K: Excessively large K degrades naturalness. We evaluated speech synthe-
sized by block-wise BOK-PRP while varying K across values of 2, 4, 8, 16, and 32. The evaluation
results are shown in Table[2] The naturalness MOS of speech synthesized with K set to 8 is signifi-
cantly higher compared to when K is set to 2 or 32. This suggests that while somewhat large K is
necessary to stabilize the naturalness of synthetic speech, excessively large K results in overfitting to
perceptual rating prediction, which in turn degrades the subjective naturalness.

5 Conclusions and future directions

We propose BOK-PRP, a novel sampling-based decoding strategy for LM-based TTS, which intro-
duces best-of-K (BOK) selection process based on perceptual rating prediction (PRP). We demon-
strated through subjective evaluations that BOK-PRP outperforms conventional sampling-based
strategies, such as top-k top-p sampling, significantly improving the naturalness of synthetic speech.

In future work, we will investigate the effectiveness of BOK-PRP for LM-based spontaneous style
TTS [16] and LM-based emotional TTS [13]. Furthermore, although our primary focus in this paper
was on enhancing the naturalness MOS of synthetic speech, BOK-PRP can be extended to perceptual
rating predictions from other perspectives, such as prosodic naturalness and emotional suitability. In
future work, we will explore whether BOK-PRP can effectively improve human ratings of synthetic
speech from various perspectives beyond naturalness. We also hope that our work advances future
research on decoding strategies for LM-based audio generation beyond just TTS.
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