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Abstract
Autoregressive models excel in efficiency and
plug directly into the transformer ecosystem, de-
livering robust generalization, predictable scala-
bility, and seamless workflows such as fine-tuning
and parallelized training. However, they require
an explicit sequence order, which contradicts the
unordered nature of graphs. In contrast, diffu-
sion models maintain permutation invariance and
enable one-shot generation but require up to thou-
sands of denoising steps and additional features
for expressivity, leading to high computational
costs. Inspired by recent breakthroughs in image
generation, especially the success of visual au-
toregressive methods, we propose MAG, a novel
diffusion-free graph generation framework based
on next-scale prediction. By leveraging a hier-
archy of latent representations, the model pro-
gressively generates scales of the entire graph
without the need for explicit node ordering. Ex-
periments on both generic and molecular graph
datasets demonstrated the potential of this method,
achieving inference speedups of up to three orders
of magnitude over state-of-the-art methods, while
preserving high-quality generation.

1. Introduction
Graphs provide a natural and flexible information represen-
tation across a wide range of domains, including social net-
works, biological and molecular structures, recommender
systems, and infrastructural networks. Consequently, the
ability to learn a graph distribution from data and generate
realistic graphs is pivotal for applications such as network
science, drug discovery, and protein design.

Despite significant progress in generative models for lan-
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guage and images, graph generation remains challenging
due to its inherent combinatorial nature. Specifically, graphs
are naturally high-dimensional and discrete with varying
sizes, contrasting with the continuous and fixed-size tech-
niques that cannot be directly applied to them. Furthermore,
rich substructures in graphs necessitate an expressive model
capable of capturing higher-order motifs and interactions.

Several graph generative models have been proposed to
address some of these challenges, undertaking approaches
based on autoregressive (AR) models (You et al., 2018),
varational autoencoders (VAE) (Jin et al., 2018), gener-
ative adversarial networks (De Cao & Kipf, 2018), and
diffusion models (Niu et al., 2020; Jo et al., 2022; Vi-
gnac et al., 2023). Among these, diffusion and autoregres-
sive models excel in performance and offer complemen-
tary strengths—diffusion’s permutation invariance and AR’s
efficiency—that make them especially promising avenues
(Kong et al., 2023; Zhao et al., 2024; Yan et al., 2024).

On one hand, diffusion models offer the ability to achieve
exchangeable probability in combination with permutation
equivariant networks, under certain conditions (Niu et al.,
2020; Jo et al., 2022). However, given the high-dimensional
nature of graphs and their complex internal dependencies,
directly modeling the joint distribution of all nodes and
edges presents significant challenges. Recent work by Zhao
et al. (2024) demonstrates that, as a cost for permutation in-
variance, capturing the full joint distribution and solving the
transformation difficulty via diffusion requires thousands of
sampling and denoising steps as well as additional node-,
edge-, and graph-level features, such as eigenvectors, to
break symmetries and achieve high generation quality, ren-
dering diffusion a promising but very expensive approach.

On the other hand, in addition to their improved efficiency,
studies into the success of AR models have highlighted their
scalability and generalizabilty. The former, as exemplified
by scaling laws (Henighan et al., 2020), allows the predic-
tion of large models’ performance to better guide resource
allocation during training, while the latter, as evidenced by
zero-shot and few-shot learning (Sanh et al., 2021), under-
scores the adaptability of unsupervised-trained models to
unseen tasks. Furthermore, the aforementioned discrete and
varying-size properties of graphs suggest a promising fit for
autoregressive modeling. However, unlike natural language
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sentences with an inherent left-to-right ordering, the order
of nodes in a graph must be explicitly defined for unidirec-
tional autoregressive learning. Previous AR methods (You
et al., 2018; Liao et al., 2020; Shi et al., 2020) attempted to
enforce node ordering or approximate the marginalization
over permutations such that, once flattened, one can train
an autoregressive model to maximize its likelihood via next-
token prediction. This gives rise to the three main issues of
autoregressive graph generation:

1. Long-range dependency. Generating nodes one at a
time results in sequential dependencies that make it
difficult to capture long-range interactions and global
structures. Furthermore, early predictions errors can
propagate throughout the generation process, and de-
pendencies may decay when working on larger graphs.

2. Forced node ordering. Enforcing a specific node or-
dering is at odds with the inherent invariance property
of graphs, forcing the model to learn over a specific
ordering, thereby increasing complexity and reducing
generalization.

3. Inefficiency. Generating a graph sequence
(x1, x2, ..., xN ) with a conventional self-attention
transformer incurs O(n) autoregressive steps and
O(n3) computational cost (see Appendix B).

Drawing inspiration from recent breakthroughs in image
generation—notably the Visual Autoregressive Modeling
(VAR) framework (Tian et al., 2024; Ren et al., 2025)—our
proposed method suggests a new ordering for graphs that
is multi-scale, coarse-to-fine. We introduce MAG, a novel
transformer-based graph generation framework based on
next-scale prediction instead of traditional next-node and
next-edge approaches, thereby infusing autoregressive prop-
erties with graphs’ structural constraints. As shown in Fig-
ure 1, our method first encodes a graph into multiple scales
of latent representations and learns to generate scales autore-
gressively, starting from a singular token and progressively
expanding its resolution. At each step, a transformer pre-
dicts the next-resolution token map, conditioned on previous
scales and a class label [C] for conditional synthesis.

MAG poses significant improvements over traditional au-
toregressive methods on both generic and molecular graph
datasets. Notably, it reduces the performance gap with dif-
fusion baselines, surpassing them in wall-clock training and
inference time, with strong performance. This provides
strong evidence regarding the effectiveness of next-scale
prediction for high-quality graph generation. In summary,
our contributions are threefold:

1. A novel next-scale prediction framework for hierarchi-
cal graph generation that overcomes the limitations of
traditional AR approaches on graph properties.

2. A thorough theoretical and empirical analysis of how
multi-scale latent representations can effectively cap-
ture high-order motifs while remaining significantly
more efficient than counterparts.

3. Experiments on diverse graph datasets, demonstrat-
ing significant improvements over AR baselines and
promising performance when compared to state-of-the-
art diffusion methods.

2. Related Work
Diffusion and score-based models Diffusion models
achieve permutation-invariance by parameterizing the de-
noising/score function with a permutation equivariant net-
work, at the cost of up to thousands of sampling steps. EDP-
GNN (Niu et al., 2020) is the first work to adapt score-based
models to graph generation by representing graphs as ma-
trices with continuous values. GDSS (Jo et al., 2022) gen-
eralizes this approach by leveraging SDE-based diffusion
and replacing adjacency matrices with node and edge fea-
tures. However, by using continuous-state diffusion, these
approaches ignore graphs’ discrete nature, resulting in fully
connected graphs. DiGress (Vignac et al., 2023) is the first
to apply discrete-state diffusion, achieving significant im-
provements over continuous methods. Yet, they require
additional structural and domain-specific features to break
symmetries and achieve high generation quality, further in-
creasing computational costs. In response, SwinGNN (Yan
et al., 2024) argues that learning exchangeable probabili-
ties with equivariant architectures is challenging, instead
proposing fixed node orderings and non-equivariant score
functions to alleviate complexity while maintaining compet-
itive performance.

Autoregressive models Traditional AR models construct
graphs by adding nodes and edges sequentially. Although
this approach aligns with the discrete nature of graphs, it
faces a fundamental challenge that there is no inherent order
in graph generation. Various strategies have been explored
to address this by enforcing some node ordering and ap-
proximating the marginalization over permutations. Li et al.
(2018) suggest using random or deterministic empirical or-
derings. GraphRNN (You et al., 2018) aligns permutations
with Breadth-First Search (BFS) ordering through a many-
to-one mapping. GRANs (Liao et al., 2020) propose an
approach to marginalize over a family of canonical node
orderings, such as node degree descending, BFS trees rooted
at the highest degree node, and k-core orderings. Chen et al.
(2021) eliminate ad-hoc orderings altogether by modeling
the conditional probability of orderings with another AR
model to estimate the marginalized probabilities for both
the generative and ordering-selection models. Despite these
efforts, all such methods remain fundamentally limited by
the need to impose artificial node orderings.
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Figure 1. Overview of the Mutli-Scale Graph Generation Framework. The input graph is first encoded through an MPNN, which
produces a latent representation that is quantized at multiple scales. A Transformer then predicts the scales autoregressively via a
coarse-to-fine next-scale process, and a GCN-based decoder reconstructs the graph from the final discrete latent representation rK .

Hybrid and hierarchical models Several recent works
seek to blend the strengths of diffusion and autoregressive
(AR) paradigms. PARD (Zhao et al., 2024) first partitions
the graph into blocks, applies diffusion within each block
and AR between them, and enforces permutation invari-
ance via partial ordering. While effective, its block-wise
diffusion introduces extra implementation complexity and
still incurs substantial sampling costs (Hou et al., 2024).
GraphArm (Kong et al., 2023) instead embeds diffusion
steps into an AR framework—at each forward pass, a single
node and its edges stochastically decay—making the model
both permutation- and order-sensitive. Beyond these hy-
brids, pure coarse-to-fine strategies have also been explored:
Bergmeister et al. (Bergmeister et al., 2024) grow a full
graph from one seed node using localized denoising diffu-
sion and spectral cues, matching diffusion-only runtimes
but retaining their high sampling overhead. In the molecular
domain, JT-VAE (Jin et al., 2018) and HierVAE (Jin et al.,
2020) build molecules by assembling chemically valid sub-
structures, and HiGGs (Davies et al., 2023) hierarchically
samples entire graphs across multiple resolutions. How-
ever, all of these rely on either block-level diffusion, node-
level decay processes, or strong domain priors (e.g., motif
libraries or spectral conditioning). In contrast, our frame-
work is fully domain-agnostic and permutation-equivariant,
leveraging multi-scale quantized latent maps with a generic
transformer—without any hand-crafted substructure priors.

3. Method
Consider a graph defined by the quadruple G =
(V, E,X,B), where V denotes the set of N vertices, E ⊆
V × V represents the set of edges, X ∈ RN×D is a matrix
of D-dimensional node features, and B ∈ RN×N×F com-
prises edge attributes with dimensions F . Given a collection
of M observed graphs, G = {Gi}Mi=1, the task of graph gen-
eration is to model the underlying distribution p(G) in order
to generate new graphs, Gsample ∼ p(G).

3.1. Preliminary: Autoregression by Scale

AR models represent the joint distribution over N random
variables by employing the chain rule of probability. In
particular, they decompose the generation process into se-
quential steps, where each step determines the subsequent
action based on the current subgraph. Traditionally, previous
works have taken a next-token prediction approach, generat-
ing the graph one node and its edges at a time. Specifically,
at step i, we introduce node Gπ

i along with any new edges
connecting it to nodes in {Gπ

1 , G
π
2 , . . . , G

π
i−1}. The general

formulation of AR models for graphs is given by:

p(Gπ) =

N∏
i=1

p
(
Gπ

i | Gπ
1 , G

π
2 , . . . , G

π
i−1).

Since AR models proceed in a unidirectional sequential
manner, applying them requires a predetermined ordering π
of nodes in the graph.

Alternatively, rather than employing next-token prediction,
we propose utilizing next-scale prediction, wherein the au-
toregressive unit is a latent representation of the entire graph
rather than a single token. To implement this, we first obtain
latent representations at multiple scales and train a trans-
former to generate these latent maps. Similarly to Tian et al.
(2024), this leads to a two-stage architecture: (1) a VQ-VAE
tokenizer that quantizes the input graphs into latent maps at
multiple scales (refer to Section 3.2), and (2) a transformer
that predicts next-scale latent maps (refer to Section 3.3).

3.2. Permutation Equivariant Multi-Scale Tokenizer

We propose a permutation-equivariant quantized autoen-
coder to encode a graph G to K multi-scale discrete la-
tent maps R = {r1, r2, ..., rK}, where each scale rk de-
pends only on its prefix {r1, r2, ..., rk−1}. For quantization,
a shared codebook Z is used across all scales, ensuring
that each token in rk belongs to the same vocabulary. An
overview of the tokenizer is given in Figure 2.
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Figure 2. Permutation Equivariant Multi-Scale VQ-VAE. The encoder converts the input graph into a continuous latent representation
f , which is downsampled and quantized into discrete token maps {r1, . . . , rK}. The final token map rK is then passed to the GCN-based
decoder to reconstruct the original graph, preserving permutation equivariance throughout.

Encoding Given an input graph G ∈ RN×D ×RN×N×F ,
an autoencoder E(·) : RN×D × RN×N×F → RN×C is
used to convert G into a continuous latent representation f :

f = E(G), f ∈ RN×C ,

where C is the latent’s feature dimension defined empiri-
cally. In order to encode the graph’s node and edge features
into a unified latent space RN×C , we leverage a series of
standard MPNNs, such that edge features are propagated
within node features before compressing node dimensions
to C and dropping remaining edges.

Concretely, each MPNN layer performs message passing
by first computing learned linear transformations of neigh-
bor node embeddings and their connecting edge attributes,
aggregating these via a sum operation, and then applying a
ReLU nonlinearity. We stack Le such layers—with residual
connections and layer normalization—to ensure stable train-
ing and encode higher-order structural patterns throughout
the graph within nodes.

f is then downsampled to create K different coarse-to-fine
latent scales F = {f1, f2, ..., fK}, with fK = f . Interme-
diate scales are learned by the model to autoregressively
generate the graph’s latent representation, scale-wise.

Quantizing A quantizer is used to convert each scale’s la-
tent representation into discrete tokens. The quantizer Q(·) :
RN×C → RN×CZ includes a codebook Z ∈ RV×CZ con-
taining V learnable embeddings, for which each feature’s
dimension is maintained by convention, i.e., CZ = C. Dur-
ing quantization, q = Q(f) is obtained by replacing each
feature vector f (k,i) from the multi-scale latent features F
by its nearest code q(k,i) in Euclidean distance:

q(k,i) = (argminv∈V ||Select(Z, v)− f (k,i)||2) ∈ V,

where Select(Z, v) denotes selecting the vth vector in code-
book Z, and i ≤ N . Specifically, Q(·) is trained by fetching
all q(k,i) and minimizing the distance between q and f .

Decoding Finally, a decoder is used to reconstruct the
original graph given its final discrete latent representation,

rK . The decoder D(·) : RN×CZ → RN×D × RN×N×F

recovers latent representations for edges between all pairs
of nodes, and maps node and edge features back to their
original dimensions RN×D and RN×N×F , respectively.

We implement D(·) with Ld standard graph convolutional
layers, interleaved with ReLU activations and layer nor-
malization to stabilize training and capture higher-order
structures. After the final GCN layer, edge logits are recov-
ered by passing all concatenated pairs of node embeddings
through an MLP layer, and node features are mapped back
to input dimensions, RD, via a linear projection.

Because this architecture preserves node ordering and fea-
ture cardinality throughout encoding, quantization, and de-
coding, the proposed multi-scale autoencoder remains per-
mutation equivariant. Note that any off-the-shelf autoen-
coder can be used, since downsampled scales are obtained
by interpolating, and only the embedding f (and thus final
scale rK) is used for decoding. This effectively makes the
scales independent of the rest of the architecture.

3.3. Autoregressive Graph Generation Through
Next-Scale Prediction

We define the autoregressive modeling on graphs by shift-
ing from next-node and next-edge predictions to next-scale
predictions. Here, the autoregressive unit is an entire token
map, rather than a single token. Given the quantized scales
{r1, . . . , rK}, the autoregressive likelihood is expressed as:

p(r1, r2, . . . , rK) =

K∏
k=1

p(rk | r1, r2, . . . , rk−1),

where each autoregressive unit rk ∈ [V ]nk is the token
map at scale k containing nk tokens, and the sequence
(r1, r2, . . . , rk−1) serves as the prefix for rk. In the k-th
autoregressive step, we predict the k-th scale, such that all
nk tokens in rk are generated in parallel, conditioned on
rk’s prefix. Note that during training, a block-wise causal
attention mask is used to ensure that each rk can only attend
to its prefix r<k. During inference, kv-caching is used and
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Figure 3. Autoregressive Next-scale Prediction with Scale-Wise Causal Mask. At each step k, the transformer attends to all previously
generated scales {r1, . . . , rk−1} and predicts the next-scale token map rk all at once. A scale-wise causal mask ensures that each scale
only depends on its prefix. Cross-entropy loss is used for training the transformer.

no mask is needed. An overview of the generative model’s
architecture is displayed in Figure 3.

Level embedding A level embedding is learned to en-
code the scale at which a token operates within the input
structure. This is implemented similarily to GPT’s segment
embedding (Devlin et al., 2019), such that learned signals
enhance the model’s capacity to capture multi-scale contex-
tual dependencies. However, it is important to note that no
additional positional encoding is used within scales, in order
to leverage Attention’s permutation-invariance property.

Scale sampling During training and inference, we select
scale sizes from a predefined set of lengths. Specifically, we
fix the first scale to 1 and the final scale to N , where N is the
target graph size. Intermediate scales are chosen from the
predefined set (e.g., R = {1, 2, 4, 6, 9}), such that ∀rk ∈
R, rk ≤ N ; and the final scale rK = N (e.g., truncating
to {1, 2, 4, 5} for a graph of 5 nodes). Typically, we set the
number of scales to be logarithmic in the number of nodes.
Finally, to handle varying graph sizes and enable parallel
generation, padding is used with appropriate masking.

Implementation details We adopt a standard decoder-
only Transformer architecture with adaptive layer normal-
ization (AdaLN), and input tokens are embedded via a linear
layer. Unlike Graphormer (Ying et al., 2021) or DiGress
(Vignac et al., 2023), we do not use any additional posi-
tional embeddings. For class-conditional synthesis, a class
embedding serves both as the start token [C] and the condi-
tioning input for AdaLN. Then, at each autoregressive step,
the next scale is predicted such that all tokens in that scale
are generated in parallel through a series of multi-head self-
attention blocks. Each output embedding is passed through
a classifier head to predict a categorical distribution over
the quantization codebook, from which the most probable
codeword is selected using a softmax operation. Dropout
and layer normalization are employed throughout the ar-
chitecture to aid convergence. Additionally, query and key

vectors are normalized to unit vectors prior to computing
attention scores to improve training stability. To support
reproducibility, the hyperparameters used for training and
inference are listed in Appendix A.

Sampling at inference At inference, we apply top-k and
top-p (nucleus) sampling to introduce diversity and control
over the generation process. These methods are applied to
the predicted categorical distributions at each decoding step.

Discussion As a result, multi-scale prediction offers sub-
stantial properties that allow MAG to address the three previ-
ously mentioned issues as follows:

1. Given the limited number of intermediate scales in the
generations, long-range dependency is reduced from
O(n) to O(k), where k ≈ log(n) is the number of
scales. Furthermore, sequential dependency is strength-
ened by generating a scale of the whole graph at each
autoregressive step.

2. No explicit node ordering is needed as (i) the tokenizer
is permutation equivariant, and (ii) tokens in each map,
rk, are fully correlated and generated in parallel.

3. By generating an entire token map in parallel at each
scale, the generation’s complexity is reduced from
O(n3) to O(n2). The proof is detailed in Appendix B.

4. Experiments
We empirically evaluate our model on experiments covering
both generic and molecular graph generation. These two
domains are chosen to benchmark the model’s versatility:
generic graphs allow the assessment of structural fidelity and
scalability, while molecular graphs pose domain-specific
challenges like chemical validity and functional constraints.
This dual setting probes MAG’s ability to generate diverse
graphs under different structural and semantic constraints.
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Figure 4. Samples of generated generic and molecular graphs by MAG.

Generation quality is measured using a combination of dis-
tributional and domain-specific metrics. Moreover, we eval-
uate generation wall-clock time against state-of-the-art dif-
fusion, hybrid, and VAE models to compare their inference
efficiency. Both training and evaluation procedures were
executed in five independent trials, with error bars denoting
the robustness of the experiments.

Baselines We compare MAG to state-of-the-art models
trained for both generic and molecule generation. Specifi-
cally, baselines include diffusion models, such as EDP-GNN
(Niu et al., 2020), GDSS (Jo et al., 2022), and DiGress (Vi-
gnac et al., 2023); hybrid models, such as GraphAF (Shi
et al., 2020), GraphDF (Luo et al., 2021) and GraphRNN
(You et al., 2018) (generic graphs only); and VAE models,
such as GraphVAE (Simonovsky & Komodakis, 2018) and
GramVAE (Kusner et al., 2017) (molecular graphs only).

4.1. Generic Graph Generation

Experimental Setup We evaluate MAG at generic graph
generation on the Community-small (Jo et al., 2022) and En-
zymes (Schomburg et al., 2004) datasets. Community-small
is a synthetic dataset containing 100 random graphs consist-
ing of two equal-sized communities, with between 12 and
20 nodes per graph. Here, the node and edge representations
are binary (i.e., absence or presence). The Enzymes dataset
contains 587 enzyme graphs with 10 to 125 nodes per sam-
ple. Each of the graphs represents a protein as a set of
nodes—each node carrying a 3-dimensional one-hot feature
for α-helix, β-strand or coil—and binary edges indicating
sequence adjacency or the three nearest spatial neighbors.
There are no edge attributes, and each graph is annotated
with one of six top-level EC enzyme class labels.

These datasets provide a wide range of graph properties,
from small structured communities in Community-small to
larger, more complex protein graphs in Enzymes. We aim to

investigate the ability of multi-scale graph generation to gen-
erate graphs of different sizes and complexities, providing
insights into its scalability and generalization abilities.

To ensure fair comparison, we follow the same setup as
(Kong et al., 2023; Yan et al., 2024; Jo et al., 2022), ran-
domly splitting the dataset into 80% for training and 20%
for testing. Performance is evaluated by comparing the
structure of the generated graphs with those from the dataset
according to the maximum mean discrepancy (MMD) of
statistics including node degrees, clustering coefficients, and
orbit counts. Moreover, the inference speed of MAG is com-
pared to the baselines at generating graphs across varying
sizes. Samples of generated graphs are given in Figure 4.

Results MAG achieves strong performance with inference
times orders of magnitude faster (Table 1). On the smaller
Community-small dataset, it consistently outperforms both
hybrid models and VAEs. Notably, its performance is the
closest to state-of-the-art GDSS and DiGress models, while
being 204× and 15,347× faster, respectively.

On the more complex Enzymes dataset, MAG exhibits limita-
tions in qualitative performance. Similarly to hybrid models,
it struggles with generating larger enzyme graphs, suggest-
ing possible scalability challenges. This may be due to the
increased number of scales required for larger graphs, result-
ing in higher sensitivity to predefined scale sizes. Despite
this limitation, MAG’s computational efficiency scales ro-
bustly with graph size, indicating strong potential should its
performance be further improved.

In terms of wall-clock inference time, MAG delivers sig-
nificant improvements across all datasets, surpassing all
baselines by several orders of magnitude. Remarkably, it
achieves inference speeds up to thousands of times faster
than state-of-the-art models.
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Table 1. Results on Community-small and Enzymes benchmark datasets. Wall-clock inference times are reported in seconds for 50 and
100 samples, respectively, on an NVIDIA GeForce RTX 4060 GPU.

Models
Community-S (|V| ∈ [12, 20], 100 obs.) Enzymes (|V| ∈ [10, 125], 587 obs.)

Deg. ↓ Clus. ↓ Orbit. ↓ Time (s) ↓ Deg. ↓ Clus. ↓ Orbit. ↓ Time (s) ↓

Diffusion Models

EDP-GNN 0.053 0.144 0.026 1.94e4 0.023 0.268 0.082 2.61e4

GDSS 0.045 0.086 0.007 2.87e3 0.026 0.061 0.009 1.74e3

DiGress 0.047 0.041 0.026 38.1 0.004 0.083 0.002 58.8

Hybrid Models

GraphAF 0.180 0.200 0.020 1.29e2 1.669 1.283 0.266 46.1

GraphDF 0.060 0.120 0.030 68.8 1.503 1.061 0.202 68.1

GraphRNN 0.080 0.120 0.040 1.10e2 0.017 0.062 0.046 1.25e2

Varational Autoencoders

GraphVAE 0.350 0.980 0.540 1.34 1.369 0.629 0.191 2.00

Ours 0.077 0.102 0.022 0.187 1.753 1.148 0.223 1.88
± std. ±0.007 ±0.009 ±0.003 ±0.015 ±0.150 ±0.100 ±0.034 ±0.200

4.2. Molecule Generation

Experimental Setup MAG is further extended to generate
molecular graphs with node and edge features, and evaluated
on two popular molecular datasets, namely QM9 (Ramakr-
ishnan et al., 2014) and ZINC-250K (Gómez-Bombarelli
et al., 2018). The former contains 133,885 small organic
molecules of up to nine heavy atoms with types C, O, N
and F. The latter is a subset of the ZINC database (Irwin
et al., 2012) and consists of 250,000 molecules with up to
38 heavy atoms of nine types.

In contrast to generic graph generation, molecules present
a unique challenge for multi-scale graph generation due
to their strict structural constraints and varying complex-
ity. Evaluating MAG on both molecular datasets assesses its
ability to generate realistic molecules ranging from small
organic compounds to larger chemical structures, while
adhering to chemical constraints like valency, introducing
additional challenges for the model to maintain validity.

The quality of generated molecules is measured in terms
of validity, uniqueness, novelty, and Fréchet ChemNet Dis-
tance (FCD). Details on these metrics are delineated in
Appendix C. Training and evaluation were each performed
in five independent replicates, with the resulting perfor-
mance robustness illustrated by error bars. In addition, the
wall-clock inference time to generate 1,000 molecules from
both datasets is recorded and compared against baselines.
Samples of generated molecules are displayed in Figure 4.

Results Performance on molecular datasets are given in
Table 2. MAG consistently outperforms VAE baselines across
most metrics. Moreover, MAG achieves performance compa-
rable to that of recent hybrid models. Compared to state-of-
the-art diffusion models, MAG achieves the highest unique-
ness and matches most of them in novelty. Regarding valid-
ity, although it trails slightly behind GDSS, it proves to out-
perform EDP-GNN. Of all baselines, only DiGress exhibits
a notable performance advantage over MAG; however, Di-
Gress explicitly incorporates molecular-specific properties,
while MAG approaches the task in a raw, domain-agnostic
manner, which may account for this performance gap. For
the larger and more complex ZINC-250k dataset, MAG out-
performs VAE baselines across all metrics and delivers re-
sults comparable to those of hybrid models, while remaining
slightly behind diffusion-based methods. These findings are
consistent with observations on smaller molecules; how-
ever, MAG demonstrates greater consistency across different
molecule sizes compared to diffusion models. Addition-
ally, we observe reduced overhead when scaling to larger
molecules relative to the results on the Enzymes dataset.
Regarding computational efficiency, MAG further delivers
substantial improvements, achieving inference speeds up to
hundreds of times faster than the state of the art.

5. Future Work and Limitations
This work primarily focused on introducing a novel
paradigm for autoregressive graph generation, adopting a
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Table 2. Results on QM9 and ZINC250k molecule datasets. Wall-clock inference times are reported in seconds for 1,000 samples,
respectively, on an NVIDIA GeForce RTX 4060 GPU (Val: Validity; Uni: Uniqueness; Nov: Novelty; FCD: Fréchet ChemNet Distance).
Entries marked “–” denote results that were not reported or for which reproduction was not possible.

Models
QM9 (|V| ∈ [1, 9], 134K mols.) ZINC250k (|V| ∈ [6, 38], 250K mols.)

Val. ↑ Uni. ↑ Nov. ↑ FCD ↓ Time (s) ↓ Val. ↑ Uni. ↑ Nov. ↑ FCD ↓ Time (s) ↓

Diffusion Models

EDP-GNN 47.52 99.25 86.58 2.68 1.7e3 82.97 99.79 100 16.74 1.6e3

GDSS 95.72 98.46 86.27 2.9 43.4 97.01 99.64 100 14.66 3.4e2

DiGress 99.0 96.66 33.4 0.36 34.1 91.02 81.23 100 23.06 2.0e2

Hybrid Models

GraphAF 74.43 88.64 86.59 5.27 1.1e3 68.47 98.64 100 16.02 9.6e2

GraphDF 93.88 98.58 98.54 10.93 1.9e4 90.61 99.63 100 33.55 9.3e3

Varational Autoencoders

GramVAE 20.00 19.70 100 – – 30.10 27.30 100 – –

GraphVAE 45.80 30.50 66.10 – – 44.00 – – – –

Ours 89.43 99.31 83.14 5.77 3.84 84.22 87.88 100 19.70 19.7
± std. ±0.87 ±0.38 ±1.72 ±0.49 ±1.40 ±1.32 ±0.53 ±0.00 ±1.06 ±0.58

next-scale prediction approach instead of traditional next-
node and next-edge methods. As a result, a promising av-
enue for future research is to explore how autoregressive
properties from the large language model (LLM) literature
translate to graph generation. Specifically, efforts could be
made to investigate the generalization capabilities of autore-
gressive models in zero-shot and few-shot downstream tasks,
which have been shown to be limitations of state-of-the-art
diffusion-based graph models (Vignac et al., 2023). Further-
more, future work could explore fine-tuning strategies as a
solution to tasks with little data and resources.

Although MAG demonstrated substantial speed improve-
ments, experiments on larger graphs revealed qualitative
limitations—likely stemming from our use of a fixed set of
scales. Incorporating inductive biases or domain-specific
signals into scale selection could enhance both performance
and scalability on more complex structures. Moreover, au-
toregressive models are known for their inherent scalabil-
ity, suggesting that MAG’s performance on larger graphs
could further improve through optimized scale selection. A
promising direction is to train a unified decoder that maps
any intermediate latent scale back to a graph, much like Jiao
et al.’s multi-resolution VAE. This would not only allow in-
terpretation and visualization of the coarse-to-fine hierarchy
and how motifs emerge, but also drive a data-driven choice
for scale counts and resolutions, alleviating our current de-
pendence on manually tuned scale hyperparameters.

Finally, this work opens a new direction for hybrid
autoregressive-diffusion methods. While current hybrid
approaches primarily rely on block-wise diffusion with se-
quential learning between blocks, the proposed framework
enables reconsidering these methods by applying scale-wise
diffusion, i.e., diffusion between scales. This shift could
eliminate the need for a quantized autoencoder, as diffusion
offers strong capabilities in continuous space, thereby re-
moving the quantization bottleneck. However, this would
reintroduce computational overheads which should be stud-
ied as a trade-off against existing diffusion-based methods.

6. Conclusion
This work introduced a novel diffusion-free multi-scale au-
toregressive model for graph generation which (1) theo-
retically addresses limitations of traditional autoregressive
models due to inherent graph properties and (2) reduces the
gap between diffusion-free AR models and diffusion-based
methods, with up to three orders of magnitude lower compu-
tational costs. Experiments over both generic and molecular
graph generations demonstrated the ability of MAG to gen-
erate high-quality samples that achieve promising perfor-
mance and can adjust to domain-specific constraints such as
chemical validity. We hope that our findings can aid the de-
sign of new approaches, in which the multi-scale paradigm
may be applied to other graph generative methods.
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Impact Statement
Fast graph generation can accelerate scientific discovery
by enabling rapid simulation of complex networks in fields
such as epidemiology, ecology, and social science, lowering
barriers for smaller research teams. It supports more re-
silient infrastructure and public-health planning by allowing
practitioners to model extreme scenarios at unprecedented
speed. By democratizing access to advanced network model-
ing, these tools empower communities worldwide to tackle
interconnected societal challenges.
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his early feedback on the foundations of this work and his
continued support throughout.

References
Bergmeister, A., Martinkus, K., Perraudin, N., and Watten-

hofer, R. Efficient and scalable graph generation through
iterative local expansion. In Proceedings of the 12th
International Conference on Learning Representations,
2024.

Chen, X., Han, X., Hu, J., Ruiz, F., and Liu, L. Order mat-
ters: Probabilistic modeling of node sequence for graph
generation. In Proceedings of the 38th International Con-
ference on Machine Learning, pp. 1630–1639. PMLR,
2021.

Davies, A. O., Ajmeri, N. S., et al. Size matters: Large graph
generation with higgs. arXiv preprint arXiv:2306.11412,
2023.

De Cao, N. and Kipf, T. Molgan: An implicit genera-
tive model for small molecular graphs. arXiv preprint
arXiv:1805.11973, 2018.

Devlin, J., Chang, M.-W., Lee, K., and Toutanova, K. BERT:
Pre-training of deep bidirectional transformers for lan-
guage understanding. In Proceedings of the 2019 Confer-
ence of the North American Chapter of the Association
for Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), June 2019.
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A. Details for Hyperparameters

Table 3. Hyperparameters used for MAG during training and inference.

Hyperparameter Value

Multi-Scale VQ-VAE Tokenizer
Encoder MPNN layers (Le) 4
Decoder GCN layers (Ld) 4
Hidden dimension 32
Latent dimension (C) 16
Codebook size (V ) 1024
Commitment cost 0.25
Gamma 0.1

Multi-scale Transformer
Transformer blocks 8
Hidden size 256
Attention heads 8
Level embedding dim 256
Layer dropout 0.1
Conditional dropout 0.1
Token dropout 0.05

Optimization & Sampling
Optimizer Adam
Learning rate 3× 10−5

Weight decay 1× 10−2

Betas (0.9, 0.99)
Batch size 12
Training epochs 100
Top-k sampling (k) 50
Top-p sampling (p) 0.95

B. Complexity Proof
This proof entails the improvement in generation complexity from node-by-node to scale-wise AR models.
Lemma B.1 (AR Generation for Nodes). For a standard self-attention transformer, the time complexity of autoregressive
(AR) graph generation is O(N3), where N is the total number of nodes.

Proof. In AR generation, nodes are generated sequentially. At step i (1 ≤ i ≤ N ), the model computes attention over all
i− 1 previously generated nodes. The complexity for step i is O(i2). Summing over all steps:

N∑
i=1

i2 =
N(N + 1)(2N + 1)

6
∼ O(N3).

Lemma B.2 (Scale-wise Generation for Nodes). For a standard self-attention transformer with constant a > 1, the time
complexity of variable autoregressive (VAR) graph generation is O(N2), where N is the total number of nodes, and
K = loga N + 1 scales are used.

Proof. Define the resolution sequence {nk}, where nk = ak−1 nodes are added at scale k, and nK = N . The total nodes
up to scale k is:

Sk =

k∑
i=1

ni =
ak − 1

a− 1
.
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At each scale k, generating nk new nodes requires computing attention over all Sk−1 existing nodes. The complexity is:

nk · Sk−1 ≈ ak−1 · ak−1 = a2(k−1).

Summing over all K scales:
K∑

k=1

a2(k−1) =
a2K − 1

a2 − 1
∼ O(a2K) = O(N2),

since aK−1 = N and thus a2K = a2N2.

C. Details for Evaluation Metrics
To evaluate the performance of MAG for generic graphs, we measure the degree, clustering, and orbit of the generated graphs.
Degree measures the number of connections of each node, revealing hubs or sparsely connected regions. Clustering shows
how likely a node’s neighbors are to be connected, indicating local group structures or tightly-knit communities. Orbit
counts specific small patterns (subgraphs) within the graph, capturing repeating structural patterns. These metrics report
whether the structure of the graphs in the dataset is preserved, indicating more meaningful and realistic graphs.

We assess molecular graph generation by examining validity, uniqueness, novelty, and the Frechet ChemNet Distance (FCD)
metric. Validity reflects the proportion of generated structures that adhere to fundamental chemical rules—such as correct
valency—without any post-hoc correction. Uniqueness gauges the degree to which those valid molecules are distinct from
one another, while novelty captures the extent to which they lie outside the original training corpus. Finally, FCD quantifies
how closely the distribution of generated compounds matches that of real chemicals by comparing the mean and covariance
of their activations in ChemNet’s penultimate layer.
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