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Abstract
Column generation (CG) is a well-established
method for solving large-scale linear programs.
It involves iteratively optimizing a subproblem
containing a subset of columns and using its dual
solution to generate new columns with negative
reduced costs. This process continues until the
dual values converge to the optimal dual solution
to the original problem. A natural phenomenon
in CG is the heavy oscillation of the dual values
during iterations, which can lead to a substantial
slowdown in the convergence rate. Stabilization
techniques are devised to accelerate the conver-
gence of dual values by using information beyond
the state of the current subproblem. However,
there remains a significant gap in obtaining more
accurate dual values at an earlier stage. To fur-
ther narrow this gap, this paper introduces a novel
approach consisting of 1) a machine learning ap-
proach for accurate prediction of optimal dual so-
lutions and 2) an adaptive stabilization technique
that effectively capitalizes on accurate predictions.
On the graph coloring problem, we show that our
method achieves a significantly improved conver-
gence rate compared to traditional methods.

1. Introduction
Column generation (CG) is an effective method for solving
linear programs (LP) with a large number of variables (or
columns) (Lübbecke & Desrosiers, 2005). It has many
applications in solving combinatorial optimization problems
with a decomposable structure (Vanderbeck, 2000), such
as the vehicle routing problem (Agarwal et al., 1989), the
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cutting stock problem (Gilmore & Gomory, 1961), and the
graph coloring problem (Mehrotra & Trick, 1996).

CG solves a large-scale LP in iterative steps. In an iteration,
a set of dual values is obtained by solving the LP that con-
tains a small subset of columns and is then used to generate
new columns with negative reduced costs. As this process
repeats, the dual values converge to optimal dual values, i.e.,
an optimal dual solution to the original LP. This point of
convergence is identified when no column with a negative
reduced cost can be further generated.

As CG updates dual values by iteratively re-optimizing an
evolving subproblem, this method may lead to significant
oscillations in the dual iterates within the high-dimensional
dual space. In this context, a dual iterate refers to the set
of dual values obtained in a specific iteration of CG. This
phenomenon is depicted in Figure 1, which shows the trajec-
tory of dual iterates for CG marked in green. Notably, the
dual iterates tend to stay far from the optimal dual solution
until a later stage. These issues can lead to the generation of
redundant columns, causing a significant slowdown in the
convergence rate.

Various techniques, termed stabilization, have been devised
to overcome this challenge. These techniques succeed in
deriving dual values that are more closely aligned with
the optimal dual solution by using information beyond the
current state of the subproblem. Typically, this additional
information includes the problem data (Agarwal et al., 1989;
Briant et al., 2008; Kraul et al., 2023) and/or historical dual
iterates collected during the solution process (Du Merle
et al., 1999; Pessoa et al., 2018). However, there is still
significant room to obtain more accurate dual values at an
earlier stage to further accelerate CG.

In this paper, we propose a new stabilization method to
further narrow this gap. Our method consists of two parts:
1) a machine learning (ML) approach to effectively predict
the optimal dual solution, and 2) an adaptive stabilization
method that effectively uses ML prediction to guide the con-
vergence of dual values. Specifically, we penalize dual vari-
ables taking values that deviate from ML prediction during
subproblem optimization, resulting in a basin-in-attraction
effect pulling the dual values toward ML prediction. The
strength of this attraction is adapted in line with the progres-
sion of CG, motivated by the fact that the accuracy of dual
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Figure 1. The trajectory of dual iterates for our adaptive stabilized
CG based on ML (ASCG-ML), compared to CG and stabilized
CG (SCG) for the first 50 iterations. Each point (or a dual iterate)
represents a set of dual values at an iteration of CG. The axes are
the first two principal components of the high-dimensional dual
space. The test graphs DSJC125.5 and myciel5 are from standard
benchmarks for the graph coloring problem.

values can continuously improve and surpass the ML predic-
tion. We name our method Adaptive Stabilized CG based
on ML, ASCG-ML, and show that this method is grounded
in Lagrangian duality theory and inherits the convergence
guarantee from CG.

We empirically demonstrate the efficacy of ASCG-ML in
the graph coloring problem (GCP) (Jensen & Toft, 2011).
As illustrated in Figure 1, ASCG-ML allows the dual val-
ues to be significantly drawn towards the prediction of the
optimal dual solution, compared to standard CG and a stabi-
lization approach (Du Merle et al., 1999). This attraction is
particularly strong when the dual values greatly differ from
the optimal dual solution, as evidenced by a large ‘step size’.
As CG progresses, our method consistently yields dual it-
erates that are in proximity to the optimal dual solutions,
in contrast to the considerable fluctuations observed in the
dual iterates produced by the compared methods.

Our main contributions can be summarized as follows.

• We formulate the task of identifying good dual val-
ues as a regression problem to predict optimal dual
solutions. We develop two ML approaches to capture
variable interrelationships for accurate predictions, in-
cluding a feedforward neural network with statistical
features and a graph neural network.

• We propose ASCG-ML, which effectively uses an ac-
curate ML prediction to guide the convergence of dual
values. We theoretically show that ASCG-ML adap-
tively modulates the intensity of this guidance accord-
ing to the progression of CG, and empirically show that
ASCG-ML significantly improves the convergence rate
compared to traditional approaches on the GCP.

• We conduct an extensive comparative study of
ASCG with two distinct ML approaches on both in-
distribution and out-of-distribution data. Our findings
present strong evidence that ASCG-ML can general-
ize across diverse, challenging families of benchmark
instances beyond those it was trained on and pave the
way for future advancements in the robust and generic
integration of CG and ML techniques.

2. Background & Related Work
2.1. Column Generation for Graph Coloring

CG, or Dantzig-Wolfe decomposition, is an effective method
that can be used to obtain tight LP relaxation bounds for a
wide range of combinatorial optimization problems (Van-
derbeck, 2000). This is often crucial for exact solvers such
as branch-and-bound (Dakin, 1965), the efficiency of which
hinges on the strength of the bounding function.

We will illustrate CG in the GCP, a classic NP-hard problem
that finds many real-world applications (Formanowicz &
Tanaś, 2012) such as timetable scheduling. CG overcomes
the highly symmetric characteristic of the GCP and manages
to obtain tight LP relaxation bounds compared to alternative
formulations of the problem.

The Dantzig-Wolfe decomposition of the GCP can be ex-
pressed as using a minimum number of maximal indepen-
dent sets (MISs) to cover all vertices in a graph (Mehrotra
& Trick, 1996). Let G(V, E) be a graph with the set of
vertices V and the set of edges E1. Let s ∈ S be the set
representation of a MIS, where S is the set of MISs in the
graph. We describe the CG process in the dual LP relaxation
to facilitate the later illustration of stabilization techniques,
and note that the primal LP form is outlined in Appendix B.
The dual LP relaxation of GCP can be defined as follows,

z∗ = max
π

∑
i∈V

πi, (Dual Problem) (1)

s.t.
∑
i∈s

πi ≤ 1, s ∈ S, (2)

0 ≤ πi ≤ 1, i ∈ V. (3)

Here, πi is a dual variable associated with the vertex i. A
constraint in Eq. (2) specifies that, for all vertices covered
by this MIS (i.e., the expression i ∈ s), the sum of their
corresponding dual values should not exceed 1. Also note
that each constraint in Eq. (2) corresponds to a column in
its primal form, and they represent the same MIS object.
Since there may be exponentially many MISs in the graph,
this LP typically cannot be solved directly using standard
techniques such as simplex methods (Dantzig, 2016).

CG tackles this large-scale dual problem in iterative steps.

1Notations used in this paper are summarized in Appendix A.
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Specifically, a set of dual values π is obtained by solving
the dual problem restricted to a partial set of MISs, referred
to as the restricted dual problem (RDP). The dual values
can be infeasible to the original dual problem, and are used
to search for new MISs with minimum reduced costs. This
process is called pricing and can be defined as the following
combinatorial optimization problem,

c∗ = min
v

1−
∑
i∈V

πi · vi, (Pricing) (4)

s.t. vi + vj ≤ 1, (i, j) ∈ E (5)
vi ∈ {0, 1}, i ∈ V, (6)

where the binary decision variable vi denotes whether a
vertex is in the solution, and solution space is the set of
MISs. Note that this pricing problem involves solving an
NP-hard maximum weight independent set problem.

If the minimum reduced cost c∗ is negative, RDP is updated
with the optimal MIS s∗ and re-optimized to produce new
dual values with improved feasibility. Otherwise, the dual
values are feasible for the dual problem, and they form an
optimal dual solution.

We have described CG in the context of GCP. However,
this methodology is versatile and has proven effective in
various problems (Barnhart et al., 1998). A generic descrip-
tion of CG involves iteratively improving the feasibility of
dual values by generating columns with negative reduced
costs. In different CG applications, their dual problems
often bear resemblance to the structure presented in Eqs.
(1)-(3). However, a column can represent a different type
of combinatorial object according to the structure of the
pricing problem, such as a route in vehicle routing problems
or a cutting pattern in the cutting stock problem.

2.2. Stabilized Column Generation

A longstanding challenge in CG is the heavy oscillation of
dual values. Specifically, the dual values are updated by
the solution to the RDP. The evolution of the RDP causes
changes in its associated dual polyhedron. Consequently, the
solution to the RDP, which represents an extreme point of
the dual polyhedron, can undergo significant shifts. This can
lead to substantial oscillations in the dual iterates (Figure 1)
and a slowdown in the convergence rate.

Stabilization techniques aim to address this challenge and
quickly produce dual values relevant to the optimal dual
solution (Lübbecke & Desrosiers, 2005). Several classes
of stabilization methods have been proposed, including the
limitation approach, which imposes additional constraints
on the RDP to restrict the dual space without cutting off
all optimal dual solutions (Marsten et al., 1975; Ben Amor
et al., 2006; Gschwind & Irnich, 2017); the centralization
approach, which generates columns using a central point of

the dual polyhedron rather than a RDP solution (Goffin et al.,
1992; Lee & Park, 2011); the smoothing approach, which
blends the RDP solution with a reference point of good dual
values (Pessoa et al., 2018; Wentges, 1997); and interior
point methods with an early stopping criterion to solve the
RDP (Gondzio & Sarkissian, 1996; Gondzio et al., 2013).
These stabilization methods are not in direct competition
with our proposed ML-based approach. For example, a
ML prediction can be used as a reference point for the
smooth approach, and our proposed method can be used in
a complementary way to the limitation approach.

Our method falls into the category of the penalization ap-
proach. This approach was first proposed by Du Merle et al.
(1999), which penalizes dual variables taking values that
deviate from the previous dual iterate. Amor et al. (2009)
studied the effect of different penalty functions. Kraul et al.
(2023) explored the prediction of optimal dual solutions
through ML for the cutting stock problem and demonstrated
that a feedforward neural network with basic problem at-
tributes is sufficient to obtain high-quality prediction. In
contrast, we study the dual solution prediction problem for
the GCP and will show that modeling the interrelationships
between variables is crucial for prediction accuracy. More-
over, we propose a novel adaptive stabilization method to
optimize the utilization of ML prediction.

2.3. Machine Learning For Optimization

ML has been considered a promising technique in the
broader context of optimization (Bengio et al., 2021). Ex-
isting studies have shown that ML can enhance both exact
methods (Khalil et al., 2016; Gasse et al., 2019; Morabit
et al., 2021; Babaki et al., 2021; Deza & Khalil, 2023) and
heuristic methods (Kool et al., 2019; Sun et al., 2021; Xin
et al., 2021; Liu et al., 2022; Kotary et al., 2022; Zong et al.,
2022; Huang et al., 2023; Zhou et al., 2023).

Among the exact approaches related to CG, several stud-
ies investigate the use of ML to select promising columns
rather than the minimum-reduced-cost column selection
rule (Morabit et al., 2021; Babaki et al., 2021; Chi et al.,
2022). Some others devise ML-enhanced heuristic pricing
methods to efficiently solve pricing problems and gener-
ate high-quality columns (Shen et al., 2022; Quesnel et al.,
2022). Our work is complementary to the aforementioned
studies, which require setting up the pricing problem with
accurate dual values in the first place.

Among ML-based heuristics, the most relevant to our study
is a class of methods that develops an ML model to predict
optimal solution values for integer variables, and uses ML
prediction to improve heuristic search (Li et al., 2018; Ding
et al., 2020; Shen et al., 2021; Sun et al., 2022). Unlike this
line of work, we study ML to make accurate predictions
of the optimal dual solution in the context of CG. More
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Algorithm 1 ASCG-ML
Require: An initial set of MISs S, A ML prediction ŷ;
1: Initialize ϵ;
2: repeat
3: πϵ ← solve G-RDP(S, ŷ, ϵ);
4: c∗, s∗ ← pricing w.r.t. πϵ;
5: S ← s∗ ∪ S;
6: Update ϵ value;
7: until c∗ ≥ 0 and ϵ = 0

specifically, the prediction targets are continuous variables,
and our aim is to use ML prediction to accelerate the CG
method to derive tight LP bounds.

3. Approach
In this section, we present ASCG-ML that can effectively
derive dual values more relevant to the optimal dual solution
compared to the RDP solution. Specifically, we consider a
generalized formulation of the dual problem defined as

z∗ϵ = max
π,w+,w−

∑
s∈S

(πi − ϵw−
i − ϵw+

i ), (7)

s.t.
∑

i∈V,i∈s

πi ≤ 1, s ∈ S, (8)

− πi − w−
i ≤ −ŷi, i ∈ V, (9)

πi − w+
i ≤ ŷi, i ∈ V, (10)

0 ≤ πi, w
−
i , w

+
i ≤ 1, i ∈ V. (11)

Compared with the standard dual problem in Eqs. (1)-(3),
this generalized dual problem introduces new variables wi

to measure the distance between the value taken by a dual
variable πi and its predicted value by ML ŷi, as defined in
the new constraints in Eqs. (9) and (10). The parameter ϵ
denotes the objective coefficient of the variable wi, and the
standard dual problem can be obtained by setting ϵ = 0 as
a special case. With ϵ > 0, it incurs a penalty with dual
variables taking values deviating from the ML prediction,
creating a basin-in-attraction effect from the ML prediction
to the dual values. The magnitude of the penalty parameter
ϵ controls the strength of this effect.

We denote the generalized dual problem restricted to a sub-
set of constraints by G-RDP. In contrast to the RDP, pricing
using the solution to the G-RDP does not guarantee a non-
positive minimum reduced cost. This result is shown in
Lemma 3.1 and will influence our design of the adaptive
stabilization method in Section 3.2. All proofs can be found
in Appendix C.

Lemma 3.1. Let πϵ denote the dual solution to the current
G-RDP. The minimum reduced cost c∗ϵ with respect to the
dual values πϵ can be positive.

Building on G-RDP, we outline the ASCG-ML method in

Algorithm 1. Two key components of ASCG-ML are the
design of ML methods for accurate predictions and the
adaptation of the penalty value during the iterative process,
which are introduced in the following.

3.1. Dual Solution Prediction

We formulate the task of determining good dual values as a
regression problem, where a ML model can be efficiently
trained to minimize the mean squared error between the op-
timal solution values of the dual variables and the predicted
values. We form the training data D(j) = {(xi, yi)|i ∈ V}
from every optimally solved problem instance j. Each train-
ing example (xi, yi) is associated with a dual variable πi,
where xi denotes the feature vector of the variable and yi

is its optimal solution value. Let ŷθ = fθ(x) denote the
prediction of an ML model f parameterized by θ. Our loss
function is defined as follows:

Lθ =
1∑J

j=1 |D(j)|

J∑
j=1

|D(j)|∑
i=1

(yj,i − ŷj,iθ )2. (12)

We note that multiple optimal dual solutions may exist for
an LP due to primal degeneracy, and when this occurs, we
set the target value yi to an average of different optimal
solution values of the corresponding variable. The benefit
of this labeling approach will be examined empirically.

We design two ML approaches for this regression problem,
based on the understanding that modeling interrelationships
between variables is critical for accurate predictions. For ex-
ample, if a dual variable has a large value in the optimal dual
solution, the variables in the same column with this variable
must have relatively small optimal dual values. This is be-
cause the optimal dual values should satisfy all constraints
in Eq. (2), i.e. the sum of the dual values in any column
should not exceed 1. It can also be noted that the importance
of modeling variable relationships is recognized in a wider
scope of ML applications for combinatorial optimization,
such as predicting effective branching variables (Gasse et al.,
2019) in mixed integer programming solvers and predicting
optimal integer solutions (Ding et al., 2020).

Our first approach involves equipping a feedforward neural
network (FFNN) with statistical measures, each capturing
a type of relation for a dual variable with others. These
measures are computed over a set of randomly sampled
columns and can be described using graph terminologies
as follows: 1) the frequency of a vertex appearing in the
samples, 2) statistics related to the cardinality of samples
containing a vertex, 3) statistics of the average degree in
samples containing a vertex, and 4) the degree of a vertex
and graph density. The mathematical definition of these
measures can be found in Appendix D.

Given this feature representation of a variable, a FFNN can
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be trained to predict its optimal solution value. A layer l in
our FFNN is defined as

h(l+1) = ReLU(W (l)h(l) + b(l)), (13)

where W and b denote the learnable weight matrix and
bias vector, and h is the hidden feature vector. ReLU is an
activation function defined as ReLU(·) = max(0, ·).

Our second approach employs a graph convolutional net-
work (GCN) (Kipf & Welling, 2017) that automatically
learns the interrelationships between variables and predicts
optimal dual solutions. Specifically, in GCP, a problem in-
stance corresponds to a graph and each dual variable corre-
sponds to a vertex. Therefore, the graph naturally represents
the relationships among the variables. Given this graph, the
GCN predicts the optimal dual solution for the associated
problem instance. A layer in this GCN l is defined as

H(l+1) = ReLU(D̃− 1
2 ÃD̃− 1

2H(l)W (l) +H(l)), (14)

where Ã = A+ I is the adjacency matrix of the undirected
graph with added self-connections, D̃ii =

∑
i Ãij , and

H is a matrix composing hidden feature vectors of dual
variables. The second term inside the activation function is
commonly called the residual connection, and its purpose
is to enable the training of deep neural networks with many
layers. In the last layer, a linear mapping is used for both
neural networks to output a scalar value for each variable as
the prediction.

We provide a toy example to illustrate the intuition of GCN
automatically learning useful information in our context.
Consider that the feature vector of a variable (or vertex)
has two dimensions. The first layer of GCN updates the
first entry in the feature vector with the number of 1-hop
neighbors, and the second layer updates the second entry
with the number of 2-hop neighbors. If the number of 1-
hop neighbors for a variable is large, the variable tends to
have a large dual solution value. Consider the extreme case
where the variable is connected to all other variables; then
this variable itself forms a maximal independent set and
has a maximum dual value of 1. If the number of 2-hop
neighbors for a variable is large, the variable can appear in
many independent sets, so this variable tends to have a small
dual solution value because all constraints corresponding to
these independent sets in Eq. (2) must be satisfied.

3.2. Adaptive Stabilization

We introduce an adaptive stabilization method to optimize
the use of ML prediction. This method adjusts the penalty
value ϵ according to the progress of CG and ensures that the
value remains below a Lagrangian gap. As the quality of
dual values improves, the Lagrangian gaps become smaller
and so are the values of ϵ. Figure 2 illustrates this dynamic

when ASCG is applied to several graphs, which will be
discussed in more detail after introducing our method.

Acquiring such dynamics of the penalty parameter is moti-
vated by observations that dual values in the initial stage of
CG can be significantly inaccurate (Figure 1), which justi-
fies a stronger influence (i.e., a greater penalty) of the ML
predictions to expedite the improvement of dual values. As
CG advances, the accuracy of dual values improves, even-
tually exceeding that of the ML prediction. Consequently,
it becomes necessary to decrease the penalty parameter to
facilitate the convergence of CG in its final stage.

Specifically, we propose to set ϵ as follows:

ϵ =

{
c∗ϵ

c∗ϵ−1 , if c∗ϵ < 0,

0, if c∗ϵ ≥ 0.
(15)

Here, c∗ϵ denotes the optimal objective value (i.e., the min-
imum reduced cost) of the pricing problem, which is con-
structed using dual values πϵ to the G-RDP in the current
CG iteration. The updated value ϵ will be used to define the
G-RDP in the subsequent iteration of CG.

Exact Pricing. We show that the value ϵ produced by
Eq. (15) is always upper bounded by a Lagrangian gap in
Theorem 3.2. The Lagrangian gap measures the quality of
the current dual values and reveals the progress of CG. Our
definition of the Lagrangian gap is based on the notion of the
Lagrangian bound, which provides a valid lower bound to
the optimal objective value of the dual problem (Lübbecke
& Desrosiers, 2005). Let z denote the objective function of
the dual problem, Eq. (1). Given dual values to the G-RDP
(πϵ), the Lagrangian dual bound can be computed as:

L(πϵ) =
z(πϵ)

(1− c∗ϵ )
. (16)

Theorem 3.2. Define the Lagrangian gap as l = 1 −
L(πϵ)/z(π), where π denotes the optimal dual values as-
sociated with the standard RDP. The penalty value ϵ is in
the range 0 ≤ ϵ ≤ l.

Extension to Heuristic Pricing. We have established re-
sults for adaptive stabilization. However, we have assumed
that the minimum reduced cost is available, that is, the pric-
ing problem can be solved to optimality. This is not always
the case as pricing problems are typically NP-hard. It is
common in practice to find heuristic solutions to pricing
problems, and an exact pricing solver is only necessary to
be used once a heuristic pricing method cannot find any solu-
tion with a negative reduced cost. Although using a heuristic
pricing method typically increases the number of iterations
required for CG to converge, the overall computational time
may be reduced because of more efficient solving of the
pricing problems.
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Figure 2. The trend of penalty value ϵ computed by exact or heuris-
tic pricing in different iterations of ASCG, both bounded by the
Lagrangian Gap on several Graph Coloring Benchmarks.

Therefore, we investigate the effect of heuristic pricing on
the proposed adaptive stabilization method. Given the dual
values of a G-RDP and its associated pricing problem, we
show that the penalty computed using a heuristic pricing
method is upper bounded by that with an exact pricing
method in Lemma 3.3. Using Theorem 3.2, it is easy to see
that the adaptive stabilization method with heuristic pricing
is also upper bounded by the Lagrangian gap (Corollary 3.4).

Lemma 3.3. The penalty value ϵ‡ produced by ASCG under
the heuristic pricing setting is upper bounded by the penalty
value ϵ produced by ASCG under the exact pricing, ϵ‡ ≤ ϵ.

Corollary 3.4. The penalty value, ϵ‡, calculated using the
adaptive stabilization method with a heuristic method, is
upper bounded by a Lagrangian gap, l.

Figure 2 shows the dynamics of penalty values computed
with the adaptive stabilization method using an exact or a
heuristic pricing method. First, it can be observed that the
heuristic penalty curve is always below the exact penalty
curve, which is, in turn, below the Lagrangian gap curve.
Second, the exact penalty curve closely resembles the La-
grangian gap curve, showing that the exact penalty curve
indeed reflects the current progress of CG to a great extent.
Compared to that, the heuristic penalty is less reliable, as
indicated by the heavier fluctuation of the corresponding
curve in some cases. This may lead to an early degeneration
of our ASCG-ML to the standard CG method. Also, note
that the Lagrangian gap does not decrease monotonically,
and computing it requires a dual solution to the standard
RDP. This information is not available in ASCG and has to
be computed with a substantial additional cost.

Convergence Property. Finally, we show in Lemma 3.5
that the parameter ϵ in our ASCG method converges to
zero after a finite number of iterations. At this stage, our
ASCG method becomes equivalent to the standard CG and,
therefore, inherits the convergence guarantee of CG.

Lemma 3.5. The adaptive stabilization method ensures that
ϵ reduces to 0 in a finite number of iterations.

4. Empirical Studies
4.1. Setup

We consider two graph benchmarks: the Matilda li-
brary (Smith-Miles et al., 2014) and the Graph Coloring
Benchmarks2 (GCB). We will use Matilda for training and
use both benchmarks for testing. Matilda consists of a large
set of 8278 graphs with 100 vertices, providing sufficient
training data. These graphs are generated following a sys-
tematic procedure: an instance-space analysis is carried out
using test graphs collected from past studies for GCP and
DIMACS graphs; then, an evolutionary algorithm is used to
evolve random graphs with different characteristics.

Our training data are collected from 1258 Matilda graphs
that cannot be solved by CG in 100 iterations. We randomly
select 800 graphs for training 200 graphs for validation, and
the remaining graphs for testing. When constructing the
training data, we set the prediction target for a variable to
the average of its optimal dual values when the LP associ-
ated with a graph has multiple optimal dual solutions. Our
statistical features are computed on a set of 5n randomly
sampled MISs, where n is the number of vertices in a graph.
We employ commonly used training procedures and hyper-
parameters to train a 3-layer FFNN and a 20-layer GCN.
In particular, we note that an early stopping criterion and
an L2 regularization are used for training to improve the
generalization of ML methods.

The following methods are compared in this study:

ASCG-ML (Ours). We implement our methods accord-
ing to Algorithm 1. G-RDP is solved by the LP solver
in Gurobi (Gurobi Optimization, 2018) and the pricing prob-
lem is solved by a specialized exact solver, TSM (Jiang
et al., 2018). We refer to ASCG with FFNN and GCN as
ASCG-FFNN and ASCG-GCN, respectively.

SCG-ML (Kraul et al., 2023): This method can be viewed
as a special case of the ASCG-ML method with a constant
penalty value ϵ = 0.1, selected from {0.01, 0.1, 1, 10}. As
SCG-ML was originally proposed for the cutting stock prob-
lem, we equip it with our ML models. We denote SCG-ML
using FFNN and GCN as SCG-FFNN and SCG-GCN.

SCG/ASCG-Deg: This method uses the degree attribute to
estimate the dual values for SCG or ASCG. We include
this baseline to examine the need to develop advanced ML
models for dual solution prediction. Note that the degree
attribute is used as an estimate of good dual values in a
previous study (Briant et al., 2008).

SCG (Du Merle et al., 1999): This method aims to mitigate
the oscillation between successive dual iterates. It performs

2https://sites.google.com/site/
graphcoloring
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Table 1. Results on Matilda.
# Iter. % Red. # Win Time % Red. # Win P Time

CG 341.1 N/A 0 1921 N/A 1 1.0

SCG 289.3 15% 0 1691 12% 0 1.1
SCG-Deg 318.1 6% 0 2748 -43% 0 1.11
SCG-FFNN 194.3 43% 0 1450 24% 1 1.32
SCG-GCN 195.6 43% 0 1463 24% 3 1.34

ASCG-Deg 309.5 9% 0 2467 -28% 0 1.06
ASCG-FFNN 163.0 52% 165 1103 43% 149 1.27
ASCG-GCN 166.5 51% 93 1130 41% 104 1.27

ASCG with the ML prediction ŷ replaced by the dual values
in the previous iteration, and uses a constant penalty value
ϵ = 1, selected from {0.01, 0.1, 1, 10}.

Classic CG (Mehrotra & Trick, 1996): The classic CG is a
special case of our method with ϵ = 0.

For all compared methods, we provide them an effec-
tive warm start with a widely used strategy (Lübbecke &
Desrosiers, 2005). Specifically, we use columns from a high-
quality integer solution to initialize G-RDP. The heuristic
solution is produced by a greedy heuristic and a local search
method (Galinier & Hertz, 2006). For all stabilization meth-
ods, we set the penalty parameter directly to 0 when its
value is below 0.01, to avoid numerical instability and en-
sure CG convergence. For all SCG approaches, their penalty
values are reduced by half when the pricing problem cannot
produce any column with a negative reduced cost.

We note that the complete experiment setup can be found in
the appendix. These include the graph benchmark statistics
(Appendix E.1), empirical studies of the labeling approach
(Appendix E.2), training procedure and layer tuning for ML
models (Appendix E.3), and tuning of the penalty values for
the compared stabilization methods (Appendix E.4).

For testing, we conduct 10 independent runs for each
method on each graph with a random seed in [1, 2, · · · , 10].
Random seeds can have an impact on the warm-start method
and the heuristic pricing method. We measure the conver-
gence rate of a method by its iteration number to reach
optimality and report the computational time in seconds.
All results are averaged using the geometric mean. Our ex-
periments are conducted on a cluster with 24 CPUs (Intel(R)
Xeon(R) Gold 6238R CPU @ 2.20GHz). Our code is avail-
able at https://github.com/yunzhuangshen/
ML-based-Adaptive-Stabilization.

4.2. Results on Matilda

Table 1 shows the results for CG. Here, ‘# Iter’ denotes the
average number of iterations. ‘# Time’ denotes the average
computation time for a seeded run on all 258 Matilda graphs.
‘% Red.’ measures the percentage of iterations (or time)
reduced by a method compared to the baseline CG. ‘# Win’
shows the number of graphs (among 258 graphs) that a
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Figure 3. The number of solved runs within an iteration limit on
the Matilda graphs.

method solved using the smallest iteration number (or the
shortest time). The last column shows the normalized time
used for pricing per iteration.

Overall, the proposed ASCG-FFNN/GCN achieves the most
significant reduction in both iteration number and compu-
tational time, and they are the winning methods on the
majority of graphs according to either evaluation metric. In
contrast, ASCG with the basic degree attribute is inefficient,
evidencing the need to develop advanced ML techniques
that can model the variable interrelationships for accurate
predictions. The proposed adaptive stabilization method
also shows efficacy. For example, compared to SCG-FFNN,
ASCG-FFNN achieves a 9% further reduction in the num-
ber of iterations, while it achieves a more significant 19%
further reduction in computational time. Consistent with the
above analysis, Figure 3 shows that our ASCG-FFNN/GCN
method solves more problem instances within a certain iter-
ation cutoff point.

An interesting observation from Table 1 is that the applica-
tion of stabilization techniques can lead to a more significant
reduction in the number of iterations compared to the com-
putational time. The reason lies in the increased difficulty
in solving pricing problems, as indicated by the increase in
pricing time (the last column of Table 1). Specifically, stabi-
lization requires solving G-RDP, resulting in more nonzero
dual values compared with solving RDP; since the dual
values are used as objective coefficients in the pricing prob-
lem, the size of the pricing problem increases. As a result,
computational time can only be reduced when the reduction
in the number of iterations outweighs the computational
overhead from solving more difficult pricing problems.

4.3. Results on Graph Coloring Benchmarks

In this part, we investigate whether ASCG-ML, trained us-
ing Matilda graphs, can be practically used to solve GCB
graphs. GCB contains several classes of graphs, each of
which has distinct patterns. Moreover, graphs of the same
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Table 2. Results on Graph Coloring Benchmarks.

Method Exact Pricing Heuristic Pricing

# Iter. % Red. Time % Red. # Iter. Time

CG 155.1 N/A 17.8 N/A 215.9 18.0

SCG 173.8 -12.1% 26.1 -46.6% 245.4 18.3
SCG-FFNN 112.4 27.5% 18.6 -4.5% 176.5 16.5
SCG-GCN 143.9 7.2% 22.6 -27.0% 192.9 17.6

ASCG-FFNN 86.6 44.2% 16.1 9.6% 157.4 15.6
ASCG-GCN 122.9 20.8% 18.9 -6.2% 184.5 17.2

class can vary significantly in size and density. We use 7
classes of graphs, each with a varying number of graphs:
‘DSJC’ (12 graphs), ‘FullIns’ (14 graphs), ‘Insertions’ (11
graphs), ‘flat’ (6 graphs), ‘le’ (12 graphs), ‘myciel’ (5
graphs), and ‘queen’ (13 graphs).

We evaluate the compared methods with an exact/heuristic
pricing method with a cutoff limit of 1000 seconds. The
heuristic pricing setting is included to examine its potential
for addressing the issue of more difficult pricing problems in
stabilization. We employ a specialized local search method,
LSCC (Wang et al., 2016), as the heuristic pricing method.

Table 2 shows the results averaged over all GCB graphs.
Specifically, results in ‘# Iteration’ are averaged over 30
graphs which can be solved by all compared methods within
the cutoff time; results in ‘Time’ are averaged over 42
graphs, where additional 12 graphs are those that can be
solved by at least one method. When a method does not
solve a graph within the 1000-second cutoff time, this cutoff
time is used to produce average results. Note that numerical
results on individual Graph Coloring Benchmarks can be
found in Appendix F.

Overall, we can observe that ASCG-FFNN achieves the
best performance in both exact and heuristic pricing setups.
First, we focus on the exact pricing setup. The results show
that most stabilization approaches can reduce the number
of iterations and accelerate the convergence of CG. How-
ever, ASCG-FFNN is the only one that outperforms CG in
solution time because of the trade-off discussed before. Fur-
thermore, ASCG-FFNN converges with the smallest number
of iterations on each class of test graphs, as seen in Table 3.

Similar observations can be obtained in the heuristic pric-
ing setting. Comparing the results of this setting with the
exact pricing setting, all methods require more iterations
to converge because of the reduced quality of generated
columns, but the computational time may be reduced due
to the improved efficiency of pricing. In particular, ML-
based stabilization methods achieve a further reduction in
computational time, showing that the issue of more difficult
pricing problems caused by stabilization can be addressed
with a more efficient pricing method.

Table 3. Average iteration number for each class of test graphs.
The number of solved graphs in each class is shown in parentheses.
-F stands for -FFNN and -G stands for -GCN.

Graph Class CG SCG SCG-F SCG-G ASCG-F ASCG-G

DSJC (6) 560.4 507.1 379.9 402.4 349.5 368.7
FullIns (6) 63.2 105.2 65.1 86.7 31.9 58.6
Insertions (4) 358.3 176.4 150.5 281.5 133.5 269.1
flat (1) 1240.9 816.4 832.8 975.5 770.1 954.2
myciel (4) 71.8 60.9 48.2 55.4 38.2 49.9
queen (9) 91.5 158.0 73.0 92.6 61.0 80.5

Table 4. Performances of the ML models for dual solution predic-
tion and CG on two graph benchmarks. The ML models are trained
using Matilda graphs.

Mean Squared Error (1E-2) # Iteration of CG

FFNN GCN Diff. ASCG-FFNN ASCG-GCN Diff.

Matilda 0.33 0.30 -9% 163.0 166.5 - 2%
GCB 3.8 5.9 55% 86.6 122.9 -34 %

4.4. Discussions & Analysis on ML Generalization

In this part, we present an analysis by contrasting the per-
formances of ML models for dual solution prediction and
the results of ASCG equipped with these methods, to shed
light on future advancements of ML techniques. Recall the
key difference between the two ML approaches: The GCN
approach takes as input a graph encoding all possible inter-
relationships of dual variables, whereas the FFNN approach
utilizes a set of statistical features corresponding to several
predefined relations among variables.

Table 4 shows the mean squared error (MSE) for the dual
solution prediction task and the iteration number for ASCG
equipping an ML model. The MSE is calculated for Matilda
using 259 test graphs and for GCB using 33 graphs with
optimal dual solutions. First, we observe that GCN obtains
a smaller test error than FFNN on Matilda, indicating its
ability to capture more nuanced interrelationships of vari-
ables compared to the predefined statistical features used
by FFNN. However, GCN obtains a much higher test error
than FFNN in GCB, indicating that the complex variable
interrelationships learned by GCN in Matilda are less ap-
plicable to GCB. Consequently, ASCG-FFNN outperforms
ASCG-GCN significantly on GCB. It is worthnoting that
ASCG-GCN receives a marginally worse performance than
ASCG-FFNN on Matilda, showing a slight mismatch be-
tween the ML prediction accuracy and CG’s performance.
Specifically, ML models are trained by minimizing the MSE
across all training examples associated with dual variables
in different problem instances, while the performance of
ASCG depends on the quality of the predicted dual solution
as a whole.

Nevertheless, we are optimistic about the potential of graph
neural networks (GNNs) to expand the applicability of
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ASCG-ML to a more diverse set of problems. Specifically,
GNNs, such as the bipartite graph neural network (Gasse
et al., 2019), can input a generic description of an optimiza-
tion problem – its mixed-integer programming formulation.
This allows it to automatically process the rich information
in the constraint matrix of a pricing problem and to make
predictions for general CG applications. The effectiveness
of GNNs could be further enhanced by more closely aligning
the training objective with the optimization goal, developing
more advanced generalization or regularization strategies
such as bilevel optimization (Geisler et al., 2021; Wang et al.,
2021), and bridging the gap between training and test data
distributions using instance space analysis (Smith-Miles &
Muñoz, 2023), all of which merit further research.

5. Conclusion
This paper explores machine learning (ML) to enhance Col-
umn Generation (CG). ML is used to make accurate pre-
dictions of the optimal dual solution, which is then used to
accelerate the convergence of dual values in CG. In addition,
we introduce an adaptive stabilization method to make effec-
tive use of ML predictions. Our method is termed adaptive
stabilized CG based on ML, ASCG-ML.

We show several general properties of ASCG-ML and em-
pirically validate its effectiveness in the graph coloring
problem. The findings reveal that ASCG-ML substantially
surpasses traditional methods in handling synthetic graphs
and exhibits impressive generalization capabilities across a
wider range of graphs with distinct patterns.

Looking ahead, our future work includes investigating
ASCG-ML for a broader range of problems and integrating
it with more sophisticated elements, such as other stabi-
lization techniques and heuristic pricing methods that can
efficiently generate multiple columns.
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A. List of Notations

Table 5. List of Notations.

Graph
V The set of vertices in a graph
E The set of edges in a graph
s Set representation of a maximal independent set (MIS)
S A set of maximal independent sets

Restricted Dual Problem (RDP)
z The objective function
z∗ The optimal objective value
π dual variables or dual solution

Generalized RMP (G-RDP)
zϵ The objective function
z∗ϵ The optimal objective value
πϵ dual variables or dual solution

Pricing Problem s∗ An optimal solution.
c∗ The minimum reduced cost w.r.t. π
c∗ϵ The minimum reduced cost w.r.t. πϵ

c‡ The reduced cost of a heuristic solution
v The decision variable indicating whether to use a vertex or not

Dual Prediction Problem

D Training data set
f Feature vector
y Prediction target
ŷ Predicted value

Others
L A Lagrangian bound
l A Lagrangian gap
ϵ Penalty value computed with an optimal solution
ϵ‡ Penalty value computed with a heuristic solution

B. The Primal LP Problem for Graph Coloring
Let G(V, E) be a graph, where V and E denote the set of vertices and edges, respectively. Let xs be a binary variable
indicating whether a MIS s ∈ S in the graph is used (xs = 1) or not (xs = 0). Here, s is a set presentation of a MIS, and S
denotes the set of all MISs in a graph. The Dantizig-Wolfe formulation of the GCP can be defined as:

z∗ = min
x

∑
s∈S

xs, (P) (17)

s.t.
∑

s∈S,i∈s

xs ≥ 1, i ∈ V, (18)

xs ∈ {0, 1}, s ∈ S. (19)

In Eq. (18), the expression s ∈ S, i ∈ s denotes all MISs that contain the vertex i. As a graph can contain exponentially
many MISs, this LP relaxation can contain many variables (or columns). The primal LP problem can be obtained by relaxing
the integer constraints on xs.

C. Proofs
Lemma C.1. Let πϵ denote the dual solution to the current G-RDP. The minimum reduced cost c∗ϵ with respect to the dual
values πϵ can be positive.

Proof. The minimum reduced cost c∗ϵ can be positive if the solution πϵ to the G-RDP is an interior point in the polyhedron
of the original dual problem. In the extreme case where ϵ → ∞, πϵ and ŷ overlaps. πϵ can be an interior point because ML
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prediction ŷ could be. Another scenario is that the solution of the standard RDP in a CG iteration, π, is on the boundary
of the polyhedron of the dual problem and the ML prediction is an interior point of the dual problem. For ϵ > 0, the ML
prediction will attract the dual solution to the interior. In a more general case, where the solution π of the standard RDP in a
CG iteration is not on the boundary of the polyhedron of the dual problem, it is still possible that πϵ is an interior point.
This is because the ML prediction ŷ can be “moved” further away from π to attract it to the interior of the dual problem.
Essentially, increasing the distance between ŷ and π is equivalent to increasing the value of penalty ϵ.

Theorem C.2. Define the Lagrangian gap as l = 1− L(πϵ)/z(π), where π denotes the optimal dual values associated
with the standard RDP. The penalty value ϵ is in the range 0 ≤ ϵ ≤ l.

Proof. If c∗ϵ ≥ 0, ϵ = 0 according to its definition in Eq. (15) and the theorem satisfies. If c∗ϵ < 0, we have

ϵ =
c∗ϵ

c∗ϵ − 1
> 0. (20)

In addition,

ϵ =
c∗ϵ

c∗ϵ − 1
= 1− 1

1− c∗ϵ
= 1−

z(πϵ)
1−c∗ϵ

z(πϵ)
= 1− L(πϵ)

z(πϵ)
. (21)

As the optimal solution of the modified RDP, πϵ, is a feasible solution to the RDP, the objective value of πϵ in the RDP
must be less than or equal to its optimal objective value, z(π), since the RDP is a maximization problem:

z(πϵ) ≤ z(π). (22)

Hence,

ϵ = 1− L(πϵ)

z(πϵ)
≤ 1− L(πϵ)

z(π)
= l. (23)

Lemma C.3. The penalty value ϵ‡ produced by ASCG under the heuristic pricing setting is upper bound by the penalty
value ϵ produced by ASCG under the exact pricing setting, ϵ‡ ≤ ϵ.

Proof. Let c∗ and c‡ denote the reduced costs of an optimal and heuristic solution to the pricing problem, respectively. Since
the pricing problem is a minimization problem, we have the following.

c∗ ≤ c‡. (24)

In the case where both heuristic and exact solutions have negative reduced costs, c∗ ≤ c‡ < 0, we have the following.

ϵ =
c∗

c∗ − 1
≥ c‡

c‡ − 1
= ϵ‡ > 0. (25)

In the case where the reduced costs of both solutions are positive, 0 < c∗ ≤ c‡, the penalties are both equal to 0:

ϵ = ϵ‡ = 0. (26)

In the case where c∗ ≤ 0 ≤ c‡, the adaptive penalty with the optimal solution is nonnegative and that with the heuristic
solution is equal to 0:

ϵ ≥ 0 = ϵ‡. (27)

Corollary C.4. The penalty value, ϵ‡, calculated using the adaptive stabilization method with a heuristic method, is upper
bounded by a Lagrangian gap, l.

Proof. Since ϵ‡ ≤ ϵ according to Lemma 3.3 and ϵ ≤ l according to Theorem 3.2, the adaptive penalty ϵ‡ with a heuristic
pricing method is upper bound by the Lagrangian gap, l.
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Lemma C.5. The adaptive stabilization method ensures that ϵ reduces to 0 in a finite number of iterations.

Proof. If the minimum reduced cost c∗ϵ is negative in one CG iteration

c∗ϵ = 1−
∑
i∈s∗

πϵ
i < 0, (28)

the generated column s∗ must be a new column that can cut the current optimal solution (πϵ) to the modified RDP, as s∗

violates the constraint (8). As the number of MISs in a graph is finite, no new columns can be further generated after a finite
number of iterations. At this point, the minimum reduced cost is non-negative and, therefore, ϵ reduces to 0.

D. Statistical Features
In GCP, a problem instance (i.e., a dual problem) is associated with a graph, a column represents a MIS, and a dual variable
corresponds to a vertex. We use two basic graph attributes to describe a variable, the degree and the graph density. The set
of statistical features is computed on randomly sampled MISs. Our first statistical feature is the frequency of a vertex i
appearing in the samples S,

f1(i) = |Si|/|S|, (29)

where Si denotes the set of MISs in S that contains the vertex i. A vertex with a high frequency indicates that this vertex is
likely to be covered, hence it tends to have a small dual solution value.

The second set of statistical features are the maximum, minimum, and average cardinality of MISs containing the vertex i
(Si), defined as,

f2−4(i) = max
s∈Si

|s|, min
s∈Si

|s|,
∑
s∈Si

|s|/|Si|. (30)

A vertex with large cardinality statistics tends to have a small dual solution value, as the sum of the dual solution value for
vertices in an MIS should be no greater than 1, i.e., the reduced cost of a column is non-negative.

The last set of features is statistics on the average degree of sampled MISs containing that vertex. We denote the average
degree of vertices in an MIS s as

deg(s) =
∑
i∈s

deg(i)/|s|. (31)

The maximum, minimum, and average statistics of the quantity (31) across the MISs containing the vertex i (Si) can be
defined respectively as

f5−7(i) = max
s∈Si

deg(s), min
s∈Si

deg(s),
∑
s∈Si

deg(s)/|Si|. (32)

If the average degree of vertices in the MISs containing the vertex i is high, that vertex tends to have a small value. This is
because vertices with high degree values tend to have large dual solution values and the sum of the dual solution value for
vertices in an MIS should be no greater than 1. All statistical features are normalized instance-wise, i.e., for a feature the
value for a variable is scaled by the maximum and minimum values of variables in the same LP instance.

E. Details of Experiment Setup
E.1. Benchmark Statistics

Graphs from two benchmarks are used in this paper, Matilda and graph coloring benchmarks (GCB). Figure 4 shows the
distribution with respect to the density of 1326 Matilda graphs. Table 6 shows the statistics for the 7 classes of GCB graphs.

E.2. Empirical studies on Labeling Approachs

In the training data, a training example is associated with a dual variable and the label for the training example is set to the
optimal solution value of the dual value. The dual problem may have multiple optimal solutions due to primal degeneracy, a
variable can have different values in different optimal solutions. In this case, we set the prediction target to an average of its
values in different optimal dual solutions. We first discuss the intuition behind this approach and present an empirical study
to show its advantage.
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Figure 4. Density histogram of the 1326 Matilda graphs.

Table 6. Statistics of 8 classes of test graphs from GCB.
Class # Instances # Nodes Density

DSJC 12 [125, 1000] [0.095, 0.901]
FullIns 14 [30, 4146] [0.009, 0.23]

Insertions 11 [37, 1406] [0.01, 0.108]
flat 6 [300, 1000] [0.477, 0.494]

le450 12 [450, 450] [0.057, 0.172]
myciel 5 [11, 191] [0.13, 0.364]
queen 13 [25, 256] [0.3879, 0.533]

Overall 73 [11, 4146] [0.009, 0.901]

Table 7. The iteration number of CG provided with an interior optimal dual solution versus an extreme one. There are 68, 91, 119 graphs
in each density interval.

[0, 0.2] [0.2, 0.4] [0.4, 1.0]

An interior optimal dual solution 138.5 156.8 118.7
An extreme optimal dual solution 325.4 166.4 123.7

Geometrically, an optimal dual problem found by simplex methods is an extreme point in the feasible dual space P for the
dual problem. Different optimal solutions can form a polyhedron P ∗ ∈ P , and any point in this polyhedron P ∗ is another
optimal dual solution. We refer to the optimal dual solution computed by an average of the extreme points to P ∗ as an
interior point. We will compare the two labeling approaches that set the target value of a dual value by its optimal solution
value in an interior point and the value in an extreme point. The idea of this labeling approach is inspired by (Rousseau
et al., 2007), which shows that using an average of multiple dual solutions to a RDP can generate better quality columns.

We find that an interior point can better boost the performance of CG compared with an extreme point, although they are
both optimal dual solutions. We first identify 282 Matilda graphs that are associated with degenerate LP instances among
our selected 1326 Matilda graphs. For a graph, we solve its LP multiple times (proportional to the number of zero-valued
basis in an optimal LP solution with a factor of 10) to collect different optimal dual solutions. Since we use the Gurobi
LP solver which is based on simplex methods, these optimal dual solutions are extreme points in P ∗. We then obtain the
interior point of P ∗ by averaging the optimal dual values in these optimal dual solutions.

We design a method that builds a warm start using these two types of optimal dual solutions for CG. The method involves
using a heuristic pricing method (Shen et al., 2022) to generate 10 columns that have the smallest reduced costs with respect
to an optimal dual solution. These columns are used to initialize the RDP. The results in Table 7 show that CG with the
interior optimal dual solution generally uses fewer iterations to solve graphs in different density intervals compared to an
extreme one, especially for sparse graphs.

E.3. Hyperparameters and Training Procedure of ML models

Our ML models are configured as follows. For FFNN, we set the number of neurons for the hidden layers to 32, and set
the layer number l to 3, selected from l ∈ {2, 3, 5}. We set the parameters for GCN, following related studies (Li et al.,
2018; Shen et al., 2021). The dimensionality of the weight matrices Θl is set to 32, and the layer number l is set to 20,
selected from the l ∈ {5, 10, 20} layers. Besides these ML models, we have also tested other ML models including Logistic
Regression and Support Vector Machine. The results can be found in Table 8. We have chosen to present the results of our
best models in the main paper for readability.

Both ML models are trained to minimize the mean squared error between predicted values and the optimal dual values for
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Table 8. The performance of ML variants for dual solution prediction on Matilda. ‘Prediction time’ is a summation over all test graphs.
FFNN with 3 layers and GCN with 20 layers are the ML models used in our paper.

Method/model Layer/Kernel Mean squared error (×10−3) Prediction Time
(seconds)Training Testing Difference

Degree Attribute 4.10 4.53 -0.43 0.0

Logistic Regression 3.34 3.68 -0.34 0.1

Support Vector Regression
Linear 3.38 3.75 -0.37 0.1
Polynomial 3.50 3.94 -0.44 3.8
Radial Basis 3.43 3.94 -0.51 7.1

FFNN
2 Layers 3.16 3.51 -0.35 0.2
3 Layers 2.86 3.34 -0.48 0.2
5 Layers 2.89 3.41 -0.52 0.3

GCN
5 Layers 3.03 3.82 -0.79 1.8
10 layers 2.59 3.48 -0.89 2.1
20 Layers 1.77 2.99 -1.22 2.5
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Figure 5. Performance of the compared methods with different penalty values ϵ. The x-axis shows the iteration number normalized with
respect to the iteration number of CG.

dual variables. We use the stochastic gradient descent method with Adam optimizer (Kingma & Ba, 2015) to train ML
models up to 1000 epochs. In an iteration, the model parameters are updated for each training problem instance with a
learning rate of 0.0001. To mitigate the problem of overfitting, we adopt an early stopping criterion: Stop training when an
ML model cannot achieve a better validation loss for 100 iterations.

E.4. Tuning the Penalty Value for Compared Methods

Figure 5 shows the impact of setting different values for the penalty parameter for the compared methods, SCG (Du Merle
et al., 1999) and SCG-FFNN/GCN (Kraul et al., 2023). SCG obtains its best performance with ϵ = 1, and SCG-FFNN/GCN
obtains its best performance with ϵ = 0.1. Therefore, we have used these best penalty values for the compared methods.
Note that the performance curve of SCG-FFNN/GCN is not ‘convex. This indicates that using a constant value for penalty
can be insufficient and necessitates our design of the adaptive stabilization method for better utilizing a ML prediction.

F. Extended Results for Graph Coloring Benchmarks
For reference, Table 9 and Table 10 show the averaged iteration number and computation time for the methods with respect
to graph classes. Table 11 and Table 12 show the averaged iteration number and computation time for the compared methods
for individual graphs.
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Table 9. Iteration number on graphs solved by all methods, averaged with respect to graph class using geometric meaning.

Instname Exact Pricing Heuristic Pricing

CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN

DSJC(6) 560.4 507.1 379.9 402.4 349.5 368.7 692.7 725.9 518.4 526.7 505.9 522.8
FullIns(6) 63.2 105.2 65.1 86.7 31.9 58.6 104.1 114.9 90.5 101.1 78.9 98.1

Insertions(4) 358.3 176.4 150.5 281.5 133.5 269.1 515.7 506.1 468.1 476.4 404.6 492.5
flat(1) 1240.9 816.4 832.8 975.5 770.1 954.2 1812.7 1407.2 1290.9 1493.2 1261.4 1487.8
le(0) nan nan nan nan nan nan nan nan nan nan nan nan

myciel(4) 71.8 60.9 48.2 55.4 38.2 49.9 100.7 112.0 93.4 97.4 77.7 90.7
queen(9) 91.5 158.0 73.0 92.6 61.0 80.5 120.8 166.5 92.0 109.2 81.1 98.1

Table 10. Computation time for graphs solved by at least one method, averaged with respect to graph class using geometric meaning.

Instname Exact Pricing Heuristic Pricing

CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN

DSJC(6) 28.1 33.5 30.4 30.2 25.9 26.5 28.5 36.6 27.8 28.9 25.4 25.7
FullIns(9) 6.8 20.7 14.9 18.1 10.9 10.2 13.3 13.8 12.7 13.3 12.4 12.5

Insertions(6) 33.0 12.0 18.1 30.3 16.6 27.3 39.1 39.3 38.2 38.2 35.9 39.3
flat(1) 514.3 432.3 454.8 495.4 433.7 495.7 473.4 428.4 415.6 465.7 407.0 465.0
le(2) 48.2 1000.0 87.8 99.3 91.5 84.7 76.2 77.6 145.6 76.1 85.3 81.6

myciel(5) 7.0 3.9 5.8 6.2 5.5 5.9 7.5 7.8 7.5 7.5 7.1 7.3
queen(13) 19.1 34.7 16.4 20.1 14.5 19.2 10.4 9.4 7.5 9.8 7.6 9.8

Table 11. Iteration number on individual graphs solved by all methods.

Instname Exact Pricing Heuristic Pricing

CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN

DSJC125.1 1132.8 544.3 577.5 788.3 518.6 676.8 1755.5 1729.0 1671.8 1727.3 1715.0 1678.7
DSJC125.5 410.0 331.9 233.3 250.7 215.4 218.9 515.2 414.1 312.0 322.7 294.7 310.0
DSJC125.9 167.8 241.3 143.5 136.0 136.9 130.4 187.2 271.0 143.0 137.3 140.6 137.2
DSJC250.5 976.7 673.3 641.8 681.8 573.9 629.3 1334.1 1050.0 924.7 983.5 875.8 949.5
DSJC250.9 431.8 518.5 315.5 308.7 292.7 287.8 466.7 565.5 334.1 336.8 323.3 330.5
DSJC500.9 939.5 1115.8 765.0 748.3 706.6 714.9 1044.9 1267.6 838.5 838.2 829.7 906.9

1-FullIns 3 41.0 58.0 29.0 73.0 13.0 54.0 61.2 67.5 34.8 52.1 19.7 52.9
1-FullIns 4 422.0 297.0 684.0 930.0 148.0 260.0 967.8 1048.6 887.4 972.8 879.1 875.0
2-FullIns 3 47.0 105.0 62.0 58.0 22.0 57.0 59.6 64.3 55.6 61.5 48.2 61.0
3-FullIns 3 30.0 168.0 32.0 44.0 24.0 32.0 79.4 87.3 72.4 78.3 64.6 73.4
4-FullIns 3 53.0 64.0 39.0 42.0 29.0 37.0 56.9 65.6 55.4 56.4 50.1 53.9
5-FullIns 3 48.0 69.0 48.0 57.0 34.0 42.0 78.5 86.8 77.8 76.2 85.7 78.0

1-Insertions 4 490.0 182.0 156.0 454.0 129.0 488.0 800.5 812.1 797.9 793.8 745.3 806.4
2-Insertions 3 142.0 101.0 76.0 101.0 64.0 89.0 162.9 159.9 120.9 136.6 85.8 154.2
3-Insertions 3 348.0 177.0 137.0 223.0 127.0 202.0 469.4 444.4 450.1 426.4 386.6 433.3
4-Insertions 3 679.0 297.0 315.0 612.0 302.0 595.0 1152.3 1133.6 1101.3 1110.1 1076.8 1088.6

flat300 28 0 1240.9 816.4 832.8 975.5 770.1 954.2 1812.7 1407.2 1290.9 1493.2 1261.4 1487.8

myciel3 12.0 17.0 14.0 14.0 10.0 11.0 12.8 19.4 13.0 14.6 9.8 10.9
myciel4 33.0 39.0 30.0 31.0 22.0 28.0 48.7 46.8 36.9 39.9 26.9 41.2
myciel5 128.0 91.0 61.0 68.0 47.0 65.0 206.1 206.4 190.4 192.8 166.2 188.8
myciel6 491.0 220.0 202.0 304.0 194.0 291.0 752.2 804.5 780.3 757.6 762.1 739.5

queen5 5 8.1 19.7 11.0 9.0 7.5 5.5 12.7 23.3 9.0 9.0 6.0 5.8
queen6 6 62.5 95.1 42.4 44.1 39.6 41.5 76.2 100.7 42.8 45.2 39.1 42.1
queen7 7 14.0 58.8 26.7 33.6 21.9 22.1 15.1 61.0 16.1 15.6 10.1 11.6

queen8 12 17.3 272.6 87.6 90.3 84.4 84.7 19.6 220.4 86.3 97.3 86.0 93.3
queen8 8 148.8 182.8 87.3 95.4 68.8 85.0 197.2 190.8 103.8 112.4 79.3 101.1
queen9 9 281.7 192.0 104.4 164.4 89.6 147.4 389.0 277.7 190.7 258.7 215.3 260.5

queen10 10 380.0 292.1 193.8 234.9 169.0 221.7 514.0 346.7 316.3 386.9 296.4 374.2
queen11 11 407.2 366.7 154.6 298.4 123.9 295.5 591.3 379.4 323.3 480.3 316.7 465.8
queen12 12 473.4 521.9 184.4 342.1 147.8 343.3 712.3 431.1 385.4 574.9 378.7 567.5
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Table 12. Computation time for individual graphs solved by at least one method.

Instname Exact Pricing Heuristic Pricing

CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN CG SCG SCG-FFNN SCG-GCN ASCG-FFNN ASCG-GCN

DSJC125.1 176.2 104.8 209.2 163.3 139.6 133.8 210.8 212.6 204.3 213.0 204.1 203.2
DSJC125.5 8.6 8.7 5.8 6.6 5.3 5.6 8.7 8.4 5.7 6.4 5.4 5.9
DSJC125.9 1.5 2.5 1.5 1.4 1.4 1.3 1.2 2.1 1.1 1.0 1.0 1.0
DSJC250.5 153.1 136.1 134.4 140.2 119.7 128.8 145.4 138.1 123.6 134.4 108.0 119.8
DSJC250.9 9.2 15.8 11.6 11.2 10.0 9.9 8.5 15.2 10.6 10.7 9.3 9.2
DSJC500.9 90.3 201.2 158.6 178.9 130.9 148.0 106.9 200.4 140.3 140.6 112.2 101.2

1-FullIns 3 0.3 0.4 0.2 0.5 0.1 0.4 0.2 0.3 0.1 0.2 0.1 0.2
1-FullIns 4 9.1 24.5 28.5 63.1 3.6 8.1 21.2 26.0 18.8 21.6 16.7 17.5
2-FullIns 3 0.3 1.1 0.6 0.5 0.2 0.5 0.3 0.3 0.3 0.3 0.2 0.3
3-FullIns 3 0.2 3.1 0.3 0.4 0.3 0.3 0.4 0.5 0.4 0.4 0.4 0.4
4-FullIns 3 0.5 0.7 0.5 0.4 0.6 0.4 0.4 0.4 0.4 0.4 0.4 0.4
5-FullIns 3 0.6 1.0 0.8 0.8 0.8 0.6 0.7 0.8 0.7 0.7 0.8 0.7
2-FullIns 4 72.8 Cutoff 327.3 686.1 198.4 308.3 235.7 226.2 193.8 239.5 210.0 188.7
3-FullIns 4 116.0 Cutoff Cutoff 932.9 Cutoff 157.3 877.2 915.6 899.7 885.5 879.3 843.7
4-FullIns 4 243.5 Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff

1-Insertions 4 8.4 2.6 2.1 9.2 1.7 9.8 12.2 12.8 12.6 12.5 10.9 12.5
2-Insertions 3 1.3 1.0 0.7 1.0 0.5 0.8 0.7 0.8 0.6 0.7 0.6 1.0
3-Insertions 3 4.6 2.1 1.6 3.1 1.5 2.7 4.6 4.4 4.4 4.2 3.6 4.2
4-Insertions 3 19.5 6.7 9.4 20.4 8.8 18.9 31.8 31.7 30.3 30.5 28.5 28.9
1-Insertions 5 Cutoff 236.2 Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff
2-Insertions 4 623.1 121.6 336.4 524.3 291.6 361.2 986.5 998.8 999.4 986.6 Cutoff Cutoff

flat300 28 0 514.3 432.3 454.8 495.4 433.7 495.7 473.4 428.4 415.6 465.7 407.0 465.0

myciel3 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0
myciel4 0.2 0.3 0.2 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.1 0.2
myciel5 1.1 0.9 0.6 0.7 0.4 0.6 1.3 1.4 1.2 1.3 1.0 1.2
myciel6 10.7 5.5 5.6 7.4 5.7 7.1 13.9 15.8 14.8 14.5 14.1 13.7
myciel7 Cutoff 152.9 Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff

queen5 5 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0
queen6 6 0.4 0.7 0.3 0.3 0.3 0.3 0.3 0.4 0.2 0.2 0.2 0.2
queen7 7 0.1 0.5 0.2 0.3 0.2 0.2 0.1 0.3 0.1 0.1 0.0 0.0

queen8 12 0.2 12.2 2.5 2.2 2.3 2.0 0.1 2.9 0.7 0.9 0.8 0.8
queen8 8 1.5 2.1 1.0 1.1 0.7 0.9 1.1 1.2 0.7 0.8 0.5 0.7
queen9 9 4.2 2.9 1.6 2.7 1.3 2.3 3.8 2.6 1.9 2.9 2.0 2.7

queen10 10 9.9 10.0 5.9 7.1 4.9 6.5 7.7 4.4 4.8 6.5 4.2 5.7
queen11 11 19.8 56.2 9.4 20.8 7.4 21.4 12.4 7.4 6.7 11.8 6.0 10.5
queen12 12 63.5 517.8 37.5 65.6 27.6 71.4 22.4 15.1 12.2 21.0 11.4 19.3
queen13 13 242.2 Cutoff 158.8 295.3 135.8 261.8 37.0 23.3 18.7 33.3 17.9 32.4
queen14 14 Cutoff Cutoff 940.7 Cutoff 752.2 Cutoff 100.2 69.5 53.1 89.6 58.7 89.4
queen15 15 Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff 444.0 303.6 206.9 302.4 324.1 420.1
queen16 16 Cutoff Cutoff Cutoff Cutoff Cutoff Cutoff 749.0 680.3 887.7 781.1 911.0 915.9

le450 25a 49.1 Cutoff 94.5 114.0 103.7 87.9 88.3 95.4 141.0 87.1 92.1 101.4
le450 25b 47.3 Cutoff 81.5 86.4 80.6 81.6 65.8 63.1 150.4 66.4 78.9 65.6

18


