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Abstract

By and large, existing computational models of visual attention tacitly assume perfect vi-
sion and full access to the stimulus and thereby deviate from foveated biological vision.
Moreover, modeling top-down attention is generally reduced to the integration of semantic
features without incorporating the signal of a high-level visual tasks that have been shown
to partially guide human attention. We propose the Neural Visual Attention (NeVA) algo-
rithm to generate visual scanpaths in a top-down manner. With our method, we explore
the ability of neural networks on which we impose a biologically-inspired foveated vision
constraint to generate human-like scanpaths without directly training for this objective.
The loss of a neural network performing a downstream visual task (i.e., classification or re-
construction) flexibly provides top-down guidance to the scanpath. Extensive experiments
show that our method outperforms state-of-the-art unsupervised human attention models in
terms of similarity to human scanpaths. Additionally, the flexibility of the framework allows
to quantitatively investigate the role of different tasks in the generated visual behaviors. Fi-
nally, we demonstrate the superiority of the approach in a novel experiment that investigates
the utility of scanpaths in real-world applications, where imperfect viewing conditions are
given.

1 Introduction

Vision enables humans and other animals the detection of conspecifics, food, predators, as well as other
vital information even at considerable distances. However, a huge amount of information of about 107 to
108 bits reaches the optic nerve every second (Itti & Koch) [2001): to process it all would be impossible
for biological hardware with limited computational capacity. The mechanism of visual attention allows to
select only a subset of the visual information for further processing by means of eye movements. This breaks
down the problem of scene understanding into a series of less demanding and localized visual analysis. The
extracted subset of information mostly corresponds to the fovea, a circumscribed area of the retina highly
populated with photoreceptors, which allows for fine vision (Bringmann et al.l 2018). Fast eye movements
called saccades serve to rapidly shift the fovea to regions of interest in the visual field (Purves et al., 2019).
Between saccades, the direction of gaze remains still, during the so-called fization, where visual information
is collected. The sequence of fixations, also called scanpath, determines the flow of incoming information and
is therefore critical for the effectiveness of human vision.

The selection performed by attention can be characterized by two distinct mechanisms: bottom-up and
top-down (Connor et all 2004). The bottom-up mechanism operates in the raw sensory input, rapidly
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