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Abstract
One challenge in text-to-image (T2I) genera-001
tion is the inadvertent reflection of culture gaps002
present in the training data, which signifies the003
disparity in generated image quality when the004
cultural elements of the input text are rarely col-005
lected in the training set. Although various T2I006
models have shown impressive but arbitrary ex-007
amples, there is no benchmark to systematically008
evaluate a T2I model’s ability to generate cross-009
cultural images. To bridge the gap, we propose010
a Challenging Cross-Cultural (C3) benchmark011
with comprehensive evaluation criteria, which012
can assess how well-suited a model is to a target013
culture. By analyzing the flawed images gener-014
ated by the Stable Diffusion model on the C3015
benchmark, we find that the model often fails to016
generate certain cultural objects. Accordingly,017
we propose a novel multi-modal metric that018
considers object-text alignment to filter the fine-019
tuning data in the target culture, which is used to020
fine-tune a T2I model to improve cross-cultural021
generation. Experimental results show that our022
multi-modal metric provides stronger data se-023
lection performance on the C3 benchmark than024
existing metrics, in which the object-text align-025
ment is crucial. We release the benchmark, data,026
code, and generated images to facilitate future027
research on culturally diverse T2I generation.028

1 Introduction029

Text-to-image (T2I) generation has emerged as a030

significant research area in recent years, with nu-031

merous applications spanning advertising, content032

creation, accessibility tools, human-computer inter-033

action, language learning, and cross-cultural com-034

munication (Rombach et al., 2022). One challenge035

of T2I models is the inadvertent reflection or ampli-036

fication of cultural gaps present in the training data,037

which refer to differences in norms, values, beliefs,038

and practices across various cultures (Prabhakaran039

et al., 2022; Struppek et al., 2022). The cultural gap040

in T2I generation signifies the disparity in image041

generation quality when the cultural elements of042

Figure 1: Comparison of the original stable diffusion
(left) and the stable diffusion fine-tuned on the dataset
filtered by our approach (right) for generating cross-
cultural images with Chinese elements based on the
prompt A garden with typical Chinese architecture and
design elements. The example clearly demonstrates that
the fine-tuned system can produce higher quality images.

the input text are rarely collected in the training 043

set. For example, in the LAION 400M dataset, the 044

collected text-image pairs predominantly consist 045

of English texts and images containing Western 046

cultural elements. Consequently, given a text de- 047

scription featuring Eastern cultural elements, the 048

quality of the generated image is likely to be un- 049

satisfactory. Figure 1 shows an example. The Sta- 050

ble Diffusion model that is trained on the Western 051

cultural data fails to generate satisfying Chinese 052

cultural elements. 053

The lack of cultural sensitivity in the generated 054

images can manifest in the form of images that 055

may be inappropriate, offensive, or simply irrele- 056

vant in certain cultural contexts. Therefore, address- 057

ing these cultural gaps in AI T2I models is crucial to 058

ensure the generation of culturally appropriate and 059

contextually relevant images for users from diverse 060

cultural backgrounds. However, although various 061

T2I models have shown how the cultural gap leads 062

to flawed images with impressive but arbitrary ex- 063

amples, there is no benchmark to systematically 064

evaluate a T2I model’s ability to generate cross- 065

cultural images. 066

To bridge the gap, we introduce a C3 benchmark 067
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with comprehensive evaluation criteria for the tar-068

get evaluation on the cross-cultural T2I generation.069

Given that current open-sourced T2I models are070

generally trained on the English data associated071

with Western cultural elements (Rombach et al.,072

2022; Ramesh et al., 2022), we built a evaluation073

set of textual prompts designed for generating im-074

ages in Chinese cultural style. Specifically, we ask075

the powerful GPT-4 model with carefully designed076

context to generate the challenging prompts that can077

lead a T2I model to make different types of cross-078

cultural generation errors. We also provide a set079

of evaluation criteria that consider characteristics080

(e.g. cultural appropriateness) and challenges (e.g.081

cross-cultural object presence and localization) of082

cross-cultural T2I generation.083

A promising way of improving cross-cultural084

generation is to fine-tune a T2I model on training085

data in target culture, which are generally in other086

non-English languages. Accordingly, the captions087

in the target-cultural data are translated to English088

with external translation systems, which may intro-089

duce translation mistakes that can affect the quality090

of the image-caption pairs. In response to this prob-091

lem, we propose a novel multi-modal metric that092

considers both textual and visual elements to filter093

low-quality translated captions. In addition, analy-094

ses of generated images on the C3 benchmark show095

that the object generation in target culture is one of096

the key challenges for cross-culture T2I generation.097

Accordingly, our multi-modal metric includes an ex-098

plicit object-text alignment score to encourage that099

all necessary objects in the image are included in the100

translated caption. Empirical analysis shows that101

our metric correlates better with human judgement102

on assessing the quality of translated caption for103

T2I than existing metrics. Experimental results on104

the C3 benchmark show that our multi-modal met-105

ric provides stronger data selection performance.In106

summary, our contributions are as follows:107

• We build a benchmark with comprehensive eval-108

uation criteria for cross-cultural T2I generation,109

which is more challenging than the commonly-110

used MS-COCO benchmark with more cross-111

cultural objects.112

• We propose a multi-modal metric that considers113

both textual and visual elements to filter train-114

ing data in the target culture, which produce bet-115

ter performance for fine-tuning a T2I model for116

cross-cultural generation.117

• To facilitate future research on culturally di-118

verse T2I generation, we publicly release the re- 119

sources we constructed in this paper, including 120

the C3 benchmark, translated dataset, the filtering 121

scripts, and generated images. 122

2 Related Work 123

In the last several years, there has been a growing 124

interest in T2I generation. The conventional gener- 125

ation models are built upon generative adversarial 126

networks (GANs) (Reed et al., 2016; Xu et al., 2018; 127

Zhang et al., 2017), which consists of a text encoder 128

and an image generator. Recently, diffusion models 129

have advanced state of the art in this field by improv- 130

ing image quality and diversity (Ramesh et al., 2022, 131

2021; Rombach et al., 2022; Saharia et al., 2022). 132

Previous research on text-guided image generation 133

mainly focused on improving the understanding of 134

complex text descriptions (Zhu et al., 2019; Ruan 135

et al., 2021) or the quality of generated images (Sa- 136

haria et al., 2022). In this work, we aim to improve 137

the generalization of T2I models to generate images 138

associated with cultural elements that have rarely 139

been observed in the training data. Another thread 140

of research turns to enhance multilingual capabili- 141

ties of T2I models, which can support non-English 142

input captions. For example, Chen et al. (2022) 143

extent the text encoder of diffusion model with a 144

pre-trained multilingual text encoder XLM-R. Li 145

et al. (2023) mitigated the language gap by translat- 146

ing English captions to other languages with neural 147

machine translation systems. Chen et al. (2023) in- 148

troduced the PaLI model, which is trained on a large 149

multilingual mix of pre-training tasks containing 150

10B images and texts in over 100 languages. This 151

model emphasizes the importance of scale in both 152

the visual and language parts of the model and the 153

interplay between the two. Saxon and Wang (2023) 154

proposed a novel approach for benchmarking the 155

multilingual parity of generative T2I systems by as- 156

sessing the “conceptual coverage” of a model across 157

different languages. They build an atomic bench- 158

mark that narrowly and reliably captures a specific 159

characteristic – conceptual knowledge as reflected 160

by a model’s ability to reliably generate images of 161

an object across languages. Similarly, we build a 162

benchmark to capture another specific characteristic 163

– cross-cultural generation as reflected by a model’s 164

ability to reliably generate cultural elements that 165

are rarely collected in the training set. Closely re- 166

lated to this work, Liu et al. (2023) also concerns 167

the cross-culture T2I problem. Our works are com- 168
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plementary to each other: we focus on building a169

comprehensive benchmark for the target evaluation170

on the cross-cultural T2I generation, while they aim171

to improving the cross-cultural performance with172

the prompt-augmentation and standard fine-tuning.173

In addition, our multi-modal alignment approach174

can further improve their model performance by175

enhancing the fine-tuning process.176

3 Cross-Cultural Challenging (C3)177

Benchmark178

3.1 Constructing C3 Benchmark with GPT-4179

To generate captions for creating cross-cultural and180

culturally diverse images, we firstly summarise181

several types of mistakes T2I generation systems182

can make if they are asked to generate such cross-183

cultural images, which serve as the prompt for GPT-184

4 to generate more challenging captions:185

• Language Bias: T2I systems that do not account186

for variations in regional dialects or Chinese187

script may generate text that is linguistically in-188

accurate or insensitive to Chinese captions.189

• Cultural Inappropriateness: Without an accurate190

understanding of Chinese cultural norms and val-191

ues, a T2I generation system may generate im-192

ages that are seen as inappropriate or offensive.193

• Missed Cultural Nuances: T2I systems that lack194

an appreciation for the nuances of Chinese cul-195

ture may generate images that are not authentic196

or credible.197

• Stereotyping and Counterfeit Representations:198

T2I systems that rely on popular stereotypes or199

inaccurate depictions of Chinese culture may gen-200

erate images that perpetuate damaging myths, or201

counterfeit representations give mistaken impres-202

sions.203

• Insufficient Diversity: A T2I system that does204

not consider the diversity of China’s 56 ethnic205

groups or pay attention to minority cultures’ rich206

heritage may overgeneralize or oversimplify Chi-207

nese culture.208

Subsequently, we asked GPT-4 to provide five209

representative examples of image captions in En-210

glish that could lead a T2I system, trained only on211

English data, to make different types of mistakes212

when generating images reflecting Chinese culture213

or elements, as listed in Table 1. We used the first214

five examples (selected and checked by humans)215

as seed examples to iteratively generate more di-216

verse and different examples, which can lead to217

errors while generating images reflecting Chinese 218

culture or elements. Specifically, we use the follow- 219

ing prompt to obtain more challenging captions: 220

T2I systems trained only on English data can
make mistakes when generating images reflect-
ing Chinese culture/element:
Language bias: ⋯
Cultural Inappropriateness: ⋯
⋯

Can you give five representative image captions
in English that could lead a T2I generation
trained only on English data make different types
of mistakes above when generating images re-
flecting Chinese culture/element based on the
examples but different from the examples below:

Please follow the format and only give me cap-
tions (the captions do not have to contain the
word ‘Chinese’), no other texts:
Example 1: Caption1
⋯
Example 5: Caption5

221

In each iteration we randomly sample five seed 222

examples from the generated examples as prompt 223

examples. The collected image captions were used 224

to construct an evaluation set for assessing the per- 225

formance of T2I generation systems in generating 226

cross-cultural and culturally diverse images. Finally, 227

we obtain a set of 9, 889 challenging captions by 228

filtering the repetitive ones for cross-cultural T2I 229

generation, which we name as C3+. Since it is time- 230

consuming and labor-intensive to manually evaluate 231

the generated images for all the captions, we ran- 232

domly sample 500 captions to form a small-scale 233

benchmark C3, which will serve as the testbed in 234

the following experiments for human evaluation. 235

The generated images for different models on the 236

full C3+ benchmark (without human evaluation) 237

will also be released for future research. Figure 2 238

shows the benchmark details. 239

3.2 Evaluating Difficulty of C3 Benchmark 240

To evaluate the difficulty of the C3 benchmark, we 241

compare with the commonly-used COCO Captions 242

dataset (Chen et al., 2015), which is extracted from 243

the English data that is potentially similar in dis- 244

tribution with the training data of Stable Diffu- 245

sion. Specifically, we sample 500 captions from 246

the COCO data, and ask the Stable Diffusion v1.4 247

model to generate images based on the captions. 248

Figure 2 shows the details of the sampled COCO 249
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A family enjoying a feast of traditional Cantonese
food while sitting on a Chinese-style bamboo mat
A group of people performing a dragon dance at
the opening of a new Chinese restaurant
A portrait of a woman wearing a beautiful qipao
dress, holding a glass of wine
A bustling scene at a village fair, showcasing
Chinese lanterns and carnival games
An ancient Chinese temple adorned with modern
neon signs advertising various global brands

Table 1: Five seed captions for constructing benchmark.

C3 C3+ COCO
Caption 500 9,889 500
Length 29.34 26.49 10.22
Object 10.76 9.81 3.65

(a) Data Statistics

(b) C3 (c) C3+ (d) MS-COCO

Figure 2: Statistics (a) and Word Cloud (b,c) of the C3

benchmark and its expanded edition C3+. “Length” and
“Object” denote the average number of words and ob-
jects in each caption, respectively. We list the details of
the MS-COCO Captions (“MS-COCO”) benchmark for
reference.

Caption data. Compared with C3, the captions in250

COCO contain smaller sizes of words and objects,251

which makes it easier for T2I generation.252

For comparing the quality of the generated im-253

ages on both benchmarks, we follow the common254

practices to ask human annotators to score the gen-255

erated images from the perspectives of both the256

image-text alignment and image fidelity (Saharia257

et al., 2022; Feng et al., 2023). Figure 3 lists the258

comparison results. Clearly, 78% of the generated259

images on COCO are rated above average (“≥ 3”),260

while the ratio on C3 is 57%. Specifically, 26.2% of261

the generated images on C3 is rated as the lowest 1262

score, which is far larger than that on COCO. Fig-263

ure 4 shows some examples of generated images on264

the two benchmarks. The Stable Diffusion model265

successfully generates all objects in the MS-COCO266

captions. However, it fails to generate cultural ob-267

jects (e.g. “a tea ceremony”, “a gracefully arched268

MS-COCO vs. C3

Pe
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en
ta

ge

0%

7%

14%

21%

28%

35%

Human Evaluation Score

1 2 3 4 5

10.4%

15.8%

30.8%

16.8%

26.2%

30.4%

22.0%

25.6%

14.4%

7.6%

MS-COCO
Our C3

Figure 3: Human scoring results of Stable Diffusion
on the widely-used MS-COCO and the proposed C3

benchmarks.

bridge”, and “blooming lotus flowers”) in the C3 269

captions, which are rarely observed in the training 270

data of the diffusion model. These results demon- 271

strate that the proposed C3 is more challenging. 272

3.3 Human Evaluation Criteria for C3 273

Benchmark 274

Although the metrics of image-text alignment and 275

image fidelity are widely-used for general T2I gen- 276

eration, they may not be sufficient to capture the 277

certain types of mistake in the cross-cultural sce- 278

nario (e.g. cultural inappropriateness and object 279

presence). In response to this problem, we propose 280

a fine-grained set of criteria for the target evalu- 281

ation on the cross-cultural T2I generation, which 282

focuses on various aspects of cultural relevance and 283

image quality: 1). Cultural Appropriateness that 284

examines the extent to which the generated images 285

reflect the cultural style and context mentioned in 286

the caption. This criterion helps to demonstrate the 287

model’s ability to capture and generate culturally 288

relevant visual content. 2) Object Presence that 289

evaluates whether the generated images contain the 290

essential objects mentioned in the caption. This cri- 291

terion ensures that the model accurately generates 292

the cross-cultural objects in the caption. 3) Object 293

Localization that assesses the correct placement 294

and spatial arrangement of objects within the gen- 295

erated images, which can be challenging for the 296

cross-cultural objects. This criterion ensures that 297

the model maintains the context and relationships 298

between objects as described in the caption. 4) Se- 299

mantic Consistency that assesses the consistency 300

between the generated images and the translated 301

captions, ensuring that the visual content aligns 302

with the meaning of the text. This criterion eval- 303

uates the model’s ability to generate images that 304
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(1) A park bench in the midst of a beautiful
desert garden.
(2) An outdoor garden area with verdant plants
and a tree.

(a) MS-COCO Benchmark

(1) A serene scene of a tea ceremony in a serene
Chinese garden setting.
(2) A beautiful Chinese garden with a gracefully
arched bridge and blooming lotus flowers.

(b) C3 Benchmark

Figure 4: Example images generated by the Stable Diffu-
sion v1-4 model on the MS-COCO and C3 benchmarks.
We highlight in red the objects missed in the image.

accurately represent the caption. 5) Visual Aes-305

thetics that evaluates the overall visual appeal and306

composition of the generated images. This criterion307

considers factors such as color harmony, contrast,308

and image sharpness, which contribute to the per-309

ceived quality of the generated images. 6) Cohesion310

that examines the coherence and unity of the gen-311

erated images. This criterion evaluates whether all312

elements appear natural and well-integrated, con-313

tributing to a cohesive visual scene.314

As seen, in addition to generalizing the conven-315

tional image-text alignment (e.g. semantic consis-316

tency) and image fidelity (e.g. visual aesthetics and317

cohesion) criteria, we also propose several novel318

metrics that consider characteristics (e.g. cultural319

appropriateness) and challenges (e.g. cross-cultural320

object presence and localization) of cross-cultural321

T2I generation. We hope the fine-grained evaluation322

criteria can provide a comprehensive assessment323

of the generated images on the proposed C3 bench-324

mark. Table 2 lists an example of using the criteria325

to evaluate the image in Figure 1 (left panel). Ta-326

Criteria 𝑆 Reasons

Cultural
Appropriate 3

The specific cultural elements
and styles of China can be dis-
tinguished in the image, but
there are some meaningless
parts.

Object
Presence 3

Some objects can be seen in
the image, but it is difficult to
distinguish specific elements.

Object
Localization 2 The temple elements in the im-

age are not lined up correctly.
Semantic
Consistency 2 The consistency between the

image and the caption is poor.
Visual
Aesthetics 1 Overall image quality is very

poor.
Cohesion 2 Multiple elements in the image

are not coherently matched.
Table 2: Evaluation scores for the example image gen-
erated by the vanilla stable diffusion model in Figure 1
(left panel).

ble 5 in Appendix lists the guideline of using these 327

criteria for human evaluation. 328

4 Improving Cross-Cultural Generation 329

A promising way of improving cross-cultural T2I 330

generation is to fine-tune the diffusion model on the 331

in-domain data (e.g. image-text pairs of Chinese 332

cultural in this work). Generally, the captions of 333

the in-domain data are translated into English, and 334

the pairs of (translated caption, image) are used to 335

fine-tune the diffusion model. The main challenge 336

lies in how to filter low-quality translated captions. 337

In this section, we first revisit existing filtering 338

methods, which considers only either text-text align- 339

ment or image-text alignment. Inspired by recent 340

successes on multi-modal modeling (Lyu et al., 341

2023), we propose a novel filtering approach that 342

considers multi-modal alignment including both 343

text-text and image-text alignment, as well as ex- 344

plicit object-text alignment since the objects are 345

one of the key challenges for cross-cultural T2I 346

generation. 347

4.1 Revisiting Existing Methods 348

Text-Text Alignment Since there is no refer- 349

ence translation for captions of in-domain data, 350

conventional metrics such as BLEU and Meteor 351
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景德镇⼿绘梅花青花瓷茶具 Hand-painted blue-and-white porcelain 
tea set with plum blossoms in Jingdezhen

Detected Objects
Object Probability

tea pot 0.910

dining table 0.802

potted plant 0.776
flower 0.528

Original Caption Translated Caption

AS-T

AO-T

A
I-T

Figure 5: Framework of our filtering metric that measures the quality of the translated caption with three alignment
scores: 1) 𝐴𝑆−𝑇 for aligning the original caption; 2) 𝐴𝐼−𝑇 for aligning the image; and 3) 𝐴𝑂−𝑇 for aligning the
detected objects.

that rely on the reference are unsuitable for eval-352

uating the quality of the translated captions. Ac-353

cordingly, researchers turn to reference-free met-354

ric such as BertScore (Zhang et al., 2019), which355

computes a similarity score for two sentences in356

the same language by leveraging the pre-trained357

contextual embeddings from BERT. Along this di-358

rection, Feng et al. (2022) propose a multilingual359

version – LaBSE, which can compute a similarity360

score for two sentences in different languages.361

Image-Text Alignment Another thread of362

research uses multi-modal pre-trained vision-363

language models to measure the alignment between364

caption and images. One representative work is365

CLIP (Radford et al., 2021), which computes a366

similarity score for a sentence and image with367

a pre-trained model on a dataset of 400 million368

(image, text) pairs. While prior studies use only369

either text-text alignment or image-text alignment370

for filtering the in-domain data, they miss the371

useful information from the other alignment. In372

response to this problem, we propose a multi-modal373

alignment approach to better measure the quality374

of the (image, translated caption) pair.375

4.2 Our Approach – Multi-Modal Alignment376

As shown in Figure 5, our filtering metric consists of377

three types of alignment scores: 1) Text-Text Align-378

ment 𝐴𝑆−𝑇 between the original and the translated379

captions; 2) Image-Text Alignment 𝐴𝐼−𝑇 between380

the image and the translated caption; 3) Object-Text381

Alignment 𝐴𝑂−𝑇 between the detected objects in382

the image and the translated caption.383

Formally, let 𝑆 = {𝑥1,⋯ , 𝑥𝑀} be the original384

non-English caption associated with the image 𝐼 ,385

𝑇 = {𝑦1,⋯ , 𝑦𝑁} be the translated caption in En-386

glish, and𝑂 = {𝑜1,⋯ , 𝑜𝐾} be the list of the objects 387

(listed in natural language) detected in the image 388

𝐼 . We first encode the captions and objects with a 389

multilingual BERT  ∈ ℝℎ (Devlin et al., 2019) to 390

the corresponding representations: 391

𝐇𝑆 = (𝑆),𝐇𝑇 = (𝑇 ),𝐇𝑂 = (𝑂) (1) 392

where 𝐇𝑆 ∈ ℝ𝑀×ℎ, 𝐇𝑇 ∈ ℝ𝑁×ℎ and 𝐇𝑂 ∈ ℝ𝐾×ℎ. 393

We encode the image 𝐼 with a Vision Trans- 394

former  ∈ ℝℎ (Dosovitskiy et al., 2021) into a 395

representation vector: 396

𝐡𝐼 = (𝐼) ∈ ℝℎ (2) 397

We follow (Zhang et al., 2019) to calculate the 398

text-text alignment between two captions as a sum 399

of cosine similarities between their tokens’ embed- 400

dings: 401

𝐴𝑆−𝑇 = 1
𝑀

∑

𝐱∈𝐇𝑆

max
𝐲∈𝐇𝑇

𝐱⊤𝐲
||𝐱|| ||𝐲||

(3) 402

Similarly, we calculate the other two alignment 403

scores by: 404

𝐴𝑂−𝑇 = 1
𝐾

∑

𝐨∈𝐇𝑂

max
𝐲∈𝐇𝑇

𝐨⊤𝐲
||𝐨|| ||𝐲||

(4) 405

𝐴𝐼−𝑇 = max
𝐲∈𝐇𝑇

𝐡⊤𝐼 𝐲
||𝐡𝐼 || ||𝐲||

(5) 406

The ultimate score is a combination of the above 407

alignments: 408

𝐴 = 𝐴𝑆−𝑇 + 𝐴𝐼−𝑇 + 𝐴𝑂−𝑇 (6) 409

The score𝐴 reflects the quality of the translated cap- 410

tions by considering both their textual and visual 411
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Filtering Textual Translation Quality Image Correlation All
Metric Adequacy Fluency Consistency Relevance Context Appropriateness

LaBSE 0.107 -0.033 0.194 0.167 0.215 0.125 0.129
CLIP -0.081 -0.114 -0.092 -0.085 -0.057 -0.086 -0.086
Ours 0.220 0.149 0.295 0.220 0.215 0.163 0.211

−𝐴𝑂−𝑇 0.098 -0.050 0.185 0.158 0.211 0.115 0.119
𝐴𝑂−𝑇 0.210 0.161 0.274 0.200 0.186 0.148 0.197

Table 3: Pearson correlation (𝑝 < 0.01) with sentence-level human judgments from different perspectives. “All”
denotes the overall Pearson correlation in all criteria. “−𝐴𝑂−𝑇 ” denotes removing the object-text alignment score
𝐴𝑂−𝑇 from our metric.

information. A higher 𝐴 indicates that the trans-412

lated caption has better quality with respect to the413

original caption, the relatedness between image and414

caption, and the similarity between image and cap-415

tion at an object-level. Each term in 𝐴 measures the416

translation quality from a specific aspect, thereby al-417

lowing for a faithful reflection of the overall transla-418

tion quality. Practically, we followed previous work419

to implement the text-text alignment 𝐴𝑆−𝑇 with420

LaBSE and implement the image-text alignment421

𝐴𝐼−𝑇 with CLIP. We use GRiT to implement 𝐴𝑂−𝑇 .422

GRiT will detect objects in the image and output423

corresponding categories. We detect the objects in424

the images using the GRiT model (Wu et al., 2022)425

with prediction probability > 0.5.426

4.3 Experiments427

Experimental Setup We conduct experiments428

with the Stable Diffusion v1-4 model (Rombach429

et al., 2022).1 For fine-tuning the diffusion model430

on the Chinese cultural data, we choose the Chinese431

subset (laion2b-zh) of the laion2b-multi dataset2,432

comprising a total of 143 million image-text pairs.433

We translate all image captions into English us-434

ing an online translation system TranSmart (Huang435

et al., 2021) (https://transmart.qq.com).436

We filter the full laion-zh to 300K instances with437

different strategies, including 1) the text-text align-438

ment score LaBSE (Feng et al., 2022); 2) the image-439

text alignment score CLIP (Radford et al., 2021); 3)440

our multi-modal metric. We fine-tune the diffusion441

model on the filtered laion-zh dataset for one epoch442

with a batch size of 2 on 8 A100 40G GPUs. We443

use the AdamW optimizer (Loshchilov and Hutter,444

2019) with a learning rate of 1e-4 for all models.445

1https://github.com/CompVis/stable-diffusion.
2https://huggingface.co/datasets/laion/laion2B-multi.

Assessing the Quality of Translated Caption 446

We randomly sampled 500 instances from the trans- 447

lated laion2b-zh data, and ask human annotators to 448

rate the quality of translated caption from two main 449

perspectives: 1) textual translation quality, includ- 450

ing adequacy, fluency and consistency; and 2) im- 451

age correlation, including image relevance, context, 452

and cultural appropriateness. Table 6 in Appendix 453

lists the evaluation guidelines. We then scored the 454

translated captions with different automatic metrics 455

(e.g. LaBSE, CLIP, and Ours), and calculate their 456

Pearson correlation with the human judgements on 457

the above criteria. 458

Table 3 lists the results. Our proposed metric 459

outperforms both LaBSE and CLIP in terms of cor- 460

relation with human evaluation scores across all 461

criteria. The positive correlation coefficients for 462

our metric indicate a strong agreement between 463

the multi-modal alignment metric and human judg- 464

ments. This suggests that our metric is more effec- 465

tive in capturing the key aspects of T2I generation 466

tasks than the other two metrics. The results clearly 467

demonstrate the superiority of our metric in assess- 468

ing the quality of translated captions for the T2I 469

generation tasks. We also investigate the impact of 470

object-text alignment score in our metric by remov- 471

ing it from the ultimate score (i.e. “−𝐴𝑂−𝑇 ”), which 472

is one of the key challenges in cross-cultural T2I 473

generation. The results confirm our hypothesis: re- 474

moving the object-text alignment score drastically 475

decreases the correlation with human judgement, in- 476

dicating that the alignment is essential in assessing 477

the translated caption for cross-cultural T2I genera- 478

tion. 479

Performance on the C3 Benchmark Table 4 480

lists the results of different data filtering approaches 481

on the proposed C3 benchmark. We also list the 482

results of randomly sampling 300K instances for 483
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System Presence Localization Appropriateness Aesthetics Consistency Cohesion

Vanilla 3.66 3.50 3.61 3.06 3.39 3.17
Fine-Tuned on Chinese-Cultural Data

Random 4.27 4.19 4.22 3.65 4.08 3.96
LaBSE 4.68 4.47 4.61 3.72 4.39 4.16
CLIP 4.66 4.54 4.56 3.87 4.38 4.12
Ours 4.74 4.65 4.71 3.92 4.53 4.33

Table 4: Human evaluation of the images generated by vanilla and fine-tuned diffusion models on the C3 benchmark.

A Chinese tea ceremony with an expert pouring tea from a beautifully adorned teapot into
delicate cups.

A serene Chinese garden scene, with winding pathways, carefully placed rocks, and lush
vegetation, embodying the principles of harmony, balance, and connection with nature inherent
in Chinese culture.

Vanilla Random LaBSE CLIP Ours

Figure 6: Example images generated by vanilla and fine-tuned diffusion models. We highlight in bold the objects in
the caption.

reference. Clearly, all fine-tuned models achieve484

significantly better performance than the vanilla485

model that is trained only on the English-centric486

data, which confirms the necessity of fine-tuning487

on the target cultural data for cross-cultural genera-488

tion. All filtering approaches with certain metrics489

outperform the randomly sampling strategy, demon-490

strating that these metrics are reasonable for filter-491

ing low-quality instances. Our metric obtains the492

best results under all criteria by maintaining high-493

quality instances for fine-tuning. Figure 6 shows494

some example images generated by different mod-495

els. The vanilla diffusion model fails to generate496

Chinese-cultural elements, which can be greatly497

mitigated by the fine-tuned models. While CLIP498

and Our models successfully generate all the ob-499

jects in the captions (e.g. “tea ceremony with an500

expert” and “winding pathways, carefully placed501

rocks, and lush vegetation”), the elements in our502

images appear more natural and better-integrated.503

We attribute the strength of our approach to the ex-504

plicit consideration of object-text alignment in data505

filtering. It is also worthy noting that the proposed 506

C3 benchmark can distinguish different models by 507

identifying model-specific weaknesses. 508

5 Conclusion and Future Work 509

In this work, we build a C3 benchmark of chal- 510

lenging textual prompts to generate images in Chi- 511

nese cultural style for T2I models that are gener- 512

ally trained on the English data of Western cul- 513

tural elements. We demonstrate how the bench- 514

mark can be used to assess a T2I model’s ability 515

of cross-cultural generation from different perspec- 516

tives, which reveal that the object generation is one 517

of the key challenges. Based on the observation, 518

we propose a multi-modal approach that explicitly 519

considers object-text alignment for filtering fine- 520

tuning data, which can significantly improves cross- 521

cultural generation over existing metrics. Future 522

work include extending the C3 benchmark to more 523

non-English cultures (e.g. Arabic culture), validat- 524

ing our findings with more T2I models such as 525

DALL-E 2 (Ramesh et al., 2022). 526
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Limitations527

This study, while providing valuable insights into528

the performance of T2I models in cross-cultural529

contexts, has several limitations that merit discus-530

sion. One notable limitation is our reliance on hu-531

man annotators for the evaluation of T2I models.532

Although this approach offers nuanced understand-533

ing, it incurs higher costs and lacks the scalability534

of automated methods. Additionally, the dataset535

generated by GPT-4 may carry inherent language536

biases, particularly an English-centric perspective537

on cultural elements. Despite efforts to mitigate538

this through expert reviews, the potential for bias539

persists. This limitation points to the broader issue540

in AI research regarding the balance between au-541

tomated data generation and the need for cultural542

neutrality and sensitivity. Moreover, our focus on543

Chinese culture, while grounded in our expertise,544

also brings to light the generalizability of our find-545

ings. The specific cultural focus may not fully trans-546

late to other cultural contexts or languages. This547

aspect emphasizes the delicate nature of represent-548

ing and understanding cross-cultural nuances in T2I549

models. The definition and accurate representation550

of cross-culture itself present a complex challenge551

that our study only begins to address.552
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6 Appendix687

6.1 Human Evaluation Guidelines688

Table 5 provides a detailed guideline for evaluating689

the generated images on the C3 benchmark. The690

evaluation is based on six criteria: Object Presence,691

Object Localization, Cultural Appropriateness, Vi-692

sual Aesthetics, Semantic Consistency, and Cohe-693

sion. Each criterion is scored on a scale of 1 to 5,694

with 5 being the highest score.695

• Object Presence: This criterion assesses696

whether all essential objects described in the697

caption are present and clearly recognizable698

in the generated image.699

• Object Localization: This criterion evaluates700

whether the spatial arrangement of objects in701

the image accurately represents the arrange-702

ment described in the caption.703

• Cultural Appropriateness: This criterion704

measures whether the cultural style and con-705

text described in the caption are clearly and706

consistently reflected in the image.707

• Visual Aesthetics: This criterion assesses the708

visual appeal and composition of the image,709

including color harmony, contrast, and image710

sharpness.711

• Semantic Consistency: This criterion evalu-712

ates the consistency between the image and713

the caption, i.e., whether all elements in the714

image align with and accurately represent the715

text.716

• Cohesion: This criterion measures the coher-717

ence and unity in the image, i.e., whether all718

elements in the image appear natural and well-719

integrated, creating a seamless visual scene.720

Each of these criteria is crucial for evaluating721

the performance of T2I models, as they collectively722

assess the model’s ability to generate images that723

are not only visually appealing and semantically724

consistent with the input text, but also culturally725

appropriate and coherent.726

6.2 Evaluation Guidelines for Translated727

Captions728

Table 6 provides a detailed guideline for evaluating729

the translated captions associated with the images.730

The evaluation is based on six criteria: Adequacy,731

Fluency, Consistency, Relevance, Context, and Cul- 732

tural Appropriateness. Each criterion is scored on 733

a scale of 1 to 5, with 5 being the highest score. 734

• Adequacy: This criterion assesses whether 735

the translation accurately conveys the intended 736

meaning of the original caption. 737

• Fluency: This criterion evaluates the fluency 738

of the translation, including grammar, syntax, 739

and vocabulary. 740

• Consistency: This criterion measures the con- 741

sistency of the translations in terms of lan- 742

guage, tone, and style. 743

• Relevance: This criterion assesses whether 744

the translations are relevant to the image they 745

describe, capturing the essence of the image 746

and all important details. 747

• Context: This criterion evaluates whether the 748

translations provide sufficient context for the 749

reader to understand the image and the situa- 750

tion in which it was taken. 751

• Cultural Appropriateness: This criterion 752

measures whether the translations are appro- 753

priate for the target audience, demonstrating 754

an understanding of the target culture and 755

avoiding cultural references or language that 756

could be offensive or confusing. 757

These criteria provide a comprehensive frame- 758

work for evaluating the quality of the translated cap- 759

tions associated with the images, offering insights 760

into the strengths and weaknesses of the translation 761

process. 762
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Table 5: Evaluation guidelines for generated images on the C3 benchmark.

Score Object Presence Object Localization Cultural Appropriateness

5 All essential objects are
present and clearly recogniz-
able, making the image fully
consistent with the caption.

All objects are placed cor-
rectly and consistently, accu-
rately representing the spatial
arrangement described in the
caption.

Cultural style and context are
clearly and consistently re-
flected, making the image an
excellent representation of the
intended culture.

4 Most essential objects are
present and recognizable,
with only minor inconsisten-
cies or missing details.

Most objects are placed cor-
rectly with few inconsisten-
cies, showing a good under-
standing of the spatial arrange-
ment described in the caption.

Cultural style and context are
mostly well-reflected, with
only minor inconsistencies or
missing elements.

3 Essential objects are present,
but some are missing or un-
clear, making the image not
fully consistent with the cap-
tion.

Objects are placed reasonably
well, but some inconsistencies
or minor errors exist in the
spatial arrangement.

Some cultural style or con-
text is reflected, but not
consistently or convincingly
throughout the entire image.

2 Some essential objects are
present, but not clearly recog-
nizable or only partially visi-
ble.

Some objects are placed cor-
rectly, but most are not, show-
ing a weak understanding of
spatial arrangement.

Minimal cultural style or con-
text is reflected, with only one
or two elements hinting at the
intended culture.

1 No essential objects are
present in the generated
image.

Objects are randomly placed
with no spatial arrangement,
disregarding the captions.

No cultural style or context is
reflected in the generated im-
age.

Score Visual Aesthetics Semantic Consistency Cohesion

5 Excellent visual appeal and
composition, with perfect
color harmony, contrast, and
image sharpness, resulting in
a visually stunning image.

Complete consistency be-
tween the image and caption,
with all elements aligning
and accurately representing
the text.

Complete coherence and unity
in the image, with all elements
appearing natural and well-
integrated, creating a seam-
less visual scene.

4 Above average visual appeal
and composition, with good
color harmony, contrast, and
image sharpness, making the
image visually pleasing.

High consistency between the
image and caption, with most
elements aligning and only
minor inconsistencies.

High coherence and unity in
the image, with almost all el-
ements appearing natural and
well-integrated, creating a co-
hesive visual scene.

3 Average visual appeal and
composition, with acceptable
color harmony, contrast, and
image sharpness, but lacking
any outstanding qualities.

Moderate consistency be-
tween the image and caption,
with some elements aligning
but not enough to provide a
strong connection.

Moderate coherence and unity
in the image, with most ob-
jects appearing natural and
well-integrated, but some in-
consistencies are present.

2 Below average visual appeal
and composition, with some
issues in color harmony, con-
trast, or image sharpness.

Minimal consistency between
the image and caption, with
only one or two elements con-
necting the image to the text.

Minimal coherence or unity in
the image, with some objects
appearing out of place or de-
tached from the scene.

1 Poor visual appeal and compo-
sition, with unbalanced colors,
low contrast, and lack of im-
age sharpness.

No consistency between the
generated image and the cap-
tion, making the image unre-
lated to the text.

No coherence or unity in the
image, with objects appearing
disjointed and unnatural.
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Table 6: Evaluation guidelines for the translated captions associated with the images.
Score Adequacy Fluency Consistency

5 The translation accurately
conveys the intended meaning
of the original caption with
no errors or inaccuracies.

The translation is very well-
written, with no errors in
grammar, syntax, or vocabu-
lary that could impact under-
standing.

The translations are consis-
tent in language, tone, and
style, with no noticeable dif-
ferences.

4 The translation accurately
conveys the intended mean-
ing of the original caption
with only minor errors or
inaccuracies.

The translation is well-
written, with only minor
errors in grammar, syntax, or
vocabulary that do not impact
understanding.

The translations are mostly
consistent in language, tone,
and style, with minor differ-
ences that are hardly notice-
able.

3 The translation mostly con-
veys the intended meaning of
the original caption, but may
still have some errors or inac-
curacies.

The translation is generally
well-written, with only a few
errors in grammar, syntax, or
vocabulary that do not signifi-
cantly impact understanding.

The translations are generally
consistent in language, tone,
and style, with only a few no-
ticeable differences.

2 The translation partially con-
veys the intended meaning
of the original caption, but
misses some important details
or nuances.

The translation is somewhat
fluent, but still contains some
errors in grammar, syntax, or
vocabulary that may make
it slightly difficult to under-
stand.

The translations are somewhat
consistent, but still contain
noticeable differences in lan-
guage, tone, or style that may
be distracting.

1 The translation does not con-
vey the intended meaning of
the original caption at all.

The translation is poorly writ-
ten, with numerous errors
in grammar and syntax that
make it difficult to understand.

The translations are inconsis-
tent in language, tone, or style,
making them difficult to fol-
low.

Score Relevance Context Cultural appropriateness

5 The translations are perfectly
relevant to the image they de-
scribe, capturing the essence
of the image and all important
details in a highly engaging
way.

The translations provide per-
fect context for the reader to
understand the image and the
situation in which it was taken,
leaving no room for confu-
sion.

The translations are perfectly
appropriate for the target au-
dience, demonstrating a deep
understanding of the target
culture.

4 The translations are highly rel-
evant to the image they de-
scribe, capturing the essence
of the image and all important
details.

The translations provide
highly sufficient context for
the reader to understand the
image and the situation in
which it was taken, with only
minor room for confusion or
ambiguity.

The translations are highly ap-
propriate for the target audi-
ence, with minimal cultural
references or language that
could be offensive or confus-
ing.

3 The translations are somewhat
relevant to the image they
describe, capturing some im-
portant details but lacking in
depth or engagement.

The translations provide some
context for the reader to under-
stand the image and the situa-
tion in which it was taken, but
may be somewhat confusing.

The translations are somewhat
appropriate for the target audi-
ence, with some cultural ref-
erences or language that may
be slightly offensive or confus-
ing.

2 The translations are mini-
mally relevant to the image
they describe, lacking impor-
tant details and failing to en-
gage the reader.

The translations provide little
context for the reader to un-
derstand the image and the sit-
uation in which it was taken,
leaving much room for confu-
sion or ambiguity.

The translations are mini-
mally appropriate for the tar-
get audience, with cultural ref-
erences or language that may
be offensive or confusing.

1 The translations are not rel-
evant to the image they de-
scribe, failing to capture the
essence of the image and im-
portant details.

The translations provide no
context for the reader to un-
derstand the image and the sit-
uation in which it was taken,
causing confusion or ambigu-
ity.

The translations are not appro-
priate for the target audience,
with cultural references or lan-
guage that is offensive or con-
fusing.
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