Initializing Variable-sized Vision Transformers
from Learngene with Learnable Transformation

Shiyu Xia, Yuankun Zu, Xu Yang; Xin Geng*

School of Computer Science and Engineering, Southeast University, Nanjing 210096, China
Key Laboratory of New Generation Artificial Intelligence Technology and Its
Interdisciplinary Applications (Southeast University), Ministry of Education, China
{shiyu_xia, zyk0418, xuyang_palm, xgengl}@seu.edu.cn

Abstract

In practical scenarios, it is necessary to build variable-sized models to accommodate
diverse resource constraints, where weight initialization serves as a crucial step
preceding training. The recently introduced Learngene framework firstly learns
one compact module, termed learngene, from a large well-trained model, and then
transforms learngene to initialize variable-sized models. However, the existing
Learngene methods provide limited guidance on transforming learngene, where
transformation mechanisms are manually designed and generally lack a learnable
component. Moreover, these methods only consider transforming learngene along
depth dimension, thus constraining the flexibility of learngene. Motivated by these
concerns, we propose a novel and effective Learngene approach termed LeTs
(Learnable Transformation), where we transform the learngene module along both
width and depth dimension with a set of learnable matrices for flexible variable-
sized model initialization. Specifically, we construct an auxiliary model comprising
the compact learngene module and learnable transformation matrices, enabling
both components to be trained. To meet the varying size requirements of target
models, we select specific parameters from well-trained transformation matrices
to adaptively transform the learngene, guided by strategies such as continuous
selection and magnitude-wise selection. Extensive experiments on ImageNet-1K
demonstrate that Des-Nets initialized via LeTs outperform those with 100-epoch
from scratch training after only 1 epoch tuning. When transferring to downstream
image classification tasks, LeTs achieves better results while outperforming from
scratch training after about 10 epochs within a 300-epoch training schedule.

1 Introduction

Vision Transformer (ViT) models have gained widespread attention due to their impressive perfor-
mance on diverse vision tasks [[1} 2} |3} 4} 15, 16]. In practice, models of various sizes are often deployed
and trained under diverse resource constraints, ranging from edge devices with limited computational
resources to computing clusters with sufficient resources, which may exhibit considerable diversity.
Obviously, we could train each target model from scratch for specific tasks across different resource
settings. However, such method underestimates the importance of weight initialization, which could
significantly affect the training process and the final model quality [[7, 8 9, 10} [11} [12} [13] [14].
Moreover, the training and storage costs of such method grow linearly with the number of poten-
tial scenarios. Consequently, a fundamental research question arises: how to efficiently initialize
variable-sized models while considering both the model performance and resource constraints.
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Figure 1: (a) Learngene paradigm. (b) Manually-crafted and depth-only transformation. (c) Learnable
transformation along both width and depth dimension.

Nowadays, pre-training on large-scale datasets provides an excellent initialization for fine-tuning
models across a wide range of downstream tasks [[15} [16} [17, [18 [19, 20, 21]]. Nevertheless, such
method generally requires transferring the entire pretrained model parameters repeatedly without
considering the available resources of different downstream tasks. Take the pretrained model family
SimMIM [22] as an example, even the smallest model 86M ViT-B [23] may be deemed excessively
large for some resource-constrained environments. One direct solution involves firstly pre-training
the target model on large-scale datasets under specific resource constraints before training it on
target task. However, this process is not only time-consuming and computationally expensive, but
also necessitates the access to the datasets used for pre-training and lacks the flexibility to initialize
variable-sized models.

Recently, a novel learning paradigm termed as Learngene [24,25]] has been proposed, which firstly
learns one compact module, termed learngene, from a large well-trained network termed as ancestry
model (Ans-Net). Then learngene is transformed to initialize variable-sized descendant models
(Des-Net), after which they are fine-tuned on diverse downstream tasks, as shown in FigEKa). Grad-
LG [24] selects a few high-level layers as learngene, after which they are stacked with randomly-
initialized layers to construct Des-Nets. TLEG [26] linearly expands two integral learngene layers to
initialize variable-depth Des-Nets. LearngenePool [27] distills multiple small models whose layers
compose learngene instances and then stitches them to construct Des-Nets. However, there exist
several limitations in previous studies. Firstly, the learngene learning process provides well-trained
learngene parameters but lacks the structural knowledge required to transform the learngene for
initializing Des-Nets. Secondly, existing transformation mechanisms are manually designed (e.g.,
stacking randomly-initialized layers over learngene layers) but lack a learnable component, as shown
in Fig[I[b). Thirdly, existing studies typically focus on deepening well-trained learngene while
overlooking the exploration of transforming learngene along another crucial dimension, i.e., the width
dimension [28]], let alone considering both width and depth dimension.

Motivated by the above limitations, we propose Learnable Transformation (LeTs), a novel and
effective Learngene approach for efficient model initialization, as shown in Fig[I{c). LeTs enables
the simultaneous training of a compact learngene module and a set of learnable transformation
parameters, with the latter encoding structural knowledge for transforming the former. Specifically,
we introduce and train an auxiliary model (Aux-Net) constructed from the compact learngene through
a series of learnable transformation matrices T, comprising a set of width transformation matrices F’
and one depth transformation matrix G. For the width transformation matrices F’, we utilize two
series of matrices F''" and F°“* which perform in-dimension and out-dimension transformation
on learngene matrices respectively. In the case of depth transformation matrix G, we divide the
width-transformed learngene layers into multiple groups and utilize the entry of G as the coefficient
to combine the layers within each group, thereby constructing new layers. During the training of
Aux-Net, F' and G learn to capture structural knowledge about adding neurons and layers respectively.
To meet the varying size requirements of target models, we first select specific parameters from the
well-trained transformation matrices T to construct target ones T'%“*, guided by strategy such as
continuous selection and magnitude-wise selection. Then we employ T'%°* to transform learngene for
initializing target Des-Nets, which are lastly fine-tuned on different downstream tasks.



With comprehensive experiments, we show the superiority of LeTs: (1) Compared to 100-epoch
from scratch training (Scratch) on ImageNet-1K [29], Des-Nets initialized via LeTs performs better
after only 1 epoch tuning. (2) Evaluation performance on ImageNet-1K without any tuning after
initialization implies that LeTs significantly enhances initialization quality, e.g., +3.5% with Des-
H12-L12 (86.6M) compared to TLEG [26]. (3) When transferring to downstream image classification
tasks, LeTs presents better performance and training efficiency. For example, LeTs outperforms
the pre-training and fine-tuning method (Pre-Fin) by 1.5% on CIFAR-100 with Des-H12-L12.
Furthermore, within a 300-epoch training schedule on Food-101 [30], LeTs outperforms the final
performance of Scratch after about 10 epochs. For semantic segmentation tasks, LeTs outperforms
Pre-Fin by 3.4% on ADE20K [31]] with Des-H6-L12. (4) Compared to Pre-Fin, LeTs performs better
while reducing around 20 X initialization parameters when initializing variable-sized models.

Our main contributions are summarized as follows: (1) We introduce a novel and effective Learngene
approach, termed LeTs, for efficient ViT-based model initialization, which is the first to utilize
learnable matrices to adaptively transform the compact learngene. (2) We propose to transform
learngene along both depth and width dimension for initialization, to our knowledge, has not been
explored in the Learngene literature. (3) Comprehensive experiments under various initialization
settings demonstrate the efficiency of LeTs.

2 Related Work

Parameter Initialization methods have been extensively developed, such as default initialization
from Timm library [32], Xavier initialization [[7] and Kaiming initialization [9]]. A plenty of studies
demonstrate that parameter initialization significantly affects the training process and the final model
quality [[7, (8, [10L 11, 1213} [14]]. Appropriate initialization facilitates model convergence [33]] while
improper initialization may hinder the optimization process [10} [11]. Nowadays, the pre-training
and fine-tuning method involves transferring model parameters pretrained on large-scale datasets for
fine-tuning on specific downstream tasks, during which the model architecture is maintained [34,
35,118, 1361 37]]. However, such method requires transferring the entire pretrained model parameters
repeatedly, without considering the varying resource availability of different downstream tasks.
Moreover, when a pretrained model of the target size is unavailable, we may firstly pre-train the
target model on large-scale datasets. This process is not only time-consuming and computationally
expensive, but also requires access to the datasets used for pre-training and lacks the flexibility for
initializing variable-sized models. Recently, [38| 39]] have focused on transferring large pretrained
model parameters to initialize small ones. Besides, Matformer [40] allows for training one universal
model which can be used to extract many smaller sub-models. In contrast, we propose to transform
one compact learngene with learnable transformation matrices for initialization.

Learngene is a two-stage framework [24] 25| 26l 27, |41} 142, 43| 144, 45| 46l 147] which firstly
learns one compact module, termed learngene, from a large well-trained network called ancestry
model (Ans-Net), and then transforms learngene to initialize variable-sized descendant models (Des-
Net), after which they are fine-tuned normally, as shown in Fig[I(a). Grad-LG [24] selects a few
high-level layers as learngene based on the gradient information of Ans-Net, after which they are
stacked with randomly-initialized layers to build Des-Nets. TLEG [26] linearly expands two integral
learngene layers to initialize variable-depth Des-Nets. SWS [41] extracts learngene in a multi-stage
weight sharing fashion and duplicates learngene in its stage during initialization. WAVE [43]] trains
multiple weight templates as learngenes, enabling efficient initialization for variable-sized models via
Kronecker Product. Rather than manually designing learngene transformation strategies, we seek
to use learnable matrices, which contain structural knowledge, to transform the compact learngene
for initializing variable-sized models. Furthermore, LeTs enables learngene to be transformed along
both depth and width dimension, significantly enhancing the transformation flexibility.

Network Expansion, a prevalent training acceleration framework pioneered by [48], involves
incrementally increasing the size of neural networks [49} |50, 511 152} |53]. Net2Net [48] employs
function-preserving expansions to increase the width by copying neurons and the depth by introducing
identity layers. Bert2Bert [54]] extends this concept by proposing function-preserving width expansion
specifically for Transformers. Expansion [53] introduces a width expansion strategy for convolutional
neural networks using orthogonal filters, as well as a depth expansion strategy for Transformers
through the corresponding exponential moving average model. LiGO [52] learns to linearly map
the parameters of a smaller model to initialize a larger one. While LeTs is inspired by these



Stage 1: Learning Process of Aux-Net @ construct the Aux-Net Stage 2: Initialization from Learngene
L= _c;is_tilT BN @ select and initialize
N

‘

1 )
o O
eeee (OO il O foe
ooo o S o
000 0000 &
1 1 [©) learnable matrices @)
000 0]0)00 o6
f 7 t t O O O
OO OO R O O OO _>O_>O_>O fine-tune EEE
1 1 learngene E C 9 O Server
) ) O
Ancestry Model Auxiliary Model Descendant Model

Figure 2: In stage 1, we construct and train an Aux-Net which is transformed from compact learngene
layers using a series of learnable transformation matrices. During training, F' and G learn to
capture structural knowledge about how to add new neurons and layers into the compact learngene
respectively. In stage 2, given the varying sizes of target Des-Nets, we select specific parameters from
well-trained transformation matrices to transform learngene for initialization, which are fine-tuned
lastly under different downstream scenarios.

studies [48} 152], it differs in at least two key aspects. In terms of objective, we focus on flexibly
initializing variable-sized models from a single compact learngene. Methodologically, such as
compared to LiGO [52]], we first transform the learngene layers along width dimension, after which
we divide the width-transformed learngene layers into multiple groups and linearly combine the
layers within each group to construct new layers. Additionally, one crucial aspect of LeTs is that
selecting specific parameters from well-trained transformation matrices for subsequent initialization.

3 Proposed Approach

Fig[2] depicts the overall framework of LeTs. In the first stage, we construct an auxiliary model
(Aux-Net) comprising compact learngene and a series of learnable transformation matrices. Then
we train it by distilling knowledge from a well-trained ancestry model (Ans-Net). In the second
stage, given the varying size requirements of target models (e.g., layer numbers), we select specific
parameters from well-trained transformation matrices guided by strategy such as continuous selection
and magnitude-wise selection. Then we use these selected parameters to transform learngene for
initializing Des-Nets, which are fine-tuned lastly.

3.1 Learnable Transformation for Learngene

We denote the parameters of the learngene module with L layers as @9 = [W1, ..., W], where
W, € Ré%inXdout . and d,,; denote the input and output dimension respectively. In the first
stage, we design an auxiliary model (Aux-Net) whose parameters are transformed from the compact
learngene parameters with a series of learnable transformation matrices T'. We configure a set of width
transformation matrices F' and one depth transformation matrix G for composing T'. Specifically,
we enlarge the input and output dimension of learngene matrices with transformation matrices F'
containing F** and F°"!, Afterwards, we divide these width-transformed learngene layers into
multiple groups and utilize depth transformation matrix G to combine the layers within each group
to construct new layers. In the following, we detail the width transformation matrices F', depth
transformation matrix G, the construction and training of Aux-Net.

Width transformation matrices. For each learngene layer W;, we introduce F/™ and F“! to
perform in-dimension and out-dimension transformation respectively. In particular, we perform
in-dimension transformation on W; by multiplying F;'™, after which we insert the transformed part
into the original learngene via

‘/V_l/ _ COTLCCLt(VVl,F}inWl)ﬂ (1)

where VVl/ represents the in-dimension transformed learngene and C'oncat represents the concatena-
tion operation. Similarly, we perform out-dimension transformation on VVZI by multiplying F"t,
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Figure 3: (a) Firstly, we perform in-dimension transformation on W; by multiplying F}", after which
we insert the transformed part into the original learngene. Afterwards, we perform out-dimension
transformation on VVZ, similarly. (b) After width transformation, we divide these width-transformed
learngene layers into groups. Take the jo-th group with two width-transformed learngene layers
(Wf(’fl and ‘/Vfng) as an example, we construct W via G W“gtl + G122 Wj?(’ij. For simplicity,
we omit the original subscripts and superscripts for the entry of all matrices.

after which we insert the transformed part into VVZ/ via
mﬂ)f, — Concat(‘/‘/l,, wfl/ EoutT); (2)

where W;*! represents the width-transformed learngene. Width transformation process is illustrated
in Fig[3[a). We could also first perform out-dimension transformation followed by in-dimension
transformation. Besides, we explore performing in-dimension and out-dimension transformation
on W, by directly multiplying F/" and F°*' via W' = F/"W,F" " referred to as LeTs(DE).
Empirically, we first perform in-dimension and then out-dimension transformation in line with [52].
To keep the parameter efficiency, we share transformation matrices for different model components.

Depth transformation matrix. After the width transformation, we divide these width-transformed
learngene layers into M groups and set the number of width-transformed learngene layers in the j-th
group as L; where j = 1, ..., M. We denote the parameter matrices of the k-th width-transformed
learngene layer in the j-th group as W;"”,f where £ = 1, ..., L;. Then we utilize matrix G to combine
the layers within the jo-th group to construct the ¢-th layer of the target model via

L]U
W =" GiWh, 3)
k=1

where W represents the i-th depth-transformed target layer and G; i, represents the (i, k)-th entry.
During the new layer constructions, we repeatedly select some learngene groups, as discussed in
Secl4.3] The process of depth transformation is illustrated in Fig[3{b). Moreover, we adopt parameter
sharing strategy between rows of G to provide guidance for initializing descendant models.

Construction and Training of Aux-Net. We construct the Aux-Net from the learngene module
using width and depth transformation matrices. Then we train the Aux-Net via prediction-based
distillation [S5] for simplicity to distill knowledge from the Ans-Net. This involves minimizing the
cross-entropy loss between the probability distributions of output predictions from both the Ans-Net
and the Aux-Net similar to previous studies [26} 27]. Specifically, we introduce one distillation loss
Laistin = CE(¢(rs/T), d(r/T)), where r5 and 7, represent the logits of the Aux-Net and those
of the pretrained Ans-Net respectively, CE(-, -) represents soft cross-entropy loss, T represents the
temperature for distillation and ¢ represents the softmax function. Additionally, we can seamlessly
integrate advanced distillation techniques [[56,57]] into our training. Besides, we also introduce one
classification loss L5 = CE(¢p(rs),y), where y represents the ground-truth label. Overall, our
training loss is defined as

Loy = (1= X)Leis + Maistin, 4
where ) represents the trade-off coefficient. Noteworthy, we train the Aux-Net to obtain well-trained
learngene parameters and a set of transformation matrices. During training, the width transformation
matrices and depth transformation matrix capture structural knowledge about how to add new neurons
and layers respectively, preparing for the subsequent initialization. Next, we elaborate how to use
these well-trained transformation matrices to adapt learngene for initializing variable-sized models.



3.2 Initialization from Learngene with Well-trained Transformation Matrices

Different from previous manual and depth-only transformation, LeTs enables learngene to be deep-
ened and widened with well-trained transformation matrices. To meet the diverse size requirements
of Des-Nets (e.g., layer numbers), we select specific parameters from well-trained transformation
matrices to construct target ones. Specifically, we design several parameter selection strategies
including continuous selection, magnitude-wise selection and sequential selection. For width trans-
formation matrices across different model components, we maintain the consistency of selection
position to preserve the integrity of the learned neuron connections. After initialization, we fine-tune
the descendant models on different downstream tasks without distillation. Next, we firstly introduce
the selection strategy for width transformation matrices.

Continuous selection. For the initialization along width, we propose selecting continuous rows
from F* and F°“* to form the target transformation matrices. Notably, consistency is preserved
throughout the row selection process for different model components to maintain connectivity between
neurons. Empirically, we default to selecting the first n rows from F** and F°u,

Magnitude-wise selection. Parameter magnitude serves as an effective metric for assessing im-
portance in model pruning, where the significance of one weight is determined by its magni-
tude [581159,160]]. In our case, we adapt this metric for parameter selection from width transformation
matrices. Take F*" as an example, we propose selecting n rows whose L;-norm or Ly-norm ranks
top-n, abbreviated as top-n Lq/Ls-norm selection. Intuitively, this selection strategy enables us to
prioritize parameters that contribute most significantly to the model performance, ensuring that the
most impactful connections are preserved. By concentrating on the most critical parameters, LeTs
enhances the initialization quality of different Des-Nets. Empirically, we demonstrate its effective-
ness by comparing it with bottom-n L;/Ly-norm selection which select n rows whose L;-norm or
Ls-norm ranks bottom-n, as discussed in Sec4.3]

For the depth transformation matrix, we introduce the sequential selection strategy.

Sequential selection. We propose to sequentially select learngene groups in a predefined order, where
different orders emphasize distinct groups. Each learngene group corresponds to several coefficient
groups (rows of G). While selecting an approximately equal number of coefficient groups for each
learngene group, we allocate more coefficient groups for shallower learngene group.

4 Experiments

4.1 Experimental Settings

We perform our main experiments on ImageNet-1K [29]], several downstream image classification
datasets including CIFAR-10, CIFAR-100 [61], Food-101 [30] and Cars-196 [62], and several
semantic segmentation datasets including ADE20K [31], Pascal Context [63] and Cityscapes [64].
We report Top-1 classification accuracy (Top-1(%)) for classification tasks, and Intersection over
Union (mloU(%)) averaged over all classes for segmentation tasks following [65]]. Besides, we also
report Params(M) and FLOPs(G) as the number of model parameters and indicators of theoretical
complexity of model. In the first stage, we configure the learngene module with 6 heads (head
dimension is 64) and 8 layers whose number of parameters is 15M, and transform it to construct
Aux-Net with 12 heads and 16 layers based on DeiT [66]. Then we train the Aux-Net on ImageNet-
1K for 300 epochs to obtain learngene and transformation matrices. We choose Levit-384 [67]] as
the ancestry model. In the second stage, we set several variants of Des-Net where we change the
layer and head numbers based on DeiT, e.g., we name the Des-Net with 12 heads and 12 layers as
Des-H12-L12. Please see more details in[A.3

4.2 Main Results

Compared to training from scratch on ImageNet-1K, LeTs performs better while reducing
large training costs. We compare LeTs with: (1) Scratch that training models of variable widths
and depths from scratch for 100 epochs; (2) TLEG [26] that linearly expands learngene to initialize
models and finetunes them for 40 epochs; (3) SWS [41] that duplicates learngene in its pre-defined
stage to initialize models and finetunes them for 10 epochs. As shown in Fig4]and Tab[5] compared
to Scratch, LeTs performs better only after 1 epoch tuning, which reduces around 7 X total training
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Figure 4: Performance comparisons on ImageNet-1K. Number in bracket represents Params(M).

costs for 24 models. Compared to TLEG and SWS, LeTs also demonstrates superior performance
after just 1 epoch tuning in most cases, which highlights the effectiveness of introducing learnable
transformation matrices. Notably, the efficiency of LeTs becomes increasingly obvious as the number
of Des-Nets grows, since we only need to train the learngene and transformation matrices once for
most Des-Nets. Moreover, LeTs could flexibly initialize variable-sized models that are independent
of the size of learngene and Aux-Net, as shown in Fig[5] Please see more detailed results in Tab[5]

LeTs exhibits better performance and training efficiency when transferring to downstream
datasets. We compare LeTs with: (1) Pre-Fin that pre-training on ImageNet-1K and fine-tuning
on downstream datasets; (2) Scratch; (3) Grad-LG [24]; (4) TLEG [26l]; (5) SWS [41]. As shown
in Fig[6[a)-(h), LeTs consistently outperforms these baselines on downstream image classification
datasets, demonstrating the effectiveness of leveraging well-trained transformation matrices for model
initialization. Take Des-H6-L12 as an example, LeTs outperforms Pre-Fin by 2.3%, 1.9% and 3.5%
on CIFAR-100, Food-101 and Cars-196, respectively. Notably from Fig[7] we observe that LeTs
outperforms the final performance of Scratch after about 10 epochs within a 300-epoch training
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Figure 6: Performance of (a)-(d): Des-H6-L12 and (e)-(h): Des-H12-L12 on downstream image
classification datasets. We report the results of LeTs under the linear probing (LP) protocol in (1).
Besides, we evaluate LeTs on semantic segmentation tasks in (i)-(k), where we set two variants of
LeTs as LeTs(0ep) and LeTs(5ep). LeTs(Oep) represents that initializing the backbone with learngene
and LeTs(5ep) represents that further fine-tuning on ImageNet-1K for 5 epochs after initialization.

schedule on Food-101 [30], which is about 30 X faster. We also report the results of LeTs under the
linear probing protocol in Fig[6{1). Moreover, we report the results of LeTs on downstream semantic
segmentation tasks. Specifically, we follow the training and model setting provided in [65]], where
we adopt Des-H6-L.12 and Des-H12-L.12 as the backbone and mask transformer as the decoder. As
shown in Figl6{i)-(k), LeTs(Oep) outperforms Pre-Fin by 3.4%, 1.7% and 1.6% on ADE20K, Pascal
Context and Cityscapes respectively with Des-H6-L12 as the backbone. Please see more details
in[A3l

Results of evaluation on ImageNet-1K without any tuning after initialization implies that LeTs
greatly enhances initialization quality. To validate the initialization quality, we compare LeTs
with (1) Scratch; (2) Grad-LG [24]]; (3) TLEG [26]; (4) SWS [41]}; (5) IMwLM [39].. In Tab[T] LeTs
outperforms all baselines by a large margin in most cases. For example, LeTs outperforms TLEG



Model | Params(M) FLOPs(G) | Scratch | IMWLM Grad-LG TLEG SWS LeTs

Des-H12-L8 58.2 11.7 712 9.5 0.1 69.8 744 741
Des-H12-L9 65.3 13.1 78.0 16.8 0.1 73.8 76.5 77.6
Des-H12-L10 72.4 14.6 78.2 25.1 0.1 75.7 78.0  78.7
Des-H12-L11 79.5 16.0 79.0 36.1 0.1 76.4 789 795
Des-H12-L12 86.6 17.5 79.6 48.1 0.1 76.6 793  80.1
Des-H12-L13 93.7 18.9 80.3 59.0 0.1 76.7 80.0 80.5
Des-H12-L14 100.7 20.4 80.4 68.3 0.1 76.5 80.1 80.8
Des-H12-L15 107.8 21.8 80.3 752 0.1 76.0 80.5 81.1
Des-H12-L16 114.9 233 80.4 78.7 0.1 75.5 80.7 815

Table 1: Direct evaluation performance on ImageNet-1K without any tuning after initialization.

Model Params Pre-Fin LeTs Model Params Pre-Fin LeTs
M) |S-P(M) Top-1(%)|Top-1(%) M) |S-P(M) Top-1(%)|Top-1(%)

Des-H8-L8 25.8 25.7 87.5 88.5 Des-H12-L8 | 57.5 57.4 88.4 89.3
Des-H8-L10 | 32.1 32.0 88.2 89.2 |Des-H12-L10| 71.7 71.6 88.0 89.7
Des-H8-L12 | 38.4 38.3 88.6 89.9 |Des-H10-L16| 79.5 79.4 88.2 89.6
Des-H8-L14 | 44.7 44.6 88.4 89.8 |Des-H12-L12| 859 85.8 88.5 90.0
Des-H8-L16 | 51.0 50.9 89.1 90.1 Des-H12-L14| 100.1 | 100.0 88.2 90.0
Des-H10-L12| 59.8 59.7 88.6 90.0 |Des-H12-L16| 114.2 | 114.1 88.2 90.1

Table 2: Performance comparisons on CIFAR-100 of variable-sized Des-Nets. Pre-Fin transfers the
pretrained parameters (S-P(M)) to initialize, which totally requires about 758M for 12 Des-Nets.
LeTs only needs to store 37.7M parameters (15.0M learngene) to initialize, which significantly
reduces the parameters stored for initialization by 20x (758M vs. 37.7M).

by 4.3%, 3.0% and 3.5% on Des-H12-L8, Des-H12-L10 and Des-H12-L12. Importantly, LeTs
can also achieve comparable performance with well-trained models (Scratch). For instance, LeTs
outperforms Scratch by 0.5% and 0.5% on Des-H12-L10 and Des-H12-L12. The above results
imply that LeTs provides effective initialization for variable-sized models.

Compared to Pre-Fin, LeTs significantly reduces the pretraining efforts and initialization
parameters when initializing variable-sized models for downstream tasks. As shown in Tab[2]
LeTs demonstrates superior performance while reducing around 3 X pre-training costs and decreasing
around 20 X (758M vs. 37.7M) initialization parameters, as compared to Pre-Fin. Furthermore, LeTs
only needs to train learngene and transformation matrices once, whereas Pre-Fin requires individual
pre-training for each Des-Net. Clearly, the efficiency gains of LeTs become more pronounced with
an increasing number of Des-Nets for different downstream tasks.

4.3 Ablation and Analysis

Selection strategies. We evaluate the performance of LeTs (Des-H8-L12, 5 epochs tuning) using
various selection strategies. As shown in Tab[3] we observe that continuous selection achieves slight
better performance than magnitude-wise selection. Moreover, selecting n rows whose L1-norm or
Lo-norm ranks top-n (top-n L1 /Lo-norm) is better than those whose L;-norm or Ls-norm ranks
bottom-n (bottom-n L / Lo-norm). Besides, we observe that selecting different learngene groups for
initialization achieves similar performance, where selecting more coefficient groups for shallower
learngene groups performs better than else.

Width and depth transformation. We investigate the effectiveness of our proposed width and
depth transformation by comparing LeTs with one state-of-the-art expansion method LiGO [52].
Specifically, we adopt the expansion strategy proposed in LiGO into our two-stage initialization
pipeline and use our proposed selection strategy for initializing different Des-Nets, referred to as LeTs
(LiGO). From Tabf4] we observe that LeTs outperforms LeTs (LiGO) in most cases, which indicates
that our proposed transformation pipeline are more suitable for initializing variable-sized models.
Moreover, we explore transforming the learngene matrices directly but not insert the transformed



Params Selection Top-1 Learngene Top-1 | Initialization Top-1
M) Strategy (%) Group Selection (%) | Component (%)

continuous 80.1 |1,1,1,1,2,2,2,2,3,3,44 80.1 w/o MSA 71.7
top-n La-norm 79.3 [1,1,2,2,2,2,3,3,3,3,44 79.6 w/o MLP 54.3
Des-H8-L12| 38.8 |bottom-n L-norm 78.8 |1,1,1,1,2,2,3,3,3,3,44 79.9 w/o LN 79.3

top-n L1-norm 794 |1,1,1,1,2,2,3,34,444 79.9 w/o PE 78.5
bottom-n Ly-norm 78.7 [1,1,2,2,2,2,3,3,4,4,4,4 79.6 w/o Pos 76.6

Table 3: Performance on ImageNet-1K when using different selection strategies, selecting different
learngene groups and initializing Des-Nets without certain components.

Model

LeTs LeTs LeTs LeTs
Model (LiGO) (11.4M) LeTs Model (LiGO) LeTs Model (DE) LeTs
Des-H6-L12  77.9 78.2 79.5 | Des-H8-L8 78.0 78.1 |Des-H12-L10  57.0 80.1
Des-H8-L.12 78.7 78.9 80.1 | Des-H8-L10 78.1 79.3 |Des-H12-L12 57.6 80.8
Des-H10-L12  79.1 79.4 80.4 | Des-H8-L14 78.8 80.5 |Des-H12-L14  59.3 81.1
Des-H12-L12  79.1 79.8 80.8 | Des-H8-L16 79.4 80.9 |Des-H12-L16 61.0 81.6

LeTs LeTs LeTs LeTs
Model (200ep) (Wio ws) LeTs Model (Wlo ws) LeTs Model (wlo dis) LeTs
Des-H6-L12  78.9 78.3 79.5 | Des-H8-L8 77.5 78.1 |Des-H12-L10  78.0 80.1
Des-H8-L12 79.3 79.1 80.1 | Des-H8-L10 78.4 79.3 |Des-H12-L12 78.4 80.8
Des-H10-L12 79.5 79.8 80.4 |Des-H10-L10  79.1 79.9 |Des-H12-L14  79.1 81.1
Des-H12-L12  79.8 80.2 80.8 |Des-H12-L10  79.6 80.1 |Des-H12-L16 79.3 81.6

Table 4: Performance on ImageNet-1K when using depth and width expansion strategies proposed in
LiGO [52] (named as LeTs(LiGO)), training smaller learngene module (named as LeTs(11.4M)),
direct transforming learngene matrices to compose target ones (named as LeTs(DE)), not sharing
weights between rows of G (named as LeTs(w/o ws)), training Aux-Net for 200 epochs (named as
LeTs(200ep)) and not adopting distillation in the first stage (LeTs(w/o dis)).

matrices into the learngene, referred to as (LeTs(DE)). In addition, we also explore the role of the
parameter sharing strategy adopted on the rows of G (LeTs w/o ws). From Tabf] we observe that
LeTs(DE) and LeTs(w/o ws) still enhances the initialization efficiency but is inferior to our complete
version.

Initialization components. We investigate the performance of LeTs (Des-H8-L12, 5 epochs tuning)
by excluding one of the following components within ViT models: Patch Embedding (PE), Multi-
head Self-Attention (MSA), Multi-Layer Perception (MLP), Layer Normalization (LN) or Position
Embedding (Pos). From Tab we find that omitting MSA or MLP from initialization results in
significant performance degradation and initializing all components is necessary.

Size and training setting of learngene and transformation matrices. We evaluate the perfor-
mance of Des-Nets initialized from well-trained learngene modules under different training settings.
Specifically, we train a smaller learngene module with 11.4M parameters (LeTs(11.4M)), shorten the
training epochs of Aux-Net to 200 (LeTs(200ep)) or train the Aux-Net without distilling from the
Ans-Net (LeTs(w/o dis)). From Tab[] we observe that LeTs(11.4M), LeTs(200ep) and LeTs(w/o
dis) still enhances the initialization effectiveness but is inferior to our complete version.

5 Conclusion

In this paper, we proposed a well-motivated and highly effective Learngene approach termed LeTs
where we transform the learngene module with a set of learnable transformation matrices for variable-
sized model initialization, enabling adaptation to diverse resource constraints. LeTs is the first
to adopt learnable matrices to transform the compact learngene along both the depth and width
dimension, which significantly enhances the flexibility of learngene for model initialization. We
demonstrated the efficiency of LeTs under various initialization settings empirically.
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A Appendix

In the appendix, we present more details about the proposed LeTs for variable-sized ViT-based model
initialization in this paper, including:

* In Subsection we present how to adopt weight sharing within width transformation
matrices and depth transformation matrix for LeTs.

* In Subsection[A.2] we present the comparison between LeTs and model expansion.
* In Subsection[A.3] we provide more experimental details.

* In Subsection[A.4] we analyze that LeTs can significantly enhance training efficiency when
transferring to downstream datasets.

* In Subsection[A.3] we discuss the comparison between LeTs and knowledge distillation.
* In Subsection[A.6] we provide the comparison between LeTs and online models.

* In Subsection[A.7} we give the comparison between LeTs and meta learning.

* In Subsection[A.8] we discuss the limitations and future work of this paper.

* In Subsection[A.9] we present the broader impacts of this paper.

A.1 Adopt Weight Sharing within Transformation Matrices for LeT's

To keep the parameter efficiency for transformation matrices, we propose to adopt weight sharing on
width transformation matrices and depth transformation matrix inspired by [52]]. However, with the
“first-width-then-depth” transformation pipeline, we can maintain a more compact transferred part
compared to [52]], as we only need to add width transformation matrices to the shallower learngene
modules, rather than to the deeper Aux-Net. We focus on leveraging LeTs for ViT models [66], which
mainly contains the following weight components: patch embedding, layer norm (LN), multi-head
self-attention (MHA) and multi-layer perception (MLP).

Width transformation matrices. For patch embedding, we adopt a learnable matrice Fout¢m?
For MHA (W}, k € {Q, K,V,0}), we adopt learnable matrices Fl"”C and Fl"ut’k where k €
{Q, K,V,0}. Here, we set F/™C = FoubV poutO — poutemb and Fimk — poutemb yhere
k € {Q, K,V,0}. For LN, the learnable matrices are the associated out-dimension transformation
matrices. For MLP (W', W), we adopt learnable matrices F,™" and F"*"* (k € {fcl, fc2})
for the first and second MLP layer. Similarly, we set F}"™/* = pevtfel pout.fe2 — poutemb apg

Fli"’f ¢k — fout.emb | earnable matrices for bias are shared in the same way as those for weights.

Depth transformation matrix. For depth transformation matrix G, we propose to share the
parameters within different rows of G. Such sharing strategy provides depth expansion guidance for
transforming learngene along depth dimension.

A.2 Comparison between LeTs and Model Expansion

Model Expansion, a widely adopted training acceleration framework pioneered by [48]], involves
the incremental enlargement of neural networks [49, 150} 152 153]]. Net2Net [48]] utilizes function-
preserving transformation to expand width by duplicating neurons and depth by incorporating
identity layers. Bert2Bert [54] builds on this concept by proposing function-preserving width
expansion specifically for Transformers. Staged-training [50] achieves width expansion by doubling
the dimensions of all matrices and depth expansion through zero-initializing normalization parameters.
Expansion [53] introduces a width expansion strategy for convolutional neural networks using
orthogonal filters, and a depth expansion strategy for Transformers based on the corresponding
exponential moving average model. LiGO [52] learns to linearly map the parameters of a smaller
model to initialize a larger one.

While LeTs is inspired by these studies, it differs in several key aspects:

* Objective: Our goal is on flexibly initializing variable-sized models from a single compact
learngene, rather than solely accelerating the training of models larger than learngene.
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Model | Params(M) FLOPs(G) | Scratch | TLEG | WS LeTs

10 ep lep | Sep
Des-H6-L6 114 23 68.6 695 | 702 | 640 | 702
Des-H6-L§ 15.0 3.1 717 23 | 134 | 760 | 776
Des-H6-L10 18.5 3.8 738 739 | 751 | 775 | 789
Des-H6-L12 21 46 75.0 751 | 758 | 182 | 795
Des-H6-L14 256 53 76.5 756 | 761 | 788 | 80.0
Des-H6-L16 29.2 6.1 76.7 76.4 76.7 79.3 80.4
Des-HS-L8 262 53 75.1 ) ) 768 | 78.1
Des-H8-L10 32.5 6.6 76.6 - - 78.3 79.3
Des HS-L12 38.8 8.0 777 ] ] 794 | 80.1
Des-H8-L14 45.1 93 78.5 - - 80.0 80.5
Des-HS-L16 51.5 106 | 794(125p) | - ] 805 | 80.9
Des-H10-L8 40.7 8.2 76.6 - - 77.3 78.6
Des-H10-L10 50.5 102 778 ] ] 792 | 79.9
Des-H10-L12 603 123 79.0 ] ] 799 | 80.4
Des-H10-L14 702 143 | 794(125¢p) | - ] 804 | 8038
Des-H10-L16 80.0 163 80.3 (125¢p) | - ] 809 | 811
Des-H12-L8 58.2 11.7 77.2 78.1 79.0 78.2 79.0
Des-H12-L10 7.4 14.6 782 791 | 797 | 798 | 8o
Des-H12-LL12 86.6 17.5 79.6 79.9 80.1 80.5 80.8
DesHI2L14 | 1007 204 | 804(125p) | 804 | 804 | 809 | 8L1
Des-H12-L16 114.9 233 80.4 (150ep) 80.6 80.6 81.3 81.6

DesHI2ZLIS | 129.1 262 | 79.1(300ep) | - = | 7970ep) | -
Des-H12-1L.24 171.6 34.9 79.5 (200ep) - - 81.2 814
DesHI6L24 | 3043 613 | 783(200ep) | - ] 800 | 80.9

Table 5: The numerical results for FigE] and Fig in our original paper. The number of epochs
is indicated in brackets within the “Scratch” column, with the default being 100 epochs when no
brackets are present.

* Overall pipeline: Taking one state-of-the-art expansion method LiGO [52] as an example,
LiGO firstly combines all layers of a smaller model to reconstruct each layer of a larger
model along depth dimension, subsequently equipping each reconstructed layer with width
expansion matrices. In contrast, we first transform the learngene layers along the width
dimension and then partition the width-transformed layers into multiple groups, subsequently
combining the layers within each group to construct new layers. With the “first-width-then-
depth” transformation pipeline, we can maintain a compact transferred part, as we only need
to add width transformation matrices to the shallower learngene modules, rather than to the
deeper Aux-Net. In contrast, research on model expansion does not prioritize keeping the
transferred part compact, as their objective is not to transfer fewer parameters for initializing
models of varying sizes.

» Parameter selection: Another crucial aspect of LeTs involves selecting specific parameters
from well-trained transformation matrices for subsequent initialization.

A.3 Experimental Details

In this section, we describe the experimental details of main results, present numerical results and
model settings for Fig[4] Fig[5] Figl6l Tab[I] Tab[2and Tab/M]in our original paper.

Training Details for Aux-Net. In general, we follow the training setting and hyperparameters
provided in DeiT [66]. We make several modifications on DeiT: (1) We remove the [class] token;
(2) We attach the model with a global average pooling layer and a fully-connected layer for image
classification. We train Aux-H12-L16 for 300 epochs with 5 warm-up epochs on ImageNet-1K.
We choose LeViT-384 [67] as the ancestry model to employ distillation. Specifically, we use the
AdamW [68] optimizer with weight decay 0.05 and a cosine scheduler, where batch size is set to 128
and ) is set to 1.0. All models are implemented by PyTorch [32], and trained on NVIDIA Tesla V100
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Figure 7: Compared to Scratch, LeTs could significantly enhance training efficiency. Take Des-H12-
L12 on Food-101 as an example, LeTs outperforms Scratch after 10 epoch tuning, which is about
30X faster.

Datasets | Model | Params(M) | Pre-Fin Scratch Grad-LG TLEG SWS LeTs
Des-H6-L12 21.7 86.9 69.3 70.8 863 874 892

CIFAR-100 | o cmi2L12 | 85.9 885 748 792 869 89.6 90.0
ClEAR.10 | DesHO-LI2 217 98.2 86.7 88.0 980 983 98.8
Y| Des-H12-L12 85.8 98.5 91.6 95.2 982 989 989
Food.101 | DesHO-L12 21.7 889 753 77.9 885 892 908
Des-H12-L12 85.9 89.0 796 83.4 893  90.6 91.2

Care.106 | Des-HO-L12 21.7 83.6 - - 789 845 87.1
ars- Des-H12-L12 86.0 87.6 . . 88.1 89.9 90.2

Table 6: The numerical results for Fig@a)-(h) in our original paper.

GPUs and NVIDIA GeForce RTX 3090 GPUs. And GPU hours are approximately measured based
on Tesla V100 GPUs and RTX 3090 GPUs.

Experimental Details, Model Settings and Numerical Results for Figid|and Fig[5|in Our Original
Paper. We report the numerical results of Figl]and Fig[5]in TabJ5] For Scratch, we train all the Des-
Nets for 100 epochs (some for more than 100 epochs) with 5 warm-up epochs on ImageNet-1K [29]
with timm default initialization [32], where we use the AdamW [68]] optimizer with weight decay
0.05, batch size 128 and a cosine scheduler following [66]]. For TLEG, we follow the experimental
details and results of [26]. For SWS, we follow the experimental details and results of [41]. For
Matformer, we refer to the results presented in Figure 4(a) of their original paper [40]. For LeTs, we
initialize Des-Nets with continuous selection and fine-tune them for 5 epochs. We use the AdamW
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Datasets | Backbone | Params(M) | Pre-Fin LeTs (Oep) LeTs (5ep)

Des-H6-L12 26.5 36.8 40.2 414
ADE20K Des-H12-L12 103.3 42.0 43.2 -

Pascal Context Des-H6-L12 26.3 47.0 48.7 49.9
Des-H12-L12 103.1 49.8 50.9 -

Cityscapes Des-H6-L12 26.9 72.9 74.5 76.5
yseap Des-H12-L12 104.2 75.3 76.4 -

Table 7: The numerical results for Fig@i)—(k) in our original paper.

optimizer with weight decay 0.05, batch size 128 and a cosine scheduler for all Des-Nets. We also
inherit the parameters of patch projection and classification head to initialize Des-Nets. In comparison
to Scratch, we calculate GPU hours for training these 24 Des-Nets and find that LeTs significantly
reduces total training GPU hours by approximately 7 X (6K GPU hours for Scratch versus 0.8K
GPU hours for LeTs). For Des-H16-1.24, we construct and train one Aux-Net with 16 heads and 24
layers from Des-H12-L.16 (initialized) for 5 epochs to obtain the well-trained transformation matrices,
after which we use the Aux-Net to initialize the Des-H16-L24. When training on ImageNet-1K,
Des-H16-L24 underperforms compared to Des-H12-L.12, where the relatively small number of
training samples in ImageNet-1K may be the cause.

Experimental Details, Model Settings and Numerical Results for Fig{6|in Our Original Paper.
We report the numerical results of Figl6|in TabJ6|and Tab[7] For all methods and all downstream image
classification datasets in Fig@a)—(h), we fine-tune the initialized Des-H6-L.12 and Des-H12-L.12 for
300 epochs. We use the AdamW [68]] optimizer with batch size 128 or 256, and a cosine scheduler.
For Cars-196 [62], Scratch fails to converge, where the relatively small number of training samples
may be the cause. For baseline methods, we use the hyperparameter settings similar to those of LeTs.
For all semantic segmentation datasets in Fig@i)-(k), we follow the training setting of [65].

Experimental Details and Model Settings for Tab[l) Tab2) and Tab/]in Our Original Paper. For
downstream transfer experiments, we acknowledge the necessity of retraining a specific task head
when transferring well-trained parameters from task A to task B. However, in Tab[I] both task A and
task B for all baselines and LeTs involve ImageNet-1K. Therefore, we also inherit the classification
head parameters from either the first stage or the pre-training stage to initialize the Des-Nets for
ImageNet-1K. For IMwLM [39], we use one 300ep-pretrained model with 12 heads and 18 layers
(129.1M) to initialize models of different depths. Specifically, we use the consecutive selection
strategy and select the first IV layers to initialize target models as introduced in IMwLM [39], where
N represents the layer number of target models. In Tab[2] for Pre-Fin, we use the models pretrained
on ImageNet-1K to finetune on CIFAR-100. In TabH] about LeTs(LiGO), we firstly train a small
model with 6 heads and 8 layers for 300 epochs. Then we use depth and width transformation strategy
proposed in LiGO to construct and train the Aux-Net for 200 epochs, where the number of Aux-Net
parameters is 60.2M. Lastly, we use the well-trained transformation matrices to initialize the Des-Net
by our proposed parameter selection strategy.

A.4 Training Efficiency when Transferring to Downstream Datasets

From Fig[7] we observe that LeTs not only achieves better performance than Scratch, but also is
significantly faster. Specifically, LeTs generally outperforms Scratch after about 10 epochs or §
epochs tuning, which is about 30 X or 60 X faster on CIFAR-10, CIFAR-100 [61] and Food-101 [30].
In summary, LeTs provides a well initialization for variable-sized target models, which not only
boosts the final model quality but also speeds up the model training.

A.5 Discussion about LeTs and Knowledge Distillation

Conceptual Comparison between LeTs and Knowledge Distillation. A considerable body of
literature has emerged, focusing on exploring techniques for knowledge distillation [[55[69} 70,166} 71}
72,156,157, (73, [74L[75]). DeiT [66] facilitates the training of ViT with guidance from a ConvNet teacher
by introducing a distillation token. MiniViT [56]] transfers knowledge from large-scale ConvNets
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to weight-multiplexed ViTs through weight distillation. DMAE [73] minimizes the discrepancy
between the intermediate feature maps of the teacher and student models, alongside optimizing pixel
reconstruction loss. The commonality among these methods is the requirement for multiple forward
passes through a pretrained teacher during the training of new students, accommodating various
resource constraints. Consequently, this entails additional resource consumption for the storage and
computation of teacher models every time new models are trained for different scenarios.

Completely different from knowledge distillation, LeTs distills knowledge from the pretrained
ancestry model to one auxiliary model once comprising one compact learngene module and a series
of learnable transformation matrices. Subsequently, LeTs selects target transformation matrices
from these well-trained ones given the different sizes of target model under the guidance of our
proposed selection strategies. Lastly, LeTs can flexibly initialize variable-sized models from learngene
with target transformation matrices, while simultaneously eliminating the need for the pretrained
ancestry model. As can be seen, LeTs is also not a simple combination of knowledge distillation and
transformation matrices. Obviously, if we simply combine them, we can obtain just only one target
model, which is completely contrary to our research focus: transforming well-trained learngene to
initialize variable-sized models.

A.6 Comparison between LeTs and Online Models

Despite the widespread availability of online models in various sizes, it is important to note that these
models are pre-trained by other institutions, which also incurs substantial training costs. In contrast,
LeTs offers a more effective and lightweight choice, which transforms one compact learngene with a
series of learnable transformation matrices to initialize variable-sized models, eliminating the need for
repetitive online model downloads. Furthermore, LeTs flexibly construct and initialize models with
finer granularity, unconstrained by layer numbers and head numbers, unlike online models available
on platforms such as HuggingFace [[76] and Timm [32]. This obvious flexibility allows LeTs to offer
greater customization for diverse downstream scenarios with varying resource constraints.

A.7 Comparison between LeTs and Meta Learning

Regrading objective, Meta learning mainly focuses on parameter initialization of one target model,
but rarely considers initializing variable-sized models to fit diverse resource constraints, the latter of
which is our main focus in this paper. For methodology, LeTs highlights transforming one compact
learngene with learnable transformation matrices for initialization. In contrast, Meta learning often
uses techniques like learning to learn.

A.8 Limitations and Future Work

This paper develops an effective approach termed LeTs to transform one compact learngene with
a series of learnable transformation matrices for variable-sized model initialization. Despite LeTs
achieves satisfactory performance under different initialization settings, we do not carefully select
the hyperparameter settings for the construction and training process of Aux-Net, and the finetuning
process of each initialized models with different sizes, such as the initialization order. Besides, we
only adopt prediction-based distillation to train the compact learngene and transformation matrices,
which may affect the quality of both of them.

In future work, we consider how to efficiently select specific hyperparameter settings and add more
advanced distillation techniques to train the compact learngene and transformation matrices. Besides,
we consider employing LeTs for language tasks and combine LeTs with other Learngene methods.

A.9 Broader Impacts

This paper focuses on the fundamental research question of initializing variable-sized models for
accommodating diverse resource constraints. The goal is using learnable transformation matrices to
transform one compact learngene for initialization. Generally, there are no negative societal impacts
involved in this paper.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Please refer to the Introduction|[I} which clearly states the paper’s contributions
and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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contributions made in the paper and important assumptions and limitations. A No or
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2. Limitations
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a complete (and correct) proof?

Answer: [NA]
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perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
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Justification: The experimental results in this paper are reproducible. Please refer to
experimental details in our original paper and the Appendix.
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The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
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might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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with a license that allows free usage for research purposes.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to experimental details in our original paper and the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: We do not have error bars to show.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please refer to experimental details in our original paper and the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics to make sure the research
conducted in the paper conform, in every respect, with the NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Please refer to the Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: In our research, we ensured that all assets used comply with the corresponding
license requirements and adhere to clear usage terms during use.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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