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Abstract

Extending context windows (i.e., Long Con-001
text, LC) and using retrievers to selectively002
access relevant information (i.e., Retrieval-003
Augmented Generation, RAG) are the two main004
strategies to enable LLMs to incorporate ex-005
tremely long external contexts. This paper re-006
visits recent studies on this topic, highlight-007
ing their key insights and discrepancies. We008
then provide a more comprehensive evalua-009
tion by filtering out questions answerable with-010
out external context, identifying the most ef-011
fective retrieval methods, and expanding the012
datasets. We show that LC generally out-013
performs RAG in question-answering bench-014
marks, especially for Wikipedia-based ques-015
tions. Summarization-based retrieval performs016
comparably to LC, while chunk-based retrieval017
lags behind. However, RAG has advantages in018
dialogue-based and general question queries.019
These insights underscore the trade-offs be-020
tween RAG and LC strategies, offering guid-021
ance for future optimization of LLMs with ex-022
ternal knowledge sources. We also provide an023
in-depth discussion on this topic, highlighting024
the overlooked importance of context relevance025
in existing studies.026

1 Introduction027

Large Language Models (LLMs) (Brown et al.,028

2020) have demonstrated strong zero/few-shot ca-029

pabilities in open-ended question answering (Yang030

et al., 2019). However, they face challenges such as031

hallucinations (Shuster et al., 2021; Ji et al., 2023),032

lacking real-time information and domain-specific033

knowledge (Su et al., 2024; Zhang et al., 2024),034

among others. A common solution is to enhance035

LLMs with external memory to provide reliable036

and up-to-date data sources. Yet, incorporating037

additional content is constrained by the limited038

context window of LLMs. To address this, two039

main approaches are adopted: (i) building models040

with long context windows to read in more infor- 041

mation (LC) (Fei et al., 2024; Chen et al., 2023; 042

Wang et al., 2024c), and (ii) employing retriev- 043

ers to include text segments relevant to the query 044

(RAG) (Jiang et al., 2023; Asai et al., 2024; Gao 045

et al., 2023). 046

As shown by the timeline in Figure 1a, there is a 047

clear trend toward developing models that handle 048

longer context windows and combining LC with 049

RAG methods. The chronological overview of re- 050

lated studies highlights an increasing focus on both 051

LC and RAG since mid-2023, as evidenced by a 052

growing number of publications aimed at optimiz- 053

ing the efficient retrieval, and utilization of long 054

contexts. The development of models supporting 055

longer context windows underscores the growing 056

importance of handling extensive inputs effectively. 057

Despite the broad consensus regarding the impor- 058

tance of LC and RAG, there remain disagreements 059

and contradictory insights from different studies, 060

summarized in Table 1. For example, while several 061

studies agree on the effectiveness of combining LC 062

and RAG (Xu et al., 2024b; Jiang et al., 2024b), 063

others suggest that combining may not be benefi- 064

cial (Bai et al., 2024a; Jin et al., 2024). Moreover, 065

conflicting conclusions are reported regarding the 066

benefits of RAG versus LC. Some papers find RAG 067

advantageous in certain contexts (Xu et al., 2024a; 068

Yu et al., 2024), while others highlight superior 069

results from LC (Li et al., 2024; Xu et al., 2024b). 070

These divergent insights showcase the complexity 071

and ongoing debates in the field, suggesting that 072

optimal strategies may vary depending on specific 073

model architectures and benchmark conditions. 074

To explore the underlying reasons, we conduct 075

an in-depth investigation into the conditions that 076

lead to disagreements among existing studies. Dur- 077

ing this process, we also identify key aspects 078

that may have been overlooked in earlier research. 079

Specifically, we revisit the evaluation process and 080

implement the following changes. To build our 081
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Figure 1: Chronological overview of the development of RAG and LC. The Sub-graphs respectively illustrate the
timelines for (a) publications related to LC and RAG, (b) long-context models, and (c) retrievers. We label before
each model and retriever with the char and color block representing the publication that uses it.

benchmark, we (i) remove context-independent082

questions to focus on externally grounded QA, (ii)083

evaluate retrievers on a core 1,000+ question sub-084

set to select the strongest baseline, and (iii) expand085

the filtered set tenfold by collecting all original086

passages from the 12 QA datasets1. This unified087

dataset supports all downstream LC vs. RAG com-088

parisons and in-depth analysis, providing better089

statistical significance and reducing bias.090

Our key contributions in this paper are: (i) Pro-091

viding a comprehensive survey of existing studies092

on LC and RAG, analyzing their implementations093

and key insights (appendix A). (ii) Constructing a094

large-scale, filtered QA dataset and selecting the095

strongest retriever on a core 1,000+ question sub-096

set (§ 2) (iii) Proposing a fair evaluation frame-097

work and delivering in-depth comparisons of LC098

and RAG across multiple settings (§ 3) (iv) Dis-099

cussing challenges for comparing and combining100

LC and RAG, reflecting on the key points that re-101

searchers tend to overlook in this field.(§ 5 and ap-102

pendix D) Evaluation results indicate that LC mod-103

1The experiment code and expanded datasets will be re-
leased upon acceptance.

els generally outperform RAG when processing 104

self-contained information like stories, while RAG 105

excels at handling fragmented information, partic- 106

ularly in dialogue-based contexts. These experi- 107

ments deepen our understanding of the strengths 108

and limitations of LC and RAG, offering valuable 109

insights into optimizing retrieval strategies and ef- 110

fectively integrating these approaches to enhance 111

performance in open-domain question answering. 112

2 Question Filtering and Expansion 113

To ensure a fair and comprehensive comparison, 114

we curate our evaluation dataset based on existing 115

datasets, and apply necessary filtering (§ 2.1) and 116

augmentation (§ 2.2). We select 12 long-context 117

QA datasets frequently used in studies comparing 118

LC and RAG: Natural Questions (Kwiatkowski 119

et al., 2019), 2WikiMultihopQA (Ho et al., 2020), 120

HotpotQA (Yang et al., 2018), MuSiQue (Trivedi 121

et al., 2022), MultiFieldQA (Bai et al., 2024a), Nar- 122

rativeQA (Kočiský et al., 2018), QASPER (Dasigi 123

et al., 2021), QuALTY (Pang et al., 2022), Cours- 124

era, TOEFL-QA, and MultiDoc2Dial (An et al., 125

2024). We also include the NovelQA (Wang et al., 126
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Paper Type Findings

LongBench (B) ● Retrieval helps 4k model, but not 16k/32k models.
(Bai et al., 2024a) + Models benefit from continuous training on long contexts.

+ Splitting context into shorter and more chunks is better.

Ret-LC LLM (R) ⋆ LC is better for multi-hop benchmarks than 4k RAG.
(Xu et al., 2024b) ○ RAG improves on 70B/43B models on all context lengths.

+ For LC model, best results are obtained from top-5 or top-10.

LongRAG (L) ○ Retrieval benefits from long retrieval units.
(Jiang et al., 2024b)

ChatQA2 (C) ☆ For sequence lengths up to 32K, RAG outperforms LC.
(Xu et al., 2024a) ○ From 3K to 24K, greater context window benefits RAG.

Self-ROUTE (S) ⋆ LC consistently outperforms RAG, but RAG has lower cost.
(Li et al., 2024)

OP-RAG (O) ☆ Efficient retrieval can outperform brute-force LC.
(Yu et al., 2024) + Too many chunks in RAG harms performance.

+ Preserving the original order is better than ordering by score.

LC LLM-RAG (M) ● Retrieve more passages first improves performance then drops.
(Jin et al., 2024) + Ordering higher score information to front and back helps.

LC RAG ○ Most close models’ RAG improves up to 100k tokens.
Performance (P) ● Most open models’ RAG peak at 16k-32k then performance drops.
(Leng et al., 2024)

LongBench v2 (V) ☆ GPT-4o performs better at 128k without RAG.
(Bai et al., 2024b) ○ GPT-4o performance keeps increasing to 128k RAG context.

● Qwen2.5 & GLM-4-Plus drop with >32k RAG contexts.

Table 1: Important findings from existing studies that compare or combine LC with RAG (label in brackets). We
group the insights into three categories: 1) General strategies that improve performance marked by +. 2) Combining
LC and RAG, where ○ indicates combining is good, and ● for combining is not helpful, and 3) Comparing LC and
RAG, where ☆ indicates RAG outperforms LC, and ⋆ for LC outperforms RAG.

2024a) dataset, a high-quality, human-annotated re-127

source derived from long-form novels. We present128

an overview of these datasets in Table 2, including129

their type, context type (single-doc or multi-doc),130

context source, average context length, and repre-131

sentative studies that have utilized each dataset.132

2.1 Question Filtering133

Given the strong capabilities of modern LLMs,134

many questions can be directly answered based on135

knowledge encoded in their parameters (Basmova136

et al., 2024), reducing the need for external context137

in some cases. However, certain queries, such as138

those related to private conversations, will always139

require additional context. To determine which ap-140

proach more effectively enhances an LLM’s perfor-141

mance with long documents, we filter the datasets142

to include only questions that the LLM cannot143

answer correctly without external context. This144

ensures that any correct answers obtained subse-145

quently must rely on external knowledge rather146

than the model’s built-in knowledge.147

For our implementation, we use GPT-4o for148

question filtering due to its strong capabilities. We149

employ a strict exact-match scoring metric to en-150

sure that the model not only provides the correct 151

answer but also demonstrates a complete under- 152

standing of the required information. 153

2.2 Question (and Context) Expansion 154

RAG and LC produce identical answers for about 155

60% of the questions in existing evaluations (Li 156

et al., 2024), leaving relatively few questions to 157

help us understand the differences between the two. 158

To ensure robust statistical significance, we expand 159

the dataset size to approximately 20,000 questions 160

by collecting additional samples. 161

To maintain a similar distribution as the origi- 162

nal datasets, we follow two principles during data 163

collection. First, we collect questions only from 164

the original source of each dataset, avoiding arti- 165

ficially generated or LLM-augmented questions. 166

Second, we add distracting passages to the origi- 167

nal context for each question to extend the context 168

length, following the implementation described in 169

LongBench. For NovelQA, we use all its available 170

questions. For Coursera, MultiFieldQA, and Multi- 171

Doc2Dial datasets, we do not further enlarge their 172

sizes to avoid introducing artificial data. 173

Hereafter, we refer to the expanded dataset as the 174
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Dataset T Doc Source Avg Len Used by Papers # Q # Kept % Kept Mode

NQ K multi Wikipedia 18,164.7 M, P 109 22 20 Open
Coursera K multi Coursera 7,934.3 NIL (L-eval) 172 54 32 MCQ
NovelQA C single books 67,000.0 NIL (NovelQA) 210 109 52 MCQ
2WikiMHQA R multi Wikipedia 7,191.3 B, S, M 300 152 51 Open
HotpotQA R multi Wikipedia 10,602.7 B, R, L, C, S, M 200 93 47 Open
MuSiQue R multi Wikipedia 12,974.3 B, R, C, S 200 140 70 Open
MultiFieldQA C single papers, reports 5,706.1 B, R, L, C, S 150 121 81 Open
NarrativeQA C single books, films 25,274.2 B, R, S 200 171 86 Open
QASPER C single papers 5,350.3 B, R, C 224 221 99 Open
QuALTY C single stories 5,089.2 R, C 202 202 100 MCQ
TOEFL-QA C single exams 729.1 NIL (L-eval) 121 121 100 MCQ
MultiDoc2Dial C multi dialogue 3,076.9 NIL (L-eval) 158 158 100 Open

Table 2: Overview of the original datasets (i.e., the pre-expanded sample question set) and their characteristics. The
column “T” represents dataset type with values “K” for “Knowledge”, “R” for “reasoning”, and “C” for “reading
comprehension”. For each dataset, we report the existing papers (with the label) about LC & RAG that use it. If no
paper has used it, we report its source like L-eval (An et al., 2024). We also report number of questions in each set
(# Q), number and percentage of questions retained after filtering (# Kept and % Kept) out questions needing no
context, and mode of question.

Dataset # Questions # Kept Q % Kept Q

Coursera 172 54 32
NQ 1,109 373 34
NovelQA 2,283 869 38
2WikiMHQA 2,300 1,036 45
HotpotQA 2,200 1,113 51
MuSiQue 2,200 1,663 78
MultiFieldQA 150 121 81
NarrativeQA 2,211 1,880 85
QASPER 2,718 2,674 98
QuALTY 2,725 2,725 100
TOEFL-QA 962 962 100
MultiDoc2Dial 158 158 100

Total 19,188 13,628 71
Table 3: Statistics of the full question set, ordered by
increasing percentage of questions kept after filtering
out questions needing no context.

full question set and the original, pre-expansion175

dataset as the sample question set.176

2.3 Dataset Statistics177

After expansion, we obtain 19,188 questions, of178

which 13,651 require context to be answered using179

the filtering method from § 2.1, as listed in Table 3.180

Notably, questions grounded in factual knowledge,181

such as those from Coursera, show a high removal182

rate. Similarly, questions drawn from well-known183

books or requiring multi-hop reasoning often ex-184

hibit a higher likelihood of being directly answered185

by LLMs without context. Comparing the 12 indi-186

vidual datasets, we observe a similar filtering rate187

between the sample and the full question sets (see188

Tables 2 and 3), indicating that both sets follow a189

similar distribution.190

3 Evaluation Methodology 191

3.1 Evaluation Framework 192

Our evaluation of RAG and LC is conducted in the 193

following three phases. 194

Phase 1: Empirical Study on Retrievers. We 195

evaluate five retrievers: BM25, Contriever, OpenAI 196

Embeddings, Llama-Index, and RAPTOR, on the 197

sample question set. The retriever yielding the 198

best performance is then selected for subsequent 199

comparisons with LC on the full question set. 200

Phase 2: Comparing RAG and LC. Using the 201

best retriever, RAG is compared with LC by an- 202

swering questions on the full question set. Both 203

methods use the same underlying LLM for ques- 204

tion answering. For RAG, relevant documents or 205

chunks are fetched from the available context and 206

provided to the LLM as input to generate answers. 207

In contrast, for LC, the entire context available to 208

the question is given to the LLM, with truncation 209

from the back of the context applied if the context 210

exceeds the model’s context window. The evalua- 211

tion metrics are explained in § 3.3. 212

Phase 3: In-depth Analysis. We focus on 4 spe- 213

cific subsets of questions: 1) those answered cor- 214

rectly only by RAG, 2) those answered correctly 215

only by LC, 3) those RAG gives better answers, and 216

4) those LC gives better answers. These subsets 217

are analyzed to understand the types of questions 218

each method excels at, providing insights into the 219

strengths and limitations of both approaches in dif- 220

ferent scenarios. 221
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3.2 Retriever Selection222

Figure 1 shows that existing studies primarily select223

one or more chunk-based retrieval methods, while224

index- and summarization-based retrievers are less225

frequently evaluated. In our study, we evaluate226

various retrieval methods to ensure that RAG is227

supported by the most effective retrievers.228

For chunk-based retrieval, we use229

BM25 (Robertson and Zaragoza, 2009), Con-230

triever (Izacard et al., 2022), and OpenAI’s231

text-embedding-3-Small. BM25 serves as a232

classic baseline, while Contriever and text-233

embedding-3-Small represent embeddings from234

well-performing closed-source and open-source235

models, respectively.236

For index-based retrieval, we employ Llama-237

index and leverage two indexing methods that suit238

long documents. Specifically, tree-index organizes239

documents into a hierarchical tree structure, en-240

abling efficient retrieval of context. The root node241

contains a high-level summary, while subsequent242

child nodes store progressively finer-grained repre-243

sentations. When queried, the retrieval process nav-244

igates through this hierarchy, starting from the top-245

level summary and moving down to more specific246

nodes as needed. Sentence Window Retriever247

focuses on local, sentence-level context rather than248

entire documents or large text chunks. It creates249

smaller “windows” of a few sentences each. When250

a query arrives, the retriever searches these win-251

dows to identify segments most semantically simi-252

lar to the query. By working at a finer granularity,253

the sentence window retriever provides more tar-254

geted and contextually accurate snippets of text,255

improving the model’s ability to answer specific256

questions.257

For summarization-based retrieval, we use258

RAPTOR (Sarthi et al., 2024). It constructs a hier-259

archical tree by recursively clustering text chunks260

based on semantic similarity, summarizing each261

cluster into a parent node, and continuing this pro-262

cess until no further clustering is possible. After263

constructing the tree, we apply the collapsed tree264

traversal approach, as previous work has demon-265

strated its superior performance. This approach266

flattens the hierarchical structure into a single layer267

and compares the query against all nodes across268

every level simultaneously. The top-k most rele-269

vant nodes are then selected based on a predefined270

token limit, ensuring that the retrieved information271

maintains the appropriate level of granularity.272

Questions
Only RAG
Answered
Correctly

Questions
Only LC

Answered
Correctly

LC answers
better

(F1)

RAG 
answers
better (F1)

Questions
Both

Answered
Wrongly

Questions
Both

Answered
Correctly 

Correct
Answers

by LC
(EM)

Correct Answers
by RAG (EM)

Figure 2: Evaluation Matrix for In-depth Analysis.

Although RAPTOR’s implementation appears 273

similar to the Llama Tree Index, they differ in both 274

construction and navigation. First, Llama Tree 275

Index groups consecutive nodes, while RAPTOR 276

freely clusters nodes from far positions, and even 277

allows a single node to appear in multiple clusters. 278

Second, Llama Tree Index navigates down the hier- 279

archy to retrieve only leaf nodes, while RAPTOR 280

evaluates all nodes from all layers simultaneously. 281

Hence, RAPTOR can retrieve not only original 282

texts but also generated summaries. 283

3.3 Evaluation Metric 284

We use a win-lose rate system to compare LC and 285

RAG, as illustrated in Figure 2. The horizontal 286

yellow block represents the questions that the LLM 287

answers correctly using LC, while the vertical blue 288

block represents the questions that the LLM an- 289

swers correctly using RAG. Their overlap in the 290

top-left corner represents the questions that both 291

methods answer correctly. We apply an Exact 292

Match (EM) score strictly to all questions to de- 293

termine the correctness of the answers. Excluding 294

the overlap, the top right block indicates the ques- 295

tions that only LC answers correctly, and similarly, 296

the bottom left block indicates the questions that 297

only RAG answers correctly. 298

The remaining gray block represents the ques- 299

tions that both RAG and LC answer incorrectly, as 300

judged by Exact Match. Since many questions in- 301

volve long open-ended responses, we calculate the 302

F1 scores of the answers provided by both meth- 303

ods against the ground truth. If RAG achieves a 304

higher F1 score than LC, we consider RAG to have 305

answered the question better, and vice versa for LC. 306

A detailed explanation of F1 score calculation is 307

provided in appendix B 308

The loose evaluation setting considers all cases 309
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Dataset # Questions LC Correct RAG Correct LC Only RAG Only LC Better RAG Better

Coursera 54 26 20 10 4 10 4
2WikiMHQA 1,036 594 431 242 79 265 107
HotpotQA 1,113 876 723 212 59 231 67
MultiFieldQA 121 63 60 14 11 44 21
NQ 373 189 138 75 24 104 35
NarrativeQA 1,880 558 405 276 123 685 281
QASPER 2,674 884 863 517 496 1,011 762
QuALITY 2,725 2,290 2,050 402 162 402 162
TOEFL-QA 962 895 884 26 15 26 15
MuiQue 1,663 821 663 344 186 426 225
MultiDoc2Dial 158 14 38 5 29 65 58
NovelQA 869 466 408 164 106 164 106

Overall 13,628 7676 6,683 2,287 1,294 3,433 1,843
Table 4: Performance of LC and RAG across different datasets. We report the number of questions answered
correctly by each method, as well as the breakdown of questions where: only LC answers correctly (LC Only), only
RAG answers correctly (RAG Only), LC outperforms RAG (LC Better), and RAG outperforms LC (RAG Better).

in which one method outperforms the other, includ-310

ing 1) when one method obtains the correct answer311

and the other is wrong under EM, and 2) when312

one method achieves a higher F1 score. We adopt313

this loose evaluation because references for some314

datasets are long, open-ended answers, making it315

very unlikely to match them exactly under EM. In316

addition, some short answers (about 5–6 words)317

may differ slightly from the reference while still318

conveying the correct idea. Although these answers319

would be marked incorrect by EM, they might at-320

tain a high F1 score. Hence, comparing F1 scores321

helps compensate for the strictness of EM.322

4 Experiments323

To obtain answers, we use the same prompt “From324

the context: [context], answer the questions briefly325

with no explanation.” for both retrieval and long326

context settings. For MCQ questions, we add “An-327

swer the question with the letters of the correct op-328

tions (e.g. A, BC, C, ACD, etc.) without including329

text”. These prompts ensure LLMs to directly an-330

swer the questions, which makes evaluation more331

convenient. We use GPT-4o-2024-05-13 as eval-332

uation backbone. Other than main experiment,333

we also perform additional analyses—including a334

word-frequency study that highlights LC’s strength335

on narrative questions versus RAG’s advantage on336

technical topics, an assessment of generator mod-337

els confirming retrieval’s dominant role, and case338

studies that show typical errors; the full results339

are presented in appendix C.340

4.1 Phase 1: Retrievers341

Evaluated on the sample question set, Ta-342

ble 5 reports the results of chunk-, index-, and343

Type Retriever Correct (%) RAG Only RAG Better

Chunk
BM25 319 (20.4) 50 141
Contriever 315 (20.1) 43 143
Text-emb-3-small 338 (21.6) 47 151

Index
Tree Index 470 (30.1) 82 234
Window Parsing 555 (35.5) 91 237

Summarization RAPTOR 602 (38.5) 97 258

Table 5: Comparison of different retrieval methods

summarization-based retrievers. Among them, 344

RAPTOR performs the best with a correct answer 345

rate of 38.5%, while Index-based retrievers outper- 346

form chunk-based retrievers. Within index-based 347

retrievers, the “RAG Only” score for Tree Index 348

is much lower than that for Window Parsing (82 349

vs. 91), and their “RAG Better” scores are nearly 350

identical (234 vs. 237). This discrepancy suggests 351

that Tree Index may be undervalued in the “RAG 352

Only” metric but still contributes in open question 353

scenarios that require long answers. 354

We further observe the questions and contexts 355

that each retriever exclusively answers correctly. 356

RAPTOR shows stronger ability than other retriev- 357

ers, especially in scenarios that require an entire un- 358

derstanding of the document, like research papers. 359

Chunk-based methods struggle when required in- 360

formation is spread across multiple chunks. Index- 361

based retrievers are not as strong in overall under- 362

standing as RAPTOR, but they show good ability in 363

interpreting dialogues. Therefore, we select RAP- 364

TOR as the primary retriever for evaluation on the 365

full question set. 366

4.2 Phase 2: Comparing LC and RAG 367

We compare LC and RAG on the filtered, full ques- 368

tion set. The results across 12 datasets are sum- 369

marized in Table 4. Overall, LC correctly answers 370
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56.3% of the questions, while RAG provides cor-371

rect answers to 49.0%. LC correctly answers more372

than 2,000 questions that RAG misses, while RAG373

exclusively answers almost 1,300 questions. When374

looking at the loose evaluation setting, LC answers375

3,433 questions better than RAG, and RAG an-376

swers 1,843 questions better than LC. The gap fur-377

ther widens compared to strict setting, indicating378

long-context LLM’s ability to answer questions379

with open long answers is also strong.380

Looking at individual datasets, in Multi-381

Doc2Dial, RAG exhibits better performance than382

LC in strict evaluation (5 vs 29), but is surpassed by383

LC in loose evaluation (65 vs 58). In contrast, on384

datasets like NarrativeQA and QuaLITY, LC shows385

a strong lead not just in overall correctness but also386

in the number of questions that are answered better.387

Collectively, the results show that both methods388

have unique strengths and limitations.389

Although LC shows better overall results than390

RAG, out of the 13,628 questions, almost 10% can391

be only answered correctly by RAG, which is not392

a small ratio. This shows that retrievers cannot be393

simply replaced by long-context LLM in searching.394

This also motivates us to further examine what kind395

of questions (and context) can be only answered396

correctly by RAG (or LC).397

4.3 Phase 3: In-Depth Analysis398

The overall results are influenced by the combined399

effects of different scenarios, so we need to sepa-400

rately analyze each scenario to see if more detailed401

results can be obtained. We analyze the perfor-402

mance of LC and RAG across different knowledge403

sources (Figure 3) and question types (Figures 4).404

Here, we use EM Scores only, for a strict evaluation405

standard. We also report the results for loose evalu-406

ation standard (i.e., EM Scores and F1 Scores) in407

appendix C.1, which shows similar trends.408

From Figure 3, it is evident that LC excels with409

knowledge sources such as Wikipedia and sto-410

ries. However, the Wikipedia context is collected411

by adding extensive noise to create long context,412

which generally makes the context less relevant413

to the question, with only a small portion being414

useful. This synthetic context formation partially415

simulates the RAG process and may introduce an416

unfair bias against the RAG pipeline. In addi-417

tion, summarization-based retrieval methods may418

split Wikipedia articles unnaturally, generating less419

meaningful summaries. LC’s strong performance420

demonstrates that long-context LLMs are robust to421

0 200 400 600 800 1000 1200
Word Count

WikiPedia

Story

Paper/Report

Dialogue

873 348

842 391

531 507

31 44 LC
RAG

Figure 3: Performance breakdown by knowledge source
for LC Only and RAG Only.

0 200 400 600 800 1000 1200
Word Count

Other

How

Why

What

Which

Where

When

Who

54 140

333 280

139 63

919 468

250 110

142 59

182 73

268 101 LC
RAG

Figure 4: Performance breakdown by question type for
LC Only and RAG Only.

noise in such forms of context. 422

In contrast, RAG performs better with dialogue- 423

related sources and achieves comparable perfor- 424

mance with papers or reports. The information in 425

these sources is naturally segmented, conversations 426

have turns, and papers and reports have clearly de- 427

fined sections or subsections, making the retrieval 428

of key segments easier. 429

Figure 4 shows that LC performs better for fact- 430

based questions such as “Who”, “Where”, and 431

“Which”. These questions often benefit from having 432

all the relevant context available in a dense region 433

close to the answer. RAG, however, is largely com- 434

parable to LC for more open-ended questions such 435

as “How”, which often require synthesizing infor- 436

mation from multiple sources and therefore benefit 437

from retrieval-based approaches. 438

Furthermore, RAG outperforms LC in the 439

“Other” questions, which consist mainly of general 440

questions that can be answered with “Yes” or “No”. 441

We hypothesize that the reason could be due to the 442

training data. Long-context LLMs are more famil- 443

iar with phrasing of common type questions than 444

general questions. Words like “Who” or “Where” 445

act as keywords for long-context LLMs to search, 446

while retrievers use these keywords not so well. 447
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5 What is Long Context?448

Although we have reviewed 9 studies that either449

directly or implicitly compare or integrate RAG450

and Long Context, very few studies clearly define451

what Long Context is. To this end, we separately452

interpret the two words ‘long’ and ‘context’.453

5.1 Defining “Long”454

Out of the 9 studies reviewed earlier, only 2 stud-455

ies, ChatQA2 and LongBench v2 explicitly define456

Long Context as greater than 32k and greater than457

8k tokens respectively. For other studies, we can458

only infer their definitions of “long” based on the459

models and datasets they use. It seems that three460

studies consider 8k as a minimum requirement for461

long context, and another three studies set this re-462

quirement at 16k. Lastly, OP-RAG regards 128k as463

long context.464

In short, each work defines ‘Long Context’ based465

on its own criteria due to the lack of a clear stan-466

dard. Moreover, as the context windows of lan-467

guage models continue to expand, the terms ‘long’468

and ‘short’ are relative. For example, 4k tokens469

are not considered ‘long context’ in any of the re-470

viewed studies but are extremely long for BERT-471

base models, which support only 512 tokens. As a472

result, the definition of ‘long’ remains ambiguous,473

leading to inconsistent use of this concept among474

researchers. In practice, the definition of ‘long’ is475

complicated, depending on the context length of476

latest LLMs, and the length of the documents in477

targeted domain.478

5.2 Defining “Context”479

In the English dictionary, ‘context’ is defined as480

“the situation within which something happens,481

and that can help explain it”. By this definition,482

the context of a question is expected to “help ex-483

plain it”, implying that the context should have484

strong relevance to the question. However, long-485

context datasets are not always constructed with486

this principle in mind. The construction of long-487

context datasets can generally be categorized into488

two types:489

Realistic Long Texts: These datasets originate490

from sources such as novels, research papers, or491

other lengthy narratives, exemplified by datasets492

like NovelQA. Such datasets typically pose chal-493

lenges that involve reading comprehension and re-494

quire models to process and synthesize dense infor-495

mation spread across a cohesive, extended text.496

Synthetic Long Texts: These datasets are often 497

created by concatenating smaller, query-relevant 498

segments of text, such as Wikipedia-sourced 499

datasets in LongBench. This construction process 500

may involve stitching together Wikipedia excerpts, 501

injecting noise, or combining unrelated passages to 502

simulate a long document. 503

A critical observation is that realistic long con- 504

texts align more closely with reading comprehen- 505

sion tasks, where models primarily absorb and rea- 506

son over information. Such datasets have high con- 507

textual relevance, since the questions are normally 508

based on the documents that users provided. In con- 509

trast, synthetic long contexts often resemble factual 510

reasoning tasks, where models retrieve and verify 511

knowledge. Such datasets inherently incorporate 512

a pre-processing step like a RAG pipeline. They 513

can assess the impact of information placement on 514

model performance, such as the lost-in-the-middle 515

phenomenon. 516

On the other hand, realistic and synthetic long 517

texts can only serve as proxies to reflect context rel- 518

evance to some extent. The scope of the context is 519

question-dependent and difficult to define clearly. 520

6 Conclusion 521

In this paper, we survey existing studies compar- 522

ing or combining LC and RAG, analyzing why 523

different implementations may result in some con- 524

flicts among their insights. Therefore, we present a 525

thorough comparison of LC and RAG approaches 526

by leveraging a diverse set of long context QA 527

datasets. We filtered out questions that could be 528

answered from parametric knowledge, ensuring a 529

fair comparison by focusing on questions that re- 530

quired external context. Along these lines, we have 531

developed a systematic filtering and evaluation pro- 532

cess, identified the best retrieval method, and ex- 533

panded the dataset to provide a statistically signif- 534

icant basis for analysis. The results indicate that 535

LC generally outperforms RAG for tasks involv- 536

ing well-structured, dense contexts, and is better 537

at answering questions requiring specific informa- 538

tion. By contrast, RAG demonstrates advantages 539

in handling fragmented information. 540

Beyond merely presenting the experimental re- 541

sults and findings, we delve deeper into the concept 542

of long context and examine how LC and RAG 543

should be compared. Our discussion aims to en- 544

sure that the insights gained are more impactful 545

and applicable to real-world scenarios. 546
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Limitations547

While our study provides valuable insights into548

the comparative strengths and weaknesses of Long549

Context (LC) and Retrieval-Augmented Generation550

(RAG) approaches, it is important to acknowledge551

three limitations that may impact the generalizabil-552

ity and comprehensiveness of the findings:553

Our analysis is limited to text-based long con-554

texts, and neglecting other modalities such as audio,555

video, or multi-modal contexts. The applicability556

of these insights to non-textual long-context sce-557

narios remains unexplored, which may limit the558

broader applicability of the findings to multi-modal559

applications.560

Our work focuses on existing papers that com-561

pare and combine RAG with long-context LLMs.562

Therefore, we mainly survey the retrievers and563

LLMs used in those papers, rather than all available564

retrievers and long-context LLMs.565

Our experiments rely on existing LC and RAG566

implementations, including specific retrieval meth-567

ods and strong long-context models. As the field568

continues to evolve, newer models or retrieval569

strategies may alter the comparative outcomes.570

However, our evaluation framework is still applica-571

ble to future evaluation.572

Ethical Considerations573

Advanced Long Context LLMs equipped with574

strong RAG capabilities could be misused to gen-575

erate misleading or harmful content, such as fake576

news or propaganda. Their long-context capability577

could amplify the scale and believability of such578

content. Researchers should prioritize safety and579

transparency in model usage to mitigate the risk.580
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A Related Work 921

Our primary focus is to evaluate and compare LC 922

and RAG. To this end, we review papers with a 923

similar focus, and provide a detailed analysis of the 924

retrievers and long-context settings they employ. 925

A.1 Retrievers 926

Retrievers, as fundamental components of RAG 927

pipelines, focus on identifying and extracting con- 928

textually relevant segments of documents. We 929

categorize retrieval strategies into three main ap- 930

proaches: chunk-based retrieval, which splits doc- 931

uments into smaller segments and then retrieves 932

those most relevant to a query; index-based re- 933

trieval, which builds specialized index structures 934

to guide efficient and context-rich lookups; and 935

summarization-based retrieval, which leverages hi- 936

erarchical summaries to capture a document’s key 937

information at various levels of abstraction. 938

Chunk-based Retrieval can be broadly cat- 939

egorized into sparse retrievers and dense re- 940

trievers. Sparse retrievers, such as the classic 941

BM25 (Robertson and Zaragoza, 2009), operate on 942

term frequency-based representations of text and 943

rank chunks based on a similarity function, lever- 944

aging exact matches and term weighting. With 945

the advent of word embeddings, dense retrievers 946

have gained prominence. These models encode 947

both queries and document chunks into dense vec- 948

tor representations and calculate relevance using 949

similarity metrics, such as cosine similarity. 950

Since text similarity is often defined by measur- 951

ing the distance between embeddings, the quality 952

of these embeddings is particularly important. Con- 953

triever (Izacard et al., 2022) leverages contrastive 954

learning for training without supervision. By gen- 955

erating synthetic queries and pre-training on un- 956

labeled data, Contriever provides robust retrieval 957

capabilities especially in cross-lingual applications. 958

On a larger scale, BGE-Large (Xiao et al., 2023) 959

employs diverse datasets and sophisticated training 960

methods to outperform previous models on compre- 961

hensive benchmarks such as C-MTEB. E5Mistral- 962

7b (Wang et al., 2024b) combines open-source, 963

decoder-only LLMs with synthetic data generation 964

pipelines. With minimal human annotations, the 965

fine-tuning achieves SOTA performance on BEIR 966

and MTEB. Dragon (Lin et al., 2023) also employs 967

data augmentation, including cropping and gener- 968

ative queries, and integrates labels from multiple 969

retrieval sources. This strategy ensures its effec- 970
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tiveness without increasing model complexity. An-971

other method of learning high-quality embeddings972

is through strong generalization ability from LLMs.973

For instance, OpenAI embeddings draw upon the974

GPT-3.5/4 family while Zhipu-embedding-3 lever-975

ages the GLM family (Zeng et al., 2024).976

Index-based Retrieval requires pre-processing977

on the documents with more complicated data struc-978

tures (Gupta et al., 2018). With the development979

of LLM, Llama-Index (Liu, 2022) was proposed to980

facilitate interaction between the model and doc-981

uments more conveniently. The index provides a982

flexible interface to construct various data struc-983

tures, known as “indices” that store, organize, and984

facilitate quick retrieval of context. Once created,985

these indices can be efficiently queried, guiding the986

LLM to the most relevant information, improving987

the accuracy of responses. Some classic indexing988

methods include tree index which constructs a hi-989

erarchical tree from nodes, and knowledge graph990

index, which builds a knowledge graph with la-991

beled nodes and relationships.992

Summarization-based Retrieval is built on top993

of chunk- and index-based approaches. It provides994

comprehensive summaries for key points in a doc-995

ument. These summaries available for retrieval.996

RAPTOR (Sarthi et al., 2024) improves retrieval997

by generating recursive summaries of text chunks998

organized in a tree structure. Instead of retrieving999

short, contiguous text snippets, RAPTOR clusters1000

text segments, summarizes them at various levels,1001

and forms a hierarchical tree that represents the1002

document’s content at different levels of abstrac-1003

tion. This allows retrieval models to extract context1004

at varying levels of detail, improving the ability to1005

handle complex questions that require synthesizing1006

information from multiple parts of the document.1007

Such a summarization-based retrieval method en-1008

hances retrieval accuracy for tasks requiring long-1009

range or multi-step reasoning.1010

A.2 Long-Context LLMs1011

Many research efforts focus on extending input and1012

output windows to accommodate more context (see1013

Figure 1b), enabling applications such as extended1014

dialogues, large document processing, and complex1015

multimodal tasks. Thus, our analysis focuses on1016

two dimensions: the model capabilities and the1017

context length they can reach.1018

Model Ability. While most of the models dis- 1019

cussed here excel at understanding long docu- 1020

ments, many emphasize specialized capabilities. 1021

ChatGLM2-6B-32K (Zeng et al., 2024) employs 1022

Multi-Query Attention to achieve high reason- 1023

ing efficiency with low memory usage, mak- 1024

ing it suitable for tasks requiring deep reason- 1025

ing. XGen-7B-8K (Nijkamp et al., 2023) en- 1026

hances long-context conversational understanding 1027

and text summarization, enabling coherent and con- 1028

textually rich dialogues. InternLM-7B-8k (Cai 1029

et al., 2024) is optimized for knowledge under- 1030

standing, reading comprehension, and multilingual 1031

translation, supporting diverse linguistic applica- 1032

tions. Models like DeepSeek-V2-Chat (DeepSeek- 1033

AI et al., 2024), Qwen2-72B-Instruct (Yang et al., 1034

2024), Qwen2.5-72B-Instruct (Qwen et al., 2024), 1035

Mixtral-7x8b (Jiang et al., 2024a), and DBRX- 1036

Instruct excel in mathematical computations, log- 1037

ical reasoning, and coding, demonstrating strong 1038

performance in technical and analytical tasks. 1039

Additionally, Claude-3-Opus, Sonnet, Haiku, 1040

Gemini-1.5-flash, and Gemini-1.5-pro (Reid et al., 1041

2024) incorporate multi-modal capabilities, effec- 1042

tively handling both textual and visual informa- 1043

tion. GLM-4-9B-Chat (Zeng et al., 2024), Mistral- 1044

12b-Instruct, and Llama-3.1-Instruct (Dubey et al., 1045

2024) offer robust multilingual abilities, strong 1046

instruction-following and multi-turn dialogue ca- 1047

pabilities, increasing their utility in a wide range 1048

of conversational scenarios. Finally, Claude-2 is 1049

notable for low hallucination rate when processing 1050

extra-long documents, ensuring high accuracy and 1051

reliability in information retrieval and synthesis. 1052

Context Length. As shown in Figure 1b, there is 1053

a clear trend of increasing context length in newly 1054

released models. Following the categorization ap- 1055

proach proposed by ChatQA2 (Xu et al., 2024a), 1056

we classify these models into three categories based 1057

on their supported context windows: short (up to 1058

4K), long (up to 32K), and ultra-long (more than 1059

32K) context models. 1060

Short context models, such as Llama2-70B and 1061

llama2-7B-chat-4k (Touvron et al., 2023), support 1062

up to 4K tokens and are typically employed as 1063

baselines for retrieval and standard conversational 1064

tasks. Long context models, including XGen-7B- 1065

8K(Nijkamp et al., 2023), InternLM-7B-8k(Cai 1066

et al., 2024), Mixtral-7x8b (Jiang et al., 2024a), 1067

DBRX-Instruct and Gemma2-9B (Mesnard et al., 1068

2024), offer context windows ranging from 8K to 1069
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32K tokens. These are ideal for extended con-1070

versations, comprehensive text analysis, and de-1071

tailed summarization tasks. Ultra-long context1072

models extend beyond 32K tokens. For example,1073

Claude-2 provides a 100K token window, while1074

Claude-3-Opus, Sonnet, and Haiku handle up to1075

200K tokens. GPT-4-Turbo(OpenAI et al., 2023),1076

GPT-4o, and GPT-o1 all support 128K tokens, as1077

do DeepSeek-V2-Chat(DeepSeek-AI et al., 2024),1078

Qwen2-72B-Instruct(Yang et al., 2024), Qwen2.5-1079

72B-Instruct (Qwen et al., 2024), GLM-4-9B-1080

Chat (Zeng et al., 2024), GLM-4-Plus, Mistral-12b-1081

Instruct, and Llama-3.1-Instruct. Notably, Gemini-1082

1.5-flahs and Gemini-1.5-pro(Reid et al., 2024)1083

both support up to an unprecedented 10M tokens.1084

These ultra long-context models enable the process-1085

ing of exceptionally large documents, complex mul-1086

timodal tasks, and extensive multi-turn dialogues.1087

A.3 Comparing & Combining LC and RAG1088

Since the increase in LLMs’ context window1089

lengths, some models can contain the entire docu-1090

ment, reducing the need to retrieve on documents.1091

Hence, more studies have begun comparing the1092

performance of long-context LLMs and RAG, as1093

well as investigating ways to combine them. Long-1094

Bench (Bai et al., 2024a) conducts early compari-1095

son experiments on a 4K model with RAG and a1096

32K model. Xu et al. (2024b) systematically com-1097

pare LC LLMs and RAG, and proposes their combi-1098

nation. LongRAG (Jiang et al., 2024b) introduces1099

long retrievers and long readers, a successful appli-1100

cation of long retrieval units to RAG. ChatQA2 (Xu1101

et al., 2024a) instruction-tunes long-context LLMs1102

to a 128K context window and tests their ability1103

with long-context retrievers. Self-ROUTE (Li et al.,1104

2024) enables the model to select either RAG or1105

LC based on self-reflection to reduce costs. OP-1106

RAG (Yu et al., 2024) preserves the original order1107

of retrieved chunks, and LC LLM meets RAG (Jin1108

et al., 2024) investigates long-context LLMs in1109

RAG systems, proposing retrieval reordering meth-1110

ods. LC RAG Performance of LLM (Leng et al.,1111

2024) evaluates the effectiveness of RAG on long-1112

context LLMs across context lengths from 2K to1113

2M tokens. Very recently, LongBench is updated1114

to LongBench V2 (Bai et al., 2024b), which tests1115

LLMs on long context comprehension and reason-1116

ing with a more realistic and challenging setting.1117

We summarize the key insights from these pa-1118

pers into three categories: (1) general insights1119

such as chunking strategies, (2) combining the two1120

strategies, and (3) comparing the performance be- 1121

tween LC and RAG (see Table 1). 1122

Some papers reach consensus on chunking strat- 1123

egy that, retrieval units should be longer (Jiang 1124

et al., 2024b) and the number of chunks should 1125

be kept low (Yu et al., 2024). According to (Xu 1126

et al., 2024b), selecting the top 5 to 10 chunks typ- 1127

ically yields strong performance, while retrieving 1128

more than 20 chunks leads to diminished results. 1129

LongBench (Bai et al., 2024a) presents a different 1130

finding, suggesting that splitting a long context into 1131

shorter and more numerous chunks is better. How- 1132

ever, at the time of its publication, LLMs generally 1133

exhibited weaker long-context capabilities, and the 1134

study did not incorporate very long retrieval units 1135

(>1000 tokens). Consequently, LongBench’s find- 1136

ings are not at odds with the broader consensus. 1137

Nonetheless, these papers present disagreement 1138

regarding performance of retrieval on long-context 1139

LLMs. For instance, LongBench (Bai et al., 2024a) 1140

finds that retrieval helps short-context models but 1141

not 7B long-context models. In contrast, Xu et al. 1142

(2024b) suggest that RAG improves 70B models 1143

across all context lengths, attributing the discrep- 1144

ancy to the difference between model sizes. Sim- 1145

ilarly, ChatQA2 (Xu et al., 2024a) observes that 1146

increasing the context window from 3K to 24K 1147

tokens consistently benefits RAG. Notably, Long- 1148

Bench V2 (Bai et al., 2024b) shows that GPT-4o 1149

continues to improve in RAG performance even 1150

at 128K input, whereas Qwen2.5 and GLM-4-Plus 1151

show performance deterioration beyond 32K input. 1152

The observations align with findings from (Leng 1153

et al., 2024) that RAG for close-source models can 1154

improve up to 100K input, whereas performance 1155

for some open-source models peaks around 16K 1156

tokens. Hence, the varying behaviors might be due 1157

to different model size and architecture. 1158

There are even greater discrepancies in the direct 1159

comparisons between the two methods. Xu et al. 1160

(2024b) claims that long-context models outper- 1161

form retrieval with short-context models in multi- 1162

hop benchmarks. In contrast, ChatQA2 (Xu et al., 1163

2024a) finds that RAG can outperform LC if a 1164

sufficient number of top-k chunks are used. Self- 1165

ROUTE (Li et al., 2024) fully supports LC, arguing 1166

that it outperforms RAG in all benchmarks. Mean- 1167

while, OP-RAG (Yu et al., 2024) defends RAG, 1168

demonstrating that efficient retrieval strategies can 1169

outperform a brute-force approach of processing 1170

extremely long contexts. 1171

The reasons for the differences among these stud- 1172
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ies are manifold. For instance, There are three1173

categories of retrieval methods (i.e., chunk-based,1174

index-based, and summarization-based retrieval),1175

but current studies rely predominantly on chunk-1176

based retrieval, leaving room for further optimiza-1177

tion. Additionally, evaluation scores often repre-1178

sent weighted averages across different datasets.1179

Because each dataset has distinct characteristics,1180

placing more emphasis on one dataset and less on1181

another can alter the final results. Finally, most ex-1182

isting studies use only a few datasets with around1183

200 questions each. This small sample size creates1184

greater room for variability and reduces the general1185

reliability of these findings.1186

B F1 Score Computation1187

To calculate the F1 score, we first convert both the1188

prediction and the reference text into sets of unique1189

tokens. Tokens appearing in both sets count as true1190

positives (TP), tokens present only in the prediction1191

are false positives (FP), and tokens missing from1192

the prediction but in the reference are false nega-1193

tives (FN). Precision is defined as TP
TP+FP , recall as1194

TP
TP+FN , and the F1 score is their harmonic mean:1195

F1 = 2 × precision × recall
precision + recall

.1196

Example:1197

"cat leaps table quickly"(prediction)1198

"the cat leaps over the table" (reference)1199

The corresponding sets are:1200

prediction_set = {cat, leaps, table, quickly}1201

1202
gold_set = {the, cat, leaps, over, table}.1203

Here, {cat,leaps,table} are TP = 3,1204

{quickly} is FP = 1, and {the,over} are FN1205

= 2. Hence:1206

precision = 3

3 + 1 = 0.75, recall = 3

3 + 2 = 0.60,1207

1208

F1 = 2 × 0.75 × 0.60
0.75 + 0.60 = 0.67.1209

C Further Experiment Results1210

C.1 In-detail Analysis on Loose Evaluation1211

Settings1212

As a complement to § 4.3, we provide a detailed1213

comparison of the performance of LC and RAG1214

0 250 500 750 1000 1250 1500 1750
Word Count

WikiPedia

Story

Paper/Report

Dialogue

1026 434

1251 549

1055 783

91 73 LC
RAG

Figure 5: Performance breakdown by knowledge source
for LC Better and RAG Better.
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214 87

321 133 LC
RAG

Figure 6: Performance breakdown by question type for
LC Better and RAG Better.

under the loose evaluation settings based on Exact 1215

Match (EM) and F1 scores. 1216

As shown in Figure 5, loose evaluation setting 1217

reveals similar trends to the strict setting in the 1218

performance of LC and RAG on different knowl- 1219

edge sources. LC outperforms RAG for structured 1220

sources like Wikipedia, course websites, and pa- 1221

pers/reports, where having complete context is ad- 1222

vantageous. This trend is consistent in both evalua- 1223

tion settings. However, RAG performs better with 1224

dialogue-based and story-based knowledge sources, 1225

where the information is fragmented. The loose 1226

evaluation, with the inclusion of F1 scores, shows 1227

a slight improvement for RAG in these cases, as 1228

partial answers are rewarded more, but the overall 1229

trend remains the same. 1230

Figure 6 highlights the performance of LC and 1231

RAG across different question types. For fact- 1232

based questions (e.g., “Who”, “Where”, “Which”), 1233

LC continues to outperform RAG in both evalua- 1234

tion settings, as these questions benefit from having 1235

complete, uninterrupted context. For open-ended 1236

questions (e.g., “How”, “Why”), RAG shows com- 1237

parable performance to LC in both settings. The 1238

loose evaluation, however, slightly favors RAG due 1239

to its ability to synthesize information from mul- 1240

tiple sources, as F1 scoring acknowledges partial 1241

correctness. In the case of "Other" questions (sim- 1242
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Figure 7: Top 15 Words based on TF-IDF Score for LC
Only vs. RAG Only.

ple "Yes" or "No" questions), RAG significantly1243

outperforms LC in both evaluation settings, but the1244

advantage is more pronounced in the loose eval-1245

uation. The inclusion of F1 scores helps RAG1246

capture partial successes that would be penalized1247

under strict EM-only scoring.1248

Overall, the figures illustrate that the perfor-1249

mance patterns of LC and RAG remain largely1250

consistent across both strict and loose evaluation1251

settings. The key difference is that RAG gains a1252

slight performance boost in the loose evaluation.1253

C.2 Word Frequency Visualization1254

To better understand the scenarios that LC and1255

RAG each excels at, we visualize the word fre-1256

quencies by their TF-IDF scores, plotted in Fig-1257

ure 7. The TF-IDF scores were calculated from1258

questions in the datasets where either LC or RAG1259

produced correct answers exclusively. Specifically,1260

all questions from each dataset are concatenated1261

and treated as a single document for this analysis,1262

meaning that the TF-IDF scores primarily reflect1263

the term frequency within each dataset. Stopwords1264

are removed and not shown in the plot.1265

Figure 7 presents the top 15 words that appear1266

most frequently combined in both LC only and1267

RAG only questions. Words such as ‘song’, ‘film’,1268

and ‘novel’ have higher TF-IDF scores for LC,1269

suggesting that LC performs better with narrative1270

topics. Conversely, words like ‘country’, ‘dataset’,1271

and ‘model’ have higher scores for RAG, indicating1272

its strength in retrieving information on technical1273

or data-oriented topics. This analysis underscores1274

the complementary strengths and limitations of LC1275

and RAG in handling different types of questions.1276

C.3 Impact of Generation Model in RAG1277

We now evaluate the impact of different generation1278

models on RAG’s performance. Table 6 shows the1279

results of using GPT-4o and GPT-4-Turbo as the1280

Retriever Model Correct (%) RAG Only RAG Better

BM25
GPT-4o 319 (20.4) 50 141
GPT-4-Turbo 310 (19.8) 51 152

Tree-Index
GPT-4o 470 (30.1) 82 234
GPT-4-Turbo 458 (29.3) 81 229

RAPTOR
GPT-4o 602 (38.5) 97 258
GPT-4-Turbo 589 (37.7) 99 295

Table 6: Results of using different generation models

generator with three retrievers (BM25, Tree Index, 1281

RAPTOR), each of which represents one retriever 1282

type. The results indicate that the performance of 1283

different generation models remains largely con- 1284

sistent regardless of the retriever used. RAPTOR 1285

performs the best across both generation models, 1286

though there is a slight decrease in performance 1287

when using GPT-4-Turbo compared to GPT-4o. 1288

While GPT-4o slightly outperforms GPT-4- 1289

Turbo across all retrievers, the differences are 1290

marginal. This implies that both generation models 1291

are capable of generating high-quality responses, 1292

and the choice between them may depend more 1293

on other factors such as efficiency or resource 1294

availability. The consistency across retrievers also 1295

demonstrates that the retrieval method plays a 1296

larger role in determining overall performance than 1297

the specific generation model used. We will report 1298

the results from other models and the experiment 1299

is in progress. 1300

C.4 Case Study 1301

For a deeper understanding of the difference be- 1302

tween LC and RAG, we conduct a case study to 1303

analyze the frequent errors from each method, and 1304

present them in Tables 7 and 8. We manually ex- 1305

amine the questions that only RAG made mistakes, 1306

and those only LC made mistakes. 1307

The most frequent mistake made by RAG is its 1308

failure to retrieve the relevant context, leading to 1309

its refusal to answer the question. As shown in 1310

Table 7, the model correctly identifies that Anthony 1311

Upko was formerly involved in the government of 1312

Nigeria but fails to retrieve the debt-to-GDP ratio as 1313

part of the context. This retrieval failure can arise 1314

due to two possible reasons: the retriever might fail 1315

to locate the relevant sentences from documents, 1316

or the sentences may be split across two chunks, 1317

with the debt-to-GDP ratio lacking a clear subject. 1318

Interestingly, when provided with the same prompt, 1319

LC rarely reports a lack of context, suggesting its 1320

robustness in handling such cases. 1321

Another error made by RAG is misinterpreting 1322
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Question: What is the debt-to-GDP
ratio of the country where Anthony
Upko was formerly involved in the
government?
Wrong Answer: The context does not
provide the debt-to-GDP ratio for
Nigeria.
Gold: 11 percent
Relevant Sents: 1. Nigeria is the
world’s 20th largest economy ... the
debt-to-GDP ratio is only 11 percent.
2. Anthony Ukpo was Minister of
Information and Culture, and then
Governor of Rivers State, Nigeria.
Question: When is the performer of
song Swing Down Sweet Chariot ’s
birthday?
Wrong Answer: May 8, 1940
Gold: January 8, 1935
Relevant Sents: 1. Swing Down Sweet
Chariot is a traditional song ...
recorded by Elvis Presley.
2. Elvis Aaron Presley (January 8,
1935 - August 16, 1977), also known as
...

Table 7: Examples cases where RAG made mistakes

Question: Do the tweets come from a
specific region?
Wrong Answer: Yes, the tweets come
from 16 different countries.
Gold: No
Relevant Sents: This helped us narrow
down our query space to 16 countries.
Question: Where did Valancourt lose
his wealth?
Wrong Answer: In Gambling.
Gold: Paris
Relevant Sents: Returning to her
aunt’s estate, Emily learns that
Valancourt has gone to Paris and lost
his wealth.

Table 8: Examples representing common cases where
only RAG answers correctly

partial context. In the second example, where RAG1323

incorrectly answered the birthday, the model re-1324

trieved May 8, 1940, instead of the correct date,1325

January 8, 1935. This occurred because the sen-1326

tence ‘Swing Down Sweet Chariot is a traditional1327

song ... recorded by Elvis Presley’ spans too long,1328

creating ambiguity in linking the birthday to the cor-1329

rect person. This type of retrieval failure highlights1330

a core limitation: RAG relies heavily on retriev-1331

ing continuous text spans, and any fragmentation1332

or overly long context can lead to an incomplete1333

understanding. In contrast, LC tends to provide1334

more holistic answers when processing longer con-1335

texts directly, as it bypasses the dependency on a1336

retrieval module.1337

Wrong answers by LC are often caused by ques-1338

tion misinterpretation. For instance, as shown in1339

Table 8, when asked whether the tweets come from 1340

a specific region, LC answers ‘yes’, referencing 1341

that the tweets originate from 16 countries. It fails 1342

to interpret the relationship between ‘a specific 1343

region’ and ‘16 different countries’. In another 1344

example, when asked ‘where’ Valancourt lost his 1345

wealth, the model identifies the correct sentence 1346

but answers ‘how’ instead of ‘where’. These exam- 1347

ples highlight that LC sometimes struggles to align 1348

its semantic understanding with the required level 1349

of specificity or perspective, resulting in answers 1350

that are related but not addressing the question’s in- 1351

tent. In both cases, the LLMs are able to locate the 1352

related texts from the documents, but the reasoning 1353

ability might be affected by the noise. 1354

D Further Discussion 1355

D.1 How to Compare or Combine LC & 1356

RAG? 1357

The lack of a clear definition for long context also 1358

indicates the absence of a coherent framework for 1359

comparing or combining LC and RAG. We pro- 1360

pose such a framework by examining three key per- 1361

spectives: context length, context relevance, and 1362

experiment design. 1363

Context Length. From the model’s perspective, 1364

context length refers to the maximum number of 1365

tokens a model can process. From the dataset’s per- 1366

spective, it denotes the amount of text provided 1367

with a question. In synthetic datasets, context 1368

length is flexible, but this introduces a trade-off 1369

between length and relevance. Adding irrelevant 1370

information as context may help to test a model’s 1371

robustness to noise, but such testing may not rep- 1372

resent real-world use cases. Therefore, any frame- 1373

work for comparing LC and RAG should clearly 1374

define what is considered ‘long’, while indicating 1375

whether this length criterion originates from the 1376

model’s capabilities, the dataset’s design, or both. 1377

Context Relevance. An evaluation framework 1378

must also address the relevance of the text pro- 1379

vided as input to the model. It is crucial to dis- 1380

tinguish between realistic long contexts and syn- 1381

thetic long contexts. When benchmarks include 1382

both types, separate evaluations are necessary, as 1383

synthetic contexts often have low relevance and 1384

may not accurately reflect real-world scenarios. 1385

Interestingly, the construction of synthetic long 1386

contexts often mirrors RAG pipelines. Providing an 1387

entire curated text to an LLM as context essentially 1388
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represents a ‘long context RAG’ approach, given1389

that such text is assembled during dataset creation.1390

Further chunking can introduce biases against RAG1391

by disrupting the continuity of information within1392

each piece.1393

Additionally, many benchmarks categorize tasks1394

as ‘single-doc’ or ‘multi-doc’ based on whether the1395

text originates from a single source or multiple doc-1396

uments. While convenient, this categorization does1397

not perfectly align with ‘realistic’ or ‘synthetic’1398

contexts. A single document may sometimes be1399

artificially composed of smaller fragments, while a1400

multi-sourced document might involve highly rel-1401

evant sources, such as a group of research papers1402

discussing the same problem.1403

The key issue remains determining to what ex-1404

tent the context provided as input to LLMs contains1405

sufficient and relevant content to answer the ques-1406

tion, without introducing unnecessary or unrelated1407

information.1408

Experiment Settings. When investigating LC1409

and RAG, the experimental objectives can be1410

broadly grouped into two categories: comparison1411

and combination.1412

Short RAG v.s. Long Single Input: one might1413

compare a short-context RAG pipeline against a1414

long-context single-input setup, analyzing both per-1415

formance and computational cost. This provides1416

insights into the trade-off between running an extra1417

retrieval pipeline for shorter contexts versus allow-1418

ing the model to process a larger uninterrupted text.1419

Long RAG v.s. Long Single Input: One may also1420

compare a long-context RAG pipeline with a long-1421

context single-input approach. Here, the goal is1422

to see whether chunking or filtering more relevant1423

content through retrieval can outperform or com-1424

plement a fully integrated long-context approach1425

by truncating exceptionally long documents.1426

In the first setting, the retrieval pipeline naturally1427

reduces the number of tokens. In the second set-1428

ting, the context length remains the same for both1429

methods, with the only difference being how the1430

text is processed.1431

RAG over Increasing Context: Another possi-1432

ble goal is understanding how RAG performance1433

changes with increasing context lengths. In this1434

scenario, the “LC” refers specifically to how many1435

tokens a model can handle. This line of work can1436

reveal how well RAG pipelines scale when models1437

absorb increasingly larger inputs.1438

On the other hand, findings from evaluations1439

often serve as guidelines for settings that address 1440

real-world problems. In this sense, RAG and LC 1441

may complement each other in real-world settings, 1442

depending on the characteristics of the data source 1443

and the types of questions to be answered. 1444

D.2 Revisiting All Studies 1445

Based on the earlier discussion, the exploration of 1446

LC and RAG methods in LLMs highlights some 1447

critical challenges that researchers often overlook. 1448

Trade-off between Context Length and Rele- 1449

vance. Many studies hesitate between using flex- 1450

ible synthetic context with noisy concatenated con- 1451

texts, or realistic context with dense information 1452

but less availability. Among the 9 studies, 6 se- 1453

lect synthetic context as part of the datasets. Our 1454

own evaluation has also selected synthetic context 1455

datasets, but we consider the influence of synthetic 1456

long context and separately evaluate their results 1457

by context source; e.g. a Wikipedia source with 1458

manual noises represents low context relevance. 1459

Several studies have attempted to address this 1460

challenge. LongBench recently updated v2 which 1461

collects only realistic data. Despite a smaller scale, 1462

LongBench v2 shows substantial improvement in 1463

context relevance compared to its first version. Lon- 1464

gRAG retrieves from a massive corpus for all ques- 1465

tions, instead of assigning one context to each ques- 1466

tion. This method avoids retrieving from a syn- 1467

thetic long context and is hence recommendable. 1468

Diversity in Retrieval Mechanisms. In the com- 1469

parison of RAG and LC, RAG is often under- 1470

represented due to an over-reliance on traditional 1471

retrieval strategies. Among the 9 studies, 5 ex- 1472

periment with different retrievers, only 2 try dif- 1473

ferent chunking sizes, and none consider any 1474

retrieval method beyond chunk-based retrievers. 1475

Although we experiment with index-based and 1476

summarization-based retrievers, we cannot promise 1477

that our selected method outperforms all retrieval 1478

strategies. 1479

For investigating RAG performance over increas- 1480

ing context, some studies propose their own strate- 1481

gies for chunking and placing RAG. OP-RAG pro- 1482

poses preserving the original order of chunks from 1483

the context, while LC LLM-RAG proposes plac- 1484

ing higher-scored chunks at the front and back. In 1485

addition to more advanced retrievers, certain in- 1486

formation retrieval (IR) (Manning et al., 2008) 1487

techniques like relevance feedback (Harman, 1992) 1488

or query expansion (Carpineto and Romano, 2012) 1489
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might further enhance RAG performance, yet these1490

have been overlooked in existing frameworks.1491

Computational Cost. Most existing studies test1492

on 6 to 8 datasets, and it becomes increasingly1493

expensive to conduct experiments on too many1494

models. This is especially the case when new long-1495

context LLMs are being released at a very fast pace.1496

Hence, any work might be questioned because the1497

experiment results are only applicable to one or1498

a few models. Among all works, LC RAG Per-1499

formance includes the largest number of models1500

(20). While their efforts are remarkable, they only1501

experiment on 3 datasets. FinanceBench (Islam1502

et al., 2023) looks at finance domain, Databricks1503

DocsQA is based on Databricks platform, and NQ1504

as shown table 2 as a very low rate of requiring ex-1505

ternal knowledge. This is not meant as criticism but1506

rather to show the trade-off between testing many1507

models and having a comprehensive benchmark.1508
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