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Abstract001

An extensive high-quality instruction dataset002
is crucial for the instruction tuning process003
of Large Language Models (LLMs). Recent004
instruction expansion methods have demon-005
strated their capability to improve the quality006
and quantity of existing datasets, by prompt-007
ing high-performance LLM to generate mul-008
tiple new instructions from the original ones.009
However, existing methods focus on construct-010
ing multi-perspective prompts (e.g., increasing011
complexity or difficulty) to expand instructions,012
overlooking the “Fixed Thinking Pattern" issue013
of LLMs. This issue arises when repeatedly014
using the same set of prompts, causing LLMs015
to rely on a limited set of certain expressions to016
expand all instructions, potentially compromis-017
ing the diversity of the final expanded dataset.018
This paper theoretically analyzes the causes of019
the “Fixed Thinking Pattern", and corroborates020
this phenomenon through multi-faceted empiri-021
cal research. Furthermore, we propose a novel022
method based on dynamic prompt updating:023
Global Eye. Specifically, after a fixed num-024
ber of instruction expansions, we analyze the025
statistical characteristics of newly generated in-026
structions and then update the prompts. Exper-027
imental results show that our method enables028
LLaMA3-8B and LLaMA2-13B to surpass the029
performance of open-source LLMs and GPT3.5030
across various metrics. Our code and data are031
submitted to the Software & Data option.032

1 Introduction033

Instruction tuning has emerged as a crucial method034

for unlocking the remarkable capabilities of Large035

Language Models (LLMs) (Ouyang et al., 2022;036

Wei et al., 2022). Instruction tuning is the process037

of fine-tuning LLMs on an instruction-response038

dataset to enable LLMs to generate expected re-039

sponses based on given instructions. The core ob-040

jective of instruction tuning is to enable LLMs to041

learn human interaction patterns from the instruc-042

tion dataset (Zhang et al., 2023). Consequently,043

Figure 1: Paradoxical phenomenon of lexical diversity.

the quantity and quality of the instruction dataset 044

become critical factors influencing the effective- 045

ness of instruction fine-tuning on LLMs (Chiang 046

et al., 2023; Zhou et al., 2024). 047

Recent instruction expansion methods have 048

paved the way for an efficient increase in the quan- 049

tity and quality (refers to complexity, difficulty, 050

etc) of existing datasets (Xu et al., 2024; Wan 051

et al., 2023; Luo et al., 2023; Zeng et al., 2024). 052

These methods create multi-perspective prompts 053

for high-performance LLMs (e.g., “Your goal is 054

to create a different instruction from the originals 055

and expanding strategy is [fill in]. Original instruc- 056

tion: [fill in]; New instruction:", detailed in A.3). 057

Then those LLMs generate multiple expansion in- 058

structions from each original instruction based on 059

those prompts. These methods primarily focus on 060

constructing suitable prompt sets, such as manual 061

construction (Xu et al., 2024; Luo et al., 2023) and 062

automated generation (Zeng et al., 2024). However, 063

once these prompt sets are created, they remain 064

static throughout the instruction expansion process. 065

This results in the repeated use of all prompts and 066

causes LLMs to prefer using a limited set of certain 067

words and expressions to expand all instructions. 068

This phenomenon is called “Fixed Thinking Pat- 069

tern" in this paper, which harms the diversity of the 070
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new instruction dataset.071

This paper begins with a comprehensive in-072

vestigation of the “Fixed Thinking Pattern" phe-073

nomenon and discusses the impact of diversity in074

instruction datasets on model performance. Further-075

more, we propose an innovative solution for this076

issue. Firstly, we comprehensively investigated ex-077

isting expansion instruction datasets, focusing on078

linguistic metrics and word frequency distributions.079

Surprisingly, our results uncovered a paradoxical080

phenomenon (shown in Figure 1). While the av-081

erage lexical diversity of individual samples in ex-082

pansion datasets showed significant improvement083

compared to the source dataset, the overall lexi-084

cal diversity of the expansion datasets markedly085

decreased. We further demonstrate that using the086

fixed prompt set throughout the expansion process087

harms the diversity of the final instruction dataset.088

Finally, our experiments and previous works (Xia089

et al., 2024; Bukharin and Zhao, 2023) indicate090

that under the same data distribution, repetitive in-091

structions degrade the diversity of the dataset and092

negatively influence model performance.093

Based on these findings, we propose a novel094

method: Global Eye, which dynamically updates095

expansion prompts throughout the instruction ex-096

pansion process. The fundamental concept of this097

method is to periodically analyze the word fre-098

quency characteristics of newly generated instruc-099

tion data after a fixed number of expansion steps,100

and dynamically update the expansion prompts101

based on these features. This innovative approach102

effectively compels the LLM to break free from103

the “Fixed Thinking Pattern" and utilize a richer,104

more diverse vocabulary in expansion instructions.105

Experimental results indicate that our method sig-106

nificantly enhances both the individual and overall107

lexical diversity of the expansion dataset. Further108

experiments confirmed that the dataset generated109

by Global Eye enables LLaMA3-8B and LLaMA2-110

13B to outperform GPT-3.5 across several evalua-111

tion metrics.112

Our contributions can be summarized as follows:113

• We analyze the phenomenon of “Fixed Think-114

ing Patterns" in LLMs’ instruction expansion115

process, which significantly impacts the diver-116

sity of the expansion instruction dataset.117

• We propose a framework: Global Eye, which118

effectively breaks the “Fixed Thinking Pat-119

tern" by dynamically updating prompts during120

the instruction expansion process.121

• Experimental results demonstrated that the in- 122

struction dataset generated by our method has 123

higher lexical diversity and enabled models to 124

achieve better performance. 125

2 Fixed Thinking Pattern Phenomenon 126

2.1 Investigation in Expansion Datasets 127

We analyze multiple expansion datasets and their 128

source dataset (Alpaca), focusing on linguistic met- 129

rics and word frequency distribution. To mitigate 130

the influence of low-information words (e.g., ’of’, 131

’a’, ’an’), we only analyze the characteristics of 132

verbs and nouns. The expansion datasets include 133

evol-instruction (Xu et al., 2024) and Exp-GPT4 & 134

Exp-GPT3.5 made by union prompt set from fol- 135

lowing works (Wan et al., 2023; Zeng et al., 2024; 136

Xu et al., 2024). All expansion datasets’ quantities 137

are equal (70k). 138

Index Alpaca data Evol-Instruction Exp-GPT4 Exp-GPT3.5
Average

Fog 9.82 14.90 17.21 14.78
MTLD 36.08 65.11↑ 68.13↑ 63.27↑

Overall
Fog 10.69 15.07 17.09 14.38
MTLD 92.94 71.33↓ 87.75↓ 72.31↓

Table 1: For Fog and MTLD, higher values indicate
greater complexity or diversity.

2.1.1 Linguistic Metrics 139

We employed the FOG (Goh et al., 2007) to mea- 140

sure the complexity of instruction data and used 141

the MTLD, a length-robust metric (McCarthy and 142

Jarvis, 2010), to assess the lexical diversity of in- 143

structions. We analyzed the dataset from two per- 144

spectives: average values (calculated by averaging 145

the linguistic metrics for each instruction) and over- 146

all values (computed by combining all instructions 147

into a single text and calculating the linguistic met- 148

rics for the entire text). As shown in table 1, the 149

instruction complexity has significantly increased 150

across all levels, which is the primary reason for 151

the effectiveness of the expansion methods. How- 152

ever, the MTLD metric revealed a paradoxical phe- 153

nomenon: while the average MTLD increased sig- 154

nificantly, the overall MTLD decreased. This sug- 155

gests that LLMs tend to use similar expressions and 156

vocabulary during the expansion process, leading 157

to a decrease in the overall MTLD. 158

2.1.2 Word Frequency Distributions 159

The results reveal that in Evol-Instruction, words 160

used more than [1000, 5000, 10000] times account 161
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Figure 2: Distributions of words and verb-noun.

for [64.57%, 27.4%, 16.46%] of total word us-162

age. In contrast, these percentages for Alpaca are163

[33.18%, 8.84%, 0%]. We also analyze the ex-164

pansion dataset made by a single prompt (detailed165

setting and case-by-case analysis in appendixA.1).166

About 2,300 words appeared more than five times,167

accounting for 93% of the total word usage, while168

127 words were used over 100 times, making up169

59.8% of the total. This demonstrates the extreme170

word distribution led by existing works. Figure171

2 shows the distribution of high-frequency words172

and verb-noun combinations. It reveals that Evol-173

Instruction exhibits more polarized distributions of174

words. That suggests that during the expansion pro-175

cess, LLMs prefer a limited set of specific expres-176

sion patterns (i.e., particular verb-noun combina-177

tions) and words. The other two expansion datasets178

exhibit similarly, as shown in the appendixA.1.179

2.2 Theoretical Analysis180

2.2.1 Definitions and Precondition181

We define an instruction expansion process that in-182

cludes M prompts to guide the LLM in generating183

expansion instructions. The number of instructions184

to be expanded is N , and the set of all possible185

words is denoted as V . The set of high-frequency186

words generated by the t-th prompt is represented187

as Ht. The instruction expansion method satisfies188

the following prerequisites:189

• prerequisite 1 Expansion prompts number M190

of existing methods is always much smaller191

than the instruction number, with M ≪ N ,192

where M is always smaller than 10 and N193

larger than 50k.194

• prerequisite 2 Instructions generated by the 195

same prompt exhibit an uneven word fre- 196

quency distribution, as seen in section 2.2. 197

2.2.2 Words Distribution Convergence 198

As each expansion is independently generated by 199

the same LLM and prompt, these events can be con- 200

sidered independently and identically distributed. 201

Let Xi,v be the indicator variable for the occurrence 202

of the word v in the i-th expansion, where Xi,v is 203

distributed as a Bernoulli random variable with 204

parameter pv, Xi,v ∼ Bernoulli(pv). Here, Xi,v 205

equals 1 if the i-th expansion contains word v, and 206

0 otherwise. Define the total occurrence count SN 207

of word v over N expansions:SN =
∑N

i=1Xi,v. 208

According to probability theory, the expectation 209

and variance of SN are given by: 210

E[SN ] = N · pv;Var(SN ) = N · pv · (1− pv) 211

According to the Central Limit Theorem (CLT), 212

when using a single prompt to expand instructions, 213

for the sufficiently large number of expansions N , 214

the sample mean SN
N converges to the probability 215

pv, SN
N

a.s.−−→ pv, and prompt’s words distribution 216

converges to the multinomial distribution, where t 217

means t-th prompt: 218

Dt = Multinomial(p(t)v1 , p
(t)
v2 , . . . , p

(t)
v|V |) 219

Since each prompt is used with equal probability 220

during the instruction expansion process, the aver- 221

age occurrence probability Pv and the distribution 222

of words V converges can be expressed as: 223

Pv =
1

M

M∑
t=1

p(t)v ;D =
1

M

M∑
t=1

Dt 224

2.2.3 The Union Words Distribution 225

Let V be the set of all possible words and the Ht 226

be the set of high-frequency words generated by 227

t-th prompt. The union of the high-frequency word 228

sets H is: H =
⋃M

t=1Ht 229

Assume the size of each Ht is |Ht| ≤ k. Then 230

the size of the union H satisfies: |H| ≤ M · k. Ac- 231

cording to prerequisite 2, we know that typically 232

k is much smaller than |V |. According to prereq- 233

uisite 1, M is typically a small number, which 234

results in M · k and |V | being of different orders 235

of magnitude. 236

|H| ≤ M · k ≪ |V | 237
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Figure 3: Single expansion cycle of Global Eye. At the beginning of the expansion process, as no words are yet
prohibited, the prompt template does not include any prompt regarding forbidden words (as shown in the green
section of the figure). Only after first completing the statistics of banned words do we incorporate the relevant
prompts into the template.

Assume the total frequency of the high-238

frequency word set Ht satisfies: f(Ht) =239 ∑
v∈Ht

f(v) > α, where α is a threshold value.240

Since H is the union of all Ht sets, the total fre-241

quency of H satisfies:242

f(H) =
1

M

∑
f(Ht) > α243

Thus, the union of high-frequency words H is244

still much smaller than the total words and main-245

tains a high overall frequency, resulting in D re-246

maining an extremely uneven distribution.247

2.2.4 Conclusion248

We showed that repeatedly using a single prompt249

to expand instructions converges to a non-uniform250

word distribution. Due to the number of reasonable251

expansion prompts is far less than the number of252

expansions, the union word distribution remains253

extreme. This significantly impacts the diversity of254

the expansion dataset.255

2.3 Diversity of the Dataset Influences Model256

Performance257

Previous works(Xia et al., 2024; Bukharin and258

Zhao, 2023) have shown that removing duplicate259

instructions from existing datasets significantly en-260

hances the diversity of the datasets and improves261

model performance. This indicates that increasing262

the diversity of the dataset positively impacts the fi-263

nal performance of the model. Additionally, Figure264

5 demonstrates the relationship between the over-265

all MTLD values of the datasets and the model’s266

performance. We constructed datasets of the same267

quantity and similar complexity ( all data having a 268

Fog Index of approximately 19) but with different 269

MTLD values. The results indicate that enhancing 270

the lexical diversity of the dataset can effectively 271

improve the model’s final performance. 272

3 Method: Global Eye 273

3.1 Motivation 274

Although previous studies maintained the diversity 275

of datasets by deleting instructions, directly remov- 276

ing instruction data is extravagant for instruction 277

expansion. This practice results in the wastage of 278

substantial access costs associated with LLMs. The 279

goal of Global Eye is to break the “Fixed Thinking 280

Pattern" and enable LLMs to directly produce di- 281

verse datasets. We dynamically update all prompts 282

in Global Eye and prevent them from being ex- 283

cessively reused. Specifically, during the instruc- 284

tion expansion process, we analyze high-frequency 285

words in the expansion instructions at fixed steps. 286

We then update all prompts, prohibiting the LLM 287

from using these words in subsequent expansions. 288

This forces the LLM to use new words, thereby 289

breaking its fixed thinking patterns. 290

3.2 Definition of Instruction Expansion 291

Assuming we have an initial instruction dataset 292

D = (Ik, Rk)1≤k≤N , where Ik is the k-th instruc- 293

tion in D, Rk is the corresponding response for Ik, 294

and number of samples in D is N . In each cycle of 295

instruction expansion, we generate corresponding 296

extension instruction I(t+1) for each It in Dt, by 297

prompting LLM with an extension prompt. Then 298
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we use the same LLM to generate responses R(t+1)299

for I(t+1), which form a new instruction dataset300

Dt. After T cycles of expansion, we obtain a set of301

datasets [D1, D2, . . . DT ]. Through a final filtering302

stage, we derive the ultimate expansion instruction303

dataset DF , [D1, D2, . . . DT ]
filter−−−→ DF .304

3.2.1 Expansion process of Global Eye305

In this section, we introduce a single instruction306

expansion cycle of Global Eye, specifically the307

process that Dt → Dt+1. Figure 3 illustrates this308

cycle. We first introduce the base prompt template,309

which consists of four components: (1) Expansion310

Strategy Prompt, (2) Banned Word Prompt, (3)311

original instruction input position, and (4) expan-312

sion instruction output position. Based on previous313

work (Xu et al., 2024; Wan et al., 2023), Global314

Eye incorporates seven expansion strategies, with315

an example provided below (see appendix A.3 for316

other strategies). For each instruction expansion,317

Global Eye first randomly selects a strategy to fill in318

the expansion strategy prompt. Then, it populates319

the banned word prompt with the list of banned320

words. Next, we wrap the initial instruction with321

this template to prompt the LLM to generate the322

expansion instruction. After every M instruction323

expansions, Global Eye compiles an ordered list324

of high-frequency words from the cumulative ex-325

pansion instruction dataset, using this to update326

the banned word list. Notably, at the beginning327

of the instruction expansion process, the prompt328

template does not include the banned word prompt329

as there are no banned words. Only after the first330

compilation of banned words do we incorporate the331

banned word prompt into the template. When all332

instructions in Dt have been expanded, we use the333

same LLM to generate responses, thereby forming334

the final expansion instruction dataset Dt+1.335

Regarding the compilation of banned words,336

three points are worth emphasizing (more details in337

A.4): (1) These banned words consist of two parts:338

partially banned words Wp (high-frequency words339

from the most recent M expansion) and globally340

banned words Wg (high-frequency words from all341

expansion instructions). The merging order is as342

follows: first, the intersection of Wp and Wg, then343

the remaining words from Wg, and finally the re-344

maining words from Wp. The lengths of Wp and345

Wg are equal. This approach considers both global346

high-frequency words while also accounting for347

local high-frequency words. (2) We only count348

the frequency of verbs and nouns. This is to avoid349

the impact of high-frequency words with low in- 350

formation content (such as "of", "a", "an") on the 351

final performance. Additionally, the richness of 352

verbs and nouns to some extent reflects the diver- 353

sity of expression and vocabulary in the instruction 354

dataset. (3) The number of banned words inserted 355

into the prompt is determined by the union of sets 356

Wp and Wg. We recommend setting the length of 357

both to 4 (rationale provided in the ablation study). 358

Example of expansion strategy

1. The new prompt that requires only a sub-
set of the skills needed for the Given Prompt
described, focusing on a specific area of ex-
pertise.
2. Try not to repeat the verb for each instruc-
tion in the examples to maximize diversity.
3. The LENGTH and complexity of the
new prompt should be similar to that of the
Given Prompt.
4. The new prompt must be reasonable and
must be understood and responded by hu-
mans.

359

By dynamically updating the Banned Word 360

Prompt, we have achieved the following benefits: 361

(1) A significant increase in the total number of dis- 362

tinct prompts involved in the instruction expansion 363

process; (2) The presence of banned words forces 364

the LLM to use new words and expressions. These 365

effects align with our motivation and contribute to 366

breaking the fixed thinking patterns of the LLM. 367

3.3 Instruction Data Filter 368

After T cycles of Global Eye instruction expansion, 369

we obtain a set of datasets [D1, D2, . . . , DT ]. We 370

then filter these datasets to form the final dataset 371

DF . Our filtering process includes the following 372

three rules: 373

• Instruction keyword filtering: We remove the 374

instruction data containing expansion prompt 375

content such as "New prompt:" or "Given 376

Prompt is:". 377

• Instruction similarity filtering: We eliminate 378

instructions that are too similar to the original 379

ones. This is done using both rule-based fil- 380

tering (ROUGE-L score greater than 0.5) and 381

LLM-based filtering. 382

• Answerability filtering: We have observed 383

that data where the first 20 words of the re- 384
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sponse contain the keyword "sorry" typically385

represent instructions that the LLM cannot386

answer. Therefore, we remove these data.387

After filtering, we form the final dataset DF .388

Prompt of the LLM similarity Filter

Here are two Instructions to GPT4 AI, do
you think they are equal to each other,
which meet the following requirements:
1. They have same constraints and re-
quirments.
2. They have same depth and breadth of the
inquiry.
The First One: {}
The Second one: {}
Your Judgement (Just answer: Equal or Not
Equal. No need to explain the reason.):

389

4 Experiment390

4.1 Baselines391

Our baseline models include: (1) High-392

Performance Models: GPT3.5-turbo and393

GPT4-turbo, the advanced conversational AI394

models developed by OpenAI, trained on a large395

corpus of internet text data, demonstrating excep-396

tional natural language interaction capabilities. (2)397

Open source Model: Alpaca (Taori et al., 2023),398

a classic open-source LLM built by instruction399

tuning on the LLaMA model; Vicuna (Chiang400

et al., 2023), based on the LLaMA model and401

further fine-tuned on 70,000 user dialogue data,402

is one of the most advanced and general-purpose403

open-source instruction-following models; Tulu2404

(Wang et al., 2024), the most advanced open-source405

instruction fine-tuned models; WizardLM (Xu406

et al., 2024) and Auto-instruct (Zeng et al., 2024)407

provide extended instruction datasets; UltraLM408

and UltraLM v2 the powerful open-source models409

based on large-scale dataset of instructional410

conversations.411

4.2 Experiment Settings412

Based on GPT4, we applied Global Eye to per-413

form four rounds of instruction expansion on the414

Alpaca 52k dataset D, resulting in a total of 208k415

instruction data [D1, D2, D3, D4]. After filtering,416

we obtained a final set of 145k dataset DF . The417

banned word number we set is 4 and we update418

banned words for every 500 expansion steps. For419

a fair comparison with the baselines, we randomly420

sampled 70k instructions from the 145k instruc- 421

tions as our final training set, matching the training 422

data size of the control group settings. Similarly, 423

we have created another dataset containing 70k in- 424

struction data based on GPT-3.5 for comparative 425

experiments. For ease of initialization and compar- 426

ison, we initialized our model using the LLaMA2 427

13B base model and LLaMA3 8B base model. We 428

employed the Adam optimizer, with an initial learn- 429

ing rate of 2× 10−5. We train our model on A100 430

GPUs with Deepspeed Zero-3 for 3 epochs, and 431

the batch size is 8 for each GPU. 432

4.3 Result 433

4.3.1 Auto Evaluation 434

To comprehensively evaluate the performance of 435

the Global Eye, we compared our model against 436

baseline models on a series of LLM benchmarks. 437

The benchmarks we used include (1) AlpacaEval 438

and AlpacaEval2 (Dubois et al., 2024), a large 439

language model evaluation framework. (2) MT- 440

bench (Zheng et al., 2024), Using GPT-4 as the 441

evaluator, we score the multi-turn dialogue con- 442

tent generated by LLMs on a scale from 1 to 10. 443

(3)Vicuna-bench (Zheng et al., 2024), Using GPT-4 444

as the judge, we rate the responses generated by 445

LLMs on a scale of 1 to 10. (4)Wizard eval (Xu 446

et al., 2024), a test set that includes 218 real-world 447

human instructions, we use GPT-4 to assess the 448

quality of responses from LLMs compared to the 449

base model (GPT3.5). We also introduce Claude 450

3.5 as an evaluator, result seen in A.6. 451

The results are presented in the table 2. Com- 452

pared to open-source models, Global Eye (GPT-4 453

based) enabled both LLaMA2-13B and LLaMA- 454

8B to achieve outstanding performance, compa- 455

rable to that of GPT3.5-turbo. Notably, on our 456

dataset, the 8B model outperforms larger mod- 457

els with 13B parameters. This is a remarkable 458

achievement for LLMs of this scale. Furthermore, 459

Global Eye (GPT-3.5 based) also improved the per- 460

formance of both models, surpassing most open- 461

source models, which further emphasizes the effec- 462

tiveness and versatility of Global Eye. Compared 463

with other instruction expansion methods, our ap- 464

proach also demonstrated advantages. We also cre- 465

ated the Exp-ins dataset, which shares the same ex- 466

pansion process as Global Eye but does not include 467

the dynamic updating prompt. Considering the 468

cost, we employed gpt3.5 to construct this dataset. 469

Compared with Exp-ins, Global Eye(gpt3.5) exhib- 470
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Models Instruction Num Alpaca eval Alpaca eval2 MT-bench Vicuna-bench Wizard eval
High Performance Model

GPT4-turbo / 93.6 55.0 9.1 9.1 93.1
GPT3.5-turbo / 86.3 19.3 7.9 6.7 84.2

Open Source Model
UltraLM 13B 1500k 80.6 7.1 5.9 5.3 72.5
UltraLM v2 13B 1500k 86.3 9.1 6.3 6.7 76.1
Tulu 2 13B 326k 78.9 8.2 6.4 6.2 86.7
Vicuna 13B 70k 70.4 9.2 6.2 5.9 86.9

Model Based on Expansion Dataset and Source Dataset (Alpaca)
Alpaca 13b 52k 33.25 6.7 4.5 4.7 76.6
WizardLM 13B 70K 75.3 9.8 6.3 6.4 89.1
Auto-Evol 13B 70k 71.2 9.1 6.8 6.6 82.1
Exp-ins(LLaMA2 13b) 70k 73.8 9.2 6.1 6.3 88.1
Exp-ins(LLaMA3 8b) 70k 69.2 8.7 5.9 6.2 81.2

Global Eye Dataset, using GPT4
Global Eye(LLaMA2 13b) 70k 85.3∗ 22.3 7.1 7.7∗ 91.7
Global Eye(LLaMA3 8b) 70k 81.6 20.1∗ 6.8∗ 7.8 89.9∗

Global Eye Dataset, using GPT3.5
Global Eye(LLaMA2 13b) 70k 79.2 10.2 6.7 6.8 89.4
Global Eye(LLaMA3 8b) 70k 76.3 9.3 6.9 6.5 87.2

Table 2: For fairness, all expansion datasets in the table are derived from the Alpaca. The expansion process of
Exp-ins is consistent with Global Eye, except it does not include the dynamic updating prompt (the banned word
part). The highest-performing metrics are highlighted in bold, while the second-highest are marked with an asterisk.

Figure 4: Results of human evaluation.

ited significant advantages.471

4.3.2 Human Evaluation472

We conducted a human evaluation by using the473

Wizard Eval test set, which comprises 218 real-474

world human instructions from various sources.475

We recruited three highly educated annotators to476

assess the outputs of our Global Eye (GPT-4 base,477

LLaMA2-13B) model against other comparison478

models. For each annotator, outputs from two mod-479

els were presented in a randomized order to conceal480

their origins. The annotators were tasked with judg-481

ing wins, losses, or ties between pairs of outputs.482

The final results, as shown in Figure 4, demonstrate 483

that our model has a substantial advantage over 484

open-source models and performs comparably to 485

GPT-3.5. For a model with 13 billion parameters, 486

these results are highly satisfactory. This demon- 487

strates the high quality of instruction data generated 488

by Global Eye. 489

4.4 Ablation Study 490

4.4.1 Banned Word Number 491

In this section, we examine how varying the num- 492

ber of banned words affects the lexical diversity 493

of the final dataset and model performance. We 494

employ GPT-4 to execute Global Eye, setting the 495

number of banned words (both partially banned 496

words and globally banned words ) from 1 to 6. 497

Due to cost considerations, we extract a 10k sample 498

from the Alpaca dataset for expansion. We mea- 499

sure the overall MTLD values of these datasets 500

and use them to train the LLaMA2-13B model. 501

The results, as shown in Figure 5, indicate that a 502

banned word count of 4 achieves the optimal bal- 503

ance. This result aligns with our observation of 504

the datasets. When selecting a smaller number of 505

banned words, especially when set to 1, the banned 506

words chosen by Global Eye rotate among only a 507

few terms, such as "ensure" and "craft". However, 508
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Figure 5: Ablation of the number of banned words. The
relationship between overall MTLD and model perfor-
mance is also observed.

when the number of banned words exceeds 3, this509

situation improves significantly. Conversely, when510

the number of banned words becomes too large,511

the frequency of words in the banned word list can512

no longer be effectively suppressed.513

4.4.2 Break the Fixed Thinking Pattern514

In this section, we measure the metrics of the515

datasets produced in the main experiment to verify516

whether we have successfully broken the LLM’s517

fixed thinking patterns. From the linguistic perspec-518

tive, as shown in Table 3, all our datasets demon-519

strate significant improvements in both Fog and520

MTLD values compared to the original Alpaca521

dataset, in terms of both average and overall val-522

ues. Our datasets also maintain a lead in these two523

indicators compared to Evol-Instruction. More im-524

portantly, the expansion by Global Eye not only525

avoided a decrease in overall diversity but signifi-526

cantly enhanced it.527

Figure 6 illustrates the word distribution in the528

Global Eye (GPT-4 base) dataset. Compared to the529

distribution in Figure 2, our dataset shows marked530

improvements in the uniformity of both word531

and verb-noun combination distributions. Global532

Eye (GPT-3.5 base) exhibits similar characteristics,533

with details provided in the appendix. In conclu-534

sion, the data generated by Global Eye demon-535

strates significant advantages in terms of lexical536

diversity. This stems from its ability to force the537

LLM to use new words, thereby breaking fixed538

thinking patterns.539

5 Relate Work540

5.1 Instruction Expansion541

Building a large and high-quality instruction542

dataset is crucial for instruction tuning. Due to543

Index Alpaca data Evol-Instruction Global (GPT4) Global (GPT3.5)
Average

Fog 9.82 14.90 19.6 18.9
MTLD 36.08 65.11↑ 73.8↑ 76.94↑

Overall
Fog 10.69 14.78 19.32 18.8
MTLD 92.94 71.33↓ 190.16↑ 97.06↑

Table 3: The last two columns correspond to Global Eye
based on GPT-4 and GPT-3.5.

Figure 6: Distributions of words and verb-noun.

the high cost of manually annotating high-quality 544

instruction-response pairs, several studies have ad- 545

vocated for automated data generation processes 546

(Schick and Schütze, 2021; Slack et al., 2023). 547

Leveraging the prompting capability of LLMs 548

(Brown et al., 2020), such as GPT4 (Achiam et al., 549

2023), (Honovich et al., 2022) prompt LLMs with 550

seed instructions to generate synthetic instructions. 551

These synthetic instructions are then fed into more 552

powerful LLMs (such as ChatGPT) to generate 553

responses for training the target (usually smaller) 554

LLM (Taori et al., 2023). Other studies attempt to 555

expand existing instruction datasets. As a repre- 556

sentative work, (Xu et al., 2024; Wan et al., 2023) 557

designed a set of fixed operations to increase in- 558

struction complexity and control the difficulty of 559

generated data. Empirical studies by (Wan et al., 560

2023) further confirm the importance of instruction 561

complexity for LLM alignment. 562

6 Conclusion 563

This study first reveals the “Fixed Thinking Pat- 564

tern" in LLMs during instruction expansion pro- 565

cess. Specifically, LLMs tend to favor certain 566

words when expanding instructions, impacting the 567

diversity of expansion instruction datasets. We then 568

analyze the underlying causes of this phenomenon. 569

To address this issue, we propose a dynamic prompt 570

updating solution called Global Eye. This approach 571

compels LLMs to use a richer vocabulary for in- 572

struction expansion. Experimental results demon- 573

strate the effectiveness of our method. 574
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Limitation575

This paper introduces a method for dynamically up-576

dating prompts to expand instruction data: Global577

Eye. Although this approach significantly enhances578

the dataset’s lexical diversity and the final perfor-579

mance of the model, there is still room for further580

exploration in the method of updating prompts dy-581

namically. We plan to extend our approach by582

analyzing multi-dimensional features of the dataset583

(e.g., syntactic diversity, semantic variation) and584

employing more precise banned word selection585

strategies. These refinements will allow us to de-586

sign more sophisticated and adaptive prompt updat-587

ing mechanisms, further improving dataset diver-588

sity without compromising quality. While Global589

Eye focuses on enhancing general-purpose capabil-590

ities, its current design may require additional ad-591

justments (e.g., whitelisting domain-critical terms)592

for tasks that rely heavily on specialized vocabu-593

lary or context-specific prompts. We will explore594

dynamic, task-aware mechanisms to address such595

scenarios better in future work.596
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Figure 7: Distributions of words and verb-noun.

A Appendix714

A.1 Word Frequency Distributions of Normal715

Instruction Expansion716

In our experiment of the single prompt, we ex-717

panded 2,000 original instructions using a single718

prompt (first prompt in A.3), resulting in a total719

word count of 143k with 8k unique words. About720

2.3k words appeared more than five times, account-721

ing for 93% of the total word count, while 127722

words were used more than 100 times, making up723

59.8% of the total. We also do the same experi-724

ment for other prompts. The word distribution of725

expansion instruction generated by six out of seven726

prompts is extremely skewed. The only exception727

is the prompt that requires the LLM to generate728

expanded instructions from the original instruc-729

tion complements. Through detailed case-by-case730

analysis, we discovered that these prompts add ad-731

ditional conditions, complexity, and difficulty re-732

quirements to the instruction expansion. LLMs733

tend to use common words such as "ensure" and734

"provide" to impose new constraints on the original735

instructions, which are the main causes of cognitive736

fixation. Unfortunately, such prompts are essential737

in methods of instruction expansion.738

Figure 7 illustrates the distribution of high-739

frequency words and verb-noun combinations. The740

results indicate that Evol-Instruction demonstrates741

more polarized distributions in both individual742

words and verb-noun pairings. This suggests that743

during the instruction expansion process, LLMs ex-744

hibit a preference for specific expression patterns745

and vocabulary.746

Figure 8: Distributions of words and verb-noun in
Global Eye.

A.2 Word Frequency Distributions of Global 747

Eye 748

Figure 8 depicts the word distribution in the Global 749

Eye (GPT-3.5 base) dataset. In contrast to the dis- 750

tribution shown in Figure 7, our dataset exhibits 751

notably improved uniformity in both word and verb- 752

noun combination distributions. This analysis re- 753

veals that the data generated by Global Eye demon- 754

strates superior lexical diversity. This enhancement 755

can be attributed to the method’s capacity to com- 756

pel the LLM to employ a broader vocabulary, ef- 757

fectively disrupting established linguistic patterns. 758

A.3 Expansion Prompts 759

Example of prompt

I want you act as a Prompt Rewriter.
Your objective is to rewrite a given prompt
into a more complex version to make those
famous AI systems (e.g., chatgpt and GPT4)
a bit harder to handle.
But the new prompt must be reasonable and
must be understood and responded by hu-
mans.
Your rewriting cannot omit the non-text
parts such as the table and code in Given
Prompt. Also, please do not omit the input
in Given Prompt.
Please replace general concepts with more
specific concepts.
If The Given Prompt contains inquiries
about certain issues, the depth and breadth
of the inquiry can be increased.
Do not use the following common verbs
when constructing prompts: {}
Given Prompt: {}
Directly give me your new prompt without
explain (’Created Prompt’,’New Prompt’
are not allowed to appear):

760
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Example of prompt

[breakable] I want you act as a Prompt
Rewriter.
Your objective is to rewrite a given prompt
into a more complex version to make those
famous AI systems (e.g., chatgpt and GPT4)
a bit harder to handle.
But the new prompt must be reasonable and
must be understood and responded by hu-
mans.
Your rewriting cannot omit the non-text
parts such as the table and code in Given
Prompt. Also, please do not omit the input
in Given Prompt.
Please replace general concepts with more
specific concepts.
If The Given Prompt contains inquiries
about certain issues, the depth and breadth
of the inquiry can be increased.
Do not use the following common verbs
when constructing prompts: {}
Given Prompt: {}
Directly give me your new prompt without
explain (’Created Prompt’,’New Prompt’
are not allowed to appear):

761

Example of prompt

I want you act as a Prompt Creator.
Your goal is to draw inspiration from the
Given Prompt to create a brand new prompt.
This new prompt should belong to the same
domain as the Given Prompt but be different
and even more rare.
The skills required for the new prompt
should be designed to avoid overlapping
with the Given Prompt.
The new prompt is complementary to the
Given Prompt.
Try not to repeat the verb for each instruc-
tion in the examples to maximize diversity.
The LENGTH and complexity of the new
prompt should be similar to that of the
Given Prompt.
The new prompt must be reasonable and
must be understood and responded by hu-
mans.
Do not use the following common verbs
when constructing prompts: {}
Given Prompt: {}

762

Directly give me your new prompt without
explain (’Created Prompt’,’New Prompt’
are not allowed to appear):

763

Example of prompt

I want you act as a Prompt Rewriter.
Your objective is to rewrite a given prompt
into a more complex version to make those
famous AI systems (e.g., chatgpt and GPT4)
a bit harder to handle.
But the new prompt must be reasonable and
must be understood and responded by hu-
mans.
Your rewriting cannot omit the non-text
parts such as the table and code in Given
Prompt. Also, please do not omit the input
in Given Prompt.
Please replace general concepts with more
specific concepts.
You should try your best not to make the
new prompt become verbose.
Do not use the following common verbs
when constructing prompts: {}
Given Prompt: {}
Directly give me your new prompt without
explain (’Created Prompt’,’New Prompt’
are not allowed to appear):

764

Example of prompt

I want you act as a Prompt Creator.
Your goal is to draw inspiration from
the Given Prompt to create a fine-grained
prompt.
The new prompt that requires only a subset
of the skills needed for the Given Prompt
described, focusing on a specific area of ex-
pertise.
Try not to repeat the verb for each instruc-
tion in the examples to maximize diversity.
The LENGTH and complexity of the new
prompt should be similar to that of the
Given Prompt.
The new prompt must be reasonable and
must be understood and responded by hu-
mans.
Do not use the following common verbs
when constructing prompts: {}
Given Prompt: {}

765
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Directly give me your new prompt without
explain (’Created Prompt’,’New Prompt’
are not allowed to appear):

766

Example of prompt

I want you act as a Prompt Rewriter.
Your objective is to rewrite a given prompt
into a more complex version to make those
famous AI systems (e.g., chatgpt and GPT4)
a bit harder to handle.
But the new prompt must be reasonable and
must be understood and responded by hu-
mans.
Your rewriting cannot omit the non-text
parts such as the table and code in Given
Prompt. Also, please do not omit the input
in Given Prompt.
If The Given Prompt can be solved with just
a few simple thinking processes, you can
rewrite it to explicitly request multiple-step
reasoning.
You should try your best not to make the
new prompt become verbose.
Do not use the following common verbs
when constructing prompts: {}
Given Prompt: {}
Directly give me your new prompt without
explain (’Created Prompt’,’New Prompt’
are not allowed to appear):

767

Example of prompt

I want you act as a Prompt Rewriter.
Your objective is to rewrite a given prompt
into a more complex version to make
those famous AI systems (e.g., chatgpt and
GPT4) a bit harder to handle.
But the new prompt must be reasonable
and must be understood and responded by
humans.
Your rewriting cannot omit the non-text
parts such as the table and code in Given
Prompt. Also, please do not omit the input
in Given Prompt.
You SHOULD add one more con-
straints/requirements into Given Prompt
You should try your best not to make the
new prompt become verbose.
Do not use the following common verbs

768

when constructing prompts: {}
Given Prompt: {}
Directly give me your new prompt without
explain (’Created Prompt’,’New Prompt’
are not allowed to appear):

769

A.4 Details for Design 770

A.4.1 Why we choose the Top-k approach 771

over a frequency threshold 772

At the beginning of our study, we found that when 773

the banned word list becomes too long (e.g., ex- 774

ceeding 8 words), the words at later positions in the 775

list do not exhibit a significant reduction in their 776

usage frequency. This suggests that the effective 777

impact of the banned word list is limited to the first 778

few words. Our hypothesis is that LLMs assign 779

higher attention weights to a limited number of 780

tokens following the colon : in the banned word 781

prompt, and the attention diminishes for tokens 782

beyond a certain range. This behavior limits the 783

practical effectiveness of longer banned word lists, 784

regardless of how they are generated. 785

In ablation Studies, we measured the model’s 786

performance under different banned word list 787

lengths. The results show that when the banned 788

word list contains more than 4 words (correspond- 789

ing to a total list length more than 8), the perfor- 790

mance improvement plateaus. This finding aligns 791

with our hypothesis that the LLM cannot effectively 792

utilize longer banned word lists, as its attention 793

mechanism may prioritize only the first few tokens 794

in the list. 795

While using a frequency threshold could theoret- 796

ically produce a longer and more comprehensive 797

banned word list, the diminishing returns observed 798

with longer lists make this approach less practical. 799

By focusing on the Top-k most frequent words, we 800

ensure that the banned word list remains concise 801

and impactful. This approach strikes a balance 802

between maximizing the list’s effectiveness and 803

minimizing redundancy or inefficiency caused by 804

overly long lists. 805

A.4.2 About Wg and Wp 806

Purpose of Wg (Global List) and Wp (Local List): 807

Wg (Global List) is to suppress long-term repetitive 808

words, ensuring diversity across multiple expansion 809

cycles. Wp is dynamically updated after every fixed 810

number of expansion steps to reflect short-term 811

high-frequency words. 812
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Merging Order Rationale: Words closer to the813

colon (:) in the banned word prompt have a stronger814

suppression effect. Therefore, we carefully sort the815

words in the banned list to maximize their impact816

and balance both global and local diversity con-817

cerns. The overlapping words from both Wg and818

Wp placed first, as they are overused both glob-819

ally and locally. Next, remaining Wg words are820

added to suppress long-term global patterns and821

increase diversity. Finally, remaining Wp words822

are included to address short-term local patterns823

and adapt to recent data changes.824

Suppose:825

Wg = {A,B,C,D}826

Wp = {B,D,E, F}827

The merging process would result in the follow-828

ing banned word prompt:829

Banned words prompt: B (overlap), D (overlap),830

A (global), C (global), D (local), E (local), F (local)831

A.5 Costs of Implementing the Method832

We report the number of LLM queries required833

for dataset expansion. This cost is comparable834

to prior work on instruction expansion and does835

not introduce any additional overhead. Specifi-836

cally: The dynamic update of prompts (e.g., ban-837

ning high-frequency words) is computationally838

lightweight and does not require significant addi-839

tional resources beyond the instruction generation840

process itself. As such, the method is designed to841

be cost-efficient and scalable, in line with existing842

instruction expansion techniques. By leveraging843

the same computational setup as prior work, Global844

Eye achieves improved diversity without increasing845

implementation costs.846

A.6 Detailed Experiments847

A.6.1 More Ablation Studies848

We conducted ablation studies on a subset of the Al-849

paca dataset (2000 instructions) using four settings:850

(1)Without Wg: Only Wp was used; (2) Without851

Wp: Only Wg was used; (3) Random Merging: Wg852

and Wp were combined in a random order; (4) Pro-853

posed Method: Wg and Wp were merged in the854

order described in the paper.855

We evaluated MTLD metric. The results are856

summarized below:857

A.6.2 Experiments on Tasks with Specific858

Expressions859

We understand that specific tasks, such as rea-860

soning, often depend on certain phrases. To ad-861

Setting MTLD (Overall) MTLD (Average Per Instruction)
Without Wg 163.6 71.8
Without Wp 171.9 71.3
Random Merging 175.3 72.1
Proposed Method 191.2 71.9

Table 4: Ablation Study for Wp and Wg .

dress this concern, we conducted additional experi- 862

ments focused on tasks that heavily rely on specific 863

phrases. 864

We selected two specialized reasoning tasks: 865

(1) Mathematical reasoning: GSM8K dataset (ex- 866

panded version for training, evaluated on GSM8K 867

test set). (2) Code generation: Code Alpaca 2k 868

dataset (expanded version for training, evaluated 869

on HumanEval). 870

The goal was to test whether Global Eye can ef- 871

fectively handle tasks where instructions frequently 872

rely on domain-specific keywords (e.g., return”, in- 873

teger”, “string”). We selected these tasks because 874

they represent two common reasoning scenarios: 875

logical reasoning (e.g., mathematical proofs) and 876

domain-specific reasoning (e.g., code generation). 877

Two configurations of Global Eye were evaluated: 878

• Original Global Eye: Using the classic Top-k 879

banned word list. 880

• Modified Global Eye with a whitelist: A 881

whitelist was created to preserve domain- 882

specific words. The whitelist was constructed 883

based on the following: 884

– Collect words that appear more than 20 885

times in the original training dataset. 886

– Use an LLM (GPT 4) to filter task- 887

relevant words as the final whitelist. 888

We choose LLaMA2 13b as our base model. The 889

results are summarized in the table below: 890

Task Source Dataset Original Global Eye Global Eye with Whitelist
(GPT 4) (GPT 4) (GPT 4)

Math 57.3 67.2 71.4
Code Gen 56.8 63.5 68.8

Table 5: Experiments on tasks with specific expressions

We further analyzed specific cases to understand 891

the behavior of Global Eye. When the word “string” 892

was banned: (1) The LLM replaced string” with the 893

shortened form str” or reformulated the instructions 894

to avoid mentioning string” directly. (2) In rare 895

cases, where both string” and str” were banned, 896

the LLM either failed to expand the instruction 897
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Models Alpaca Eval Alpaca Eval2 MT-Bench Vicuna-Bench Wizard Eval
LLaMA2 13B tuned on Source Dataset 34.1 5.9 4.2 4.8 77.3
LLaMA3 8B tuned on Source Dataset 31.2 5.2 4.6 3.2 72.6
WizardLM 13B 72.6 7.2 6.1 6.3 88.5
Auto-Evol 13B 71.7 8.9 6.4 6.6 85.8
Exp-ins 13B (GPT3.5) 74.7 9.3 6.5 6.2 87.1
Exp-ins 8B (GPT3.5) 70.2 8.8 5.8 6.2 82.2
Global Eye 13B (GPT3.5) 78.3 10.9 7.1 6.7 89.4
Global Eye 8B (GPT3.5) 75.9 8.9 6.7 6.9 86.2
Exp-ins 13B (GPT4) 84.6 17.9 7.1 7.3 88.9
Exp-ins 8B (GPT4) 81.3 14.1 6.8 6.9 86.7
Global Eye 13B (GPT4) 87.3 23.4 7.4 8.1 90.4
Global Eye 8B (GPT4) 83.6 20.3 7.1 7.4 89.9

Table 6: Evaluations Judged by Claude 3.5 (All datasets expanded from Alpaca)

(outputting sorry”) or ignored the banned word898

requirement and used “string” regardless.899

With the whitelist in place, these issues were900

resolved as task-critical keywords (e.g., “string”)901

were preserved, allowing the LLM to focus on cre-902

ating more diverse task formulations without com-903

promising task relevance.904

The whitelist mechanism significantly improves905

Global Eye’s performance on tasks that rely on906

domain-specific phrases, such as mathematics and907

code generation. Even without the whitelist, Global908

Eye does not degrade instruction expansion per-909

formance compared to prior instruction expansion910

methods. The inclusion of the whitelist allows911

Global Eye to better align with task-specific needs912

by preserving critical keywords while maintaining913

diversity in instruction expansion.914

A.6.3 Evaluations Judged by Claude 3.5915

These results demonstrate that the banned word916

mechanism contributes significantly to perfor-917

mance gains, regardless of whether GPT3.5 or GPT-918

4 is used to generate the dataset. It also validates919

the robustness and credibility of our findings.920

Removing either Wg or Wp reduced diversity,921

confirming the necessity of both lists. The pro-922

posed merging order achieved the highest MTLD923

scores, validating its importance.924
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