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Abstract

Multimodal large language models (MLLMs) have achieved remarkable progress in
video understanding. However, hallucination, where the model generates plausible
yet incorrect outputs, persists as a significant and under-addressed challenge in the
video domain. Among existing solutions, activation engineering has proven suc-
cessful in mitigating hallucinations in LLMs and ImageLLMs, yet its applicability
to VideoLLMs remains largely unexplored. In this work, we are the first to sys-
tematically investigate the effectiveness and underlying mechanisms of activation
engineering for mitigating hallucinations in VideoLLMs. We initially conduct an
investigation of the key factors affecting the performance of activation engineering
and find that a model’s sensitivity to hallucination depends on temporal varia-
tion rather than task type. Moreover, selecting appropriate internal modules and
dataset for activation engineering is critical for reducing hallucination. Guided by
these findings, we propose a temporal-aware activation engineering framework for
VideoLLMs, which adaptively identifies and manipulates hallucination-sensitive
modules based on the temporal variation characteristic, substantially mitigating
hallucinations without additional LLM fine-tuning. Experiments across multiple
models and benchmarks demonstrate that our method markedly reduces hallucina-
tion in VideoLLMs, thereby validating the robustness of our findings2.

1 Introduction

Large language models (LLMs) [1, 27, 48, 72, 3] have witnessed explosive growth in recent years,
revolutionizing the field of artificial intelligence with remarkable capabilities in understanding
and generating human language. This success has naturally extended to multimodal domains,
where LLMs are adapted to process and reason about diverse data types beyond text [19, 53, 32,
64, 84]. Particularly noteworthy is the emergence of Multimodal LLMs (MLLMs) in the image
domain (ImageLLMs) [40, 31, 49, 5] that integrate visual and spatial perception with language
understanding, and in the video domain (VideoLLMs) [6, 80, 47, 53], which further capture temporal
dynamics to enable comprehensive video understanding through joint spatiotemporal modeling.

Despite their impressive performance, MLLMs inherit and even amplify the hallucination issues
prevalent in LLMs [7, 76, 78, 60]. ImageLLMs frequently hallucinate non-existent objects [59],
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misidentify visual elements [28, 39], or fabricate spatial relationships [70]. In the video domain, the
additional temporal dimension substantially exacerbates hallucination problems [52]. VideoLLMs
often confabulate events that never appear in the footage [82], misinterpret action sequences [41], or
fail to maintain temporal consistency [17, 69], which creates increasingly complex challenges.

To alleviate the hallucination issues in VideoLLMs, researchers have proposed various approaches
that broadly fall into two categories: model fine-tuning methods [52, 4, 66, 38] and train-free
methods [63, 79, 41, 82]. Model fine-tuning approaches necessitate additional training, either by
training on carefully curated datasets [73] or by training auxiliary modules [52] specifically designed
to mitigate hallucination. However, these methods face significant challenges, notably the labor-
intensive collection of high-quality datasets and the heavy computational cost of training large
models. Consequently, train-free methods have emerged as alternative solutions, encompassing
self-feedback mechanisms [79], contrastive decoding strategies [82], and techniques that leverage
auxiliary information [41]. Such train-free approaches offer the advantage of improving hallucination
mitigation without necessitating costly retraining or extensive data collection efforts.

Activation engineering [50, 85, 44, 9] is an emerging techniques that manipulate model activations
during inference to influence model behavior. This approach has been widely applied in domains such
as truthfulness control [45] and sentiment modulation [65, 36]. Recently, researchers have begun to
explore its application in mitigating hallucinations in LLMs [45] and ImageLLMs [12, 51]. These
works indicate that activation engineering can better leverage correlations, reduce hallucinations
without introducing additional side effects, while requiring fewer extra resources. However, its
feasibility in the context of VideoLLMs remains an open question.

In this work, we introduce activation engineering to mitigate hallucinations in VideoLLMs for the first
time and conduct a systematic investigation into its feasibility and underlying mechanisms, aiming
to identify the key factors that influence its effectiveness. Our findings demonstrate that the two
variants of activation engineering exhibit similar performance under any given dataset, indicating
no essential difference between them. Furthermore, we reveal that the hallucination sensitivity of
internal modules in VideoLLMs is strongly correlated with the temporal variation characteristics of
tasks, rather than the task type. Moreover, selecting appropriate modules and datasets for activation
engineering is crucial for effectively mitigating hallucinations.

Based on these findings, we propose a temporal-aware activation engineering framework that adap-
tively identifies and manipulates hallucination-sensitive modules according to temporal variation
characteristics. Specifically, we divide the temporal variation characteristics of videos into temporal-
invariant and temporal-variant, and design a fully automated pipeline to collect high-quality datasets
for each characteristic. Next, we train a lightweight classifier to predict the temporal variation of a
given input. Guided by the classifier, we select the corresponding dataset to identify hallucination-
sensitive modules in the VideoLLM and apply activation engineering to mitigate hallucinations. Our
experiments demonstrate the effectiveness of our method, yielding consistent gains across multiple
benchmarks (e.g., up to +5.52% on VidHalluc [41] and up to +24.21% on EventHallusion [82]) and
across diverse models, including Video-LLaVA [47], VideoLLaMA2 [16], and Qwen2.5-VL [6].

In summary, our primary contributions are as follows:

• We are the first to introduce activation engineering to mitigate hallucinations in VideoLLMs
and conduct a systematic investigation into its feasibility and intrinsic mechanisms.

• Our study reveals that the hallucination sensitivity of internal modules in VideoLLMs is
strongly correlated with temporal variation, e.g., temporal changes within videos.

• We propose an effective activation engineering framework, which employs a fully automated
dataset construction pipeline and a temporal variation classifier to guide module selection.

• Extensive experiments across multiple models and benchmarks demonstrate that our method
significantly reduces hallucinations without any additional LLM training, while validating
the correctness of our findings.

2 Related Work

In this section, we briefly introduce the background of MLLMs, hallucinations in MLLMs, and
Activation Engineering. A more detailed version is provided in Appendix A.
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2.1 MLLMs for Video Understanding

Following the success of Large Language Models (LLMs) [8, 18, 26, 48], researchers have extended
them to incorporate visual inputs, giving rise to multimodal LLMs (MLLMs)[2, 14, 43]. In the
video domain, frames are typically divided into patches treated as tokens[21], then processed by a
temporally visual encoder and aligned with the LLM token space via a non-linear module [47, 6, 80].
For example, Video-LLaVA [47] uses time-sensitive attention to capture frame-wise dynamics; the
VideoLLaMA series [81, 16, 80] leverages Q-formers [42] or convolutional downsampling to extract
temporal features while reducing token count; and Qwen2.5-VL [6] applies dynamic frame rate
training with absolute time encoding to support resolution and frame rate adaptation.

2.2 Hallucinations in MLLMs

Despite their strong performance, MLLMs often suffer from hallucinations [60, 78, 7], generating
inaccurate or fabricated responses due to misinterpretation of input data. To address this in the
image domain, two main strategies have emerged: training-based and training-free methods. The
former improves alignment through additional data [34, 35, 24], but incurs high computational costs.
The latter mitigates hallucinations during inference without retraining [74, 10, 67]. For instance,
Volcano [38] use self-feedback to refine outputs, while VCD [39] apply contrastive decoding [46] to
suppress hallucinated tokens. Other approaches include hallucination detection and correction [15,
29], and boosting visual grounding via auxiliary signals like attention maps [83, 33, 11].

When extending MLLMs to the video domain, hallucination becomes more challenging due to
temporal dynamics [52, 69]. To address this, researchers have improved image-based techniques, such
as collecting high-quality datasets for fine-tuning [52, 38], applying self-feedback [79], leveraging
contrastive decoding [82], correcting hallucinations [22], and incorporating auxiliary signals to
enhance video understanding [41]. For example, Vript [73] retrains the model on a 12k-sample
dataset to reduce hallucinations; TCD [82] uses contrastive decoding to suppress hallucinated tokens;
and DINO-HEAL [41] re-weights video embeddings using attention maps from a DINO [54] model.
Concurrently, benchmarks like VidHal [17], EventHallusion [82], and VidHalluc [41] have been
proposed to evaluate hallucination across different aspects. Despite these efforts, hallucination in
VideoLLMs remains relatively under-explored compared to the image domain.

2.3 Activation Engineering

Activation engineering [65, 85, 44, 30, 58] refers to manipulating the activations within a model to
control its behavior. Prior works have demonstrated its effectiveness on truthfulness [45], formality
transfer [50], sentiment control [65, 36] and refusal behavior control [9].

ITI [45] was the first to apply this technique to mitigate textual hallucinations in LLMs by computing
activation vectors from normal samples and hallucination-inducing samples, and injecting them into
the multi-head attention layers during inference to suppress hallucinated content. More recently,
several studies have extended activation engineering to address hallucinations in MLLMs for image-
related tasks [51, 12]. Specifically, ICT [12] computes image-level and object-level vectors to reduce
both global and local hallucinations. VTI [51] builds upon this by injecting activation vectors into
both the vision encoder layers and the LLM layers, thereby mitigating hallucinations more effectively.

However, the feasibility of applying it to VideoLLMs remains an open question. In this paper, we
explore the applicability of activation engineering for mitigating hallucinations in VideoLLMs.

3 Temporal Variation Matters in Activation Engineering

In this section, we investigate the internal mechanisms of activation engineering and how key factors
influence its effectiveness in mitigating VideoLLM hallucinations under varying conditions.

3.1 Preliminary

Activation Engineering. Activation engineering mitigates hallucinations by computing offset vectors
between normal and hallucination-inducing prompts, then injecting these averaged vectors into
specific modules in the model during inference to guide the model toward non-hallucinated outputs.
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Figure 1: Overview of two common activation engineering variants.

To enable it, we need to construct a dataset D = {(x(i)
n , y(i)), (x

(i)
h , y(i))}|D|

i=1, where x
(i)
n and x

(i)
h

are normal and hallucination-inducing prompts, respectively, paired with a shared ground-truth
response y(i). Each pair is fed into the model, and the vectors at the final token position are extracted
from N modules, yielding v

(i,j)
n and v

(i,j)
h for module j = {1, ..., N}. We define the offset vector

v(i,j) = v
(i,j)
n − v

(i,j)
h to capture the latent deviation induced by hallucinations. Aggregating across

the dataset gives V(j) = {v(i,j)}, after which an average offset vector v(j) =
∑|D|

i=1 v
(i,j)/|D| is

computed per module and later injected during inference to mitigate hallucinations.

As shown in Figure 1, activation engineering is divided into Attention Head Engineering and Layer
Engineering, based on the target modules. The former operates at the attention head level, and the
latter operates at the transformer layer level. Taking Attention Head Engineering as an example,
for an LLM with L layers and M heads per layer, L × M offset vectors can be computed. Prior
work [45] suggests only a subset of heads are strongly hallucination-sensitive; thus, instead of using
all heads, we selectively focus on the most sensitive ones to reduce computation.

To identify these, we train a binary classifier for each attention head j using its vector set V(j)
nh =

{v(i,j)n , v
(i,j)
h }. The top-K heads with the highest classification accuracy are retained, and offset

vectors are computed and applied only to these during inference. See Appendix B for more details.

Temporal Variation Characteristic [61, 86]. A video is considered to exhibit temporal-invariant
characteristic when it primarily involves fine-grained events without significant scene changes or
temporal dynamics. Conversely, a video is regarded as having temporal-variant characteristic when it
contains multiple events with substantial scene transitions and temporal variations.

Evaluations. Due to its diversity and comprehensive coverage, we adopt the VidHalluc [41] bench-
mark as our evaluation benchmark. Within VidHalluc, BQA and MCQ emphasize fine-grained
action comprehension and thus possess temporal-invariant characteristic, while STH and TSH target
temporal scene transitions and thus possess temporal-variant characteristic. Additionally, these tasks
span distinct task types: BQA (binary judgment), MCQ (multiple choice), STH (question answering),
and TSH (ranking). We adopt VideoLLaMA2 [41] as the base model for evaluation.

3.2 Frame Reduction Induces Hallucination
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Figure 2: Frame reduction amplifies
hallucinations in VideoLLM. Rate de-
notes the frame downsampling rate.

Activation engineering requires a collection of normal
prompts and hallucination-inducing prompts to compute ac-
tivation vectors. Following TCD [82], for a given sample
(m, q, y), where m denotes the input video, q represents the
question, and y is the corresponding response, the normal
prompt xn is constructed by concatenating the video and the
question, e.g., xn = (m, q). To generate a hallucination-
inducing prompt xh, we apply the frame downsampling tech-
nique to the video m and use the downsampled video md

combined with the same question q as xh, e.g. xh = (md, q).

To validate the effectiveness of this strategy, we evaluate
VideoLLaMA2 on the VidHalluc under different frames. As
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shown in Figure 23, the model’s performance consistently degrades as the number of frames de-
creases, indicating an increased degree of hallucination. This supports the validity of using frame-
downsampled videos as hallucination-inducing prompts.

3.3 Hallucination Sensitivity Correlates with Temporal Variation Not Task Type
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(a) Layer-wise mean binary-classifier accuracy across
attention heads trained on vector sets Vnh,∗.
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Figure 3: Binary-classifier performance trained on vector sets Vnh,∗ from different task types. (b)
shows results for Vnh,S with the remaining results presented in Figures 8 and 9 of Appendix F.

To further investigate, we take Attention Head Engineering as a case study. Specifically, we sample a
fixed number of examples from each of BQA, MCQ, STH, and TSH, and construct corresponding
datasets D∗ = (m∗, q∗, y∗), where ∗ ∈ {B,M,S, T}. For each example, we use the original video
and question as the normal prompt xn,∗ = (m∗, q∗), and construct a hallucination-inducing prompt
xh,∗ = (m′

∗, q∗), where m′
∗ is obtained by downsampling the original video frames by a factor of 4.

We then use D∗ to extract the vectors from each attention head in VideoLLaMA2 and obtain the
vector set V(j)

nh,∗ = {v(i,j)n,∗ , v
(i,j)
h,∗ } for every head j. Each vector set V(j)

nh,∗ is split into a training set
and a validation set. For each attention head j, we train a binary classifier using the training set
to determine whether the input vector v originates from a hallucination-inducing prompt. Finally,
we evaluate each classifier on the corresponding validation set. The results of binary classifiers
individually trained on each of the four vector sets Vnh,∗ are shown in Figures 3, 8, and 9(a).

We observe two key findings from the results. First, based on the results shown in Figures 3(b), 8,
and 9(a), for all tasks types, the attention heads within each transformer layer exhibit highly similar
performance, That is, the classification accuracy of the M attention heads within the same layer is
nearly identical. This suggests that the attention heads within a transformer layer share a similar
capacity for perceiving hallucinations, which contrasts with prior studies [45].

Second, as illustrated in Figure 3(a), for tasks that have the same temporal variation characteristics
but different task types, such as BQA and MCQ which possess temporal-invariant characteristic, the
attention heads demonstrate similar capabilities in hallucination detection. Specifically, the accuracy
trends of their corresponding classifiers are consistent. This indicates that the internal modules’
hallucination sensitivity is task type agnostic, meaning their ability to perceive hallucinations
does not depend on the task type (e.g., binary classification or multiple-choice). Instead, these
modules’ hallucination sensitivity is correlated with the temporal variation characteristics of
tasks, indicating that internal modules of the model (e.g., attention heads or layers) that effectively
detect hallucinations vary according to the temporal variation characteristics of tasks. We also provide
an intuitive explanation of this phenomenon in Appendix C.

3.4 Module Selection Determines Activation Engineering Performance

Next, we evaluate the Attention Head Engineering on the VidHalluc using each dataset D∗. Specifi-
cally, we select the top-K attention heads with the highest classification accuracy based on the binary
classifiers introduced in Section 3.3. For each head jk, k = {1, 2, ...,K}, we compute the offset
vector set V(jk)

∗ using the corresponding vector set V(jk)
nh,∗. During inference with the VideoLLM, we

apply activation engineering to the selected K attention heads. The results are presented in Table 1.

3Unless otherwise specified, Baseline in this paper refers to direct evaluation of the VideoLLM.
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Table 1: Results of Attention Head Engineering and Layer Engineering on VidHalluc using different
datasets. "Attn Head" denotes Attention Head Engineering, while "Layer" denotes Layer Engineering.

Datasets BQA MCQ STH TSH

Attn Head Layer Attn Head Layer Attn Head Layer Attn Head Layer

Baseline 75.77 75.77 83.55 83.55 56.55 56.55 58.17 58.17
DB 76.82 74.77 83.70 83.33 54.28 49.55 56.83 55.33
DM 78.29 76.07 83.77 83.70 54.38 46.59 56.67 54.83
DS 77.22 76.13 83.89 83.75 66.37 60.52 59.00 58.83
DT 79.45 81.57 83.49 83.58 64.88 66.38 58.50 57.83

It can be observed that when Attention Head Engineering is performed using datasets with the same
temporal variation characteristics as the task, such as using DB for the MCQ task, it consistently
produces positive effects. In contrast, when using datasets that have different temporal variation
characteristics than the task, the effectiveness becomes inconsistent. Specifically, compared to the
Baseline, using DB or DM for the STH or TSH tasks leads to a decline in performance, whereas
applying DS or DT for the BQA or MCQ tasks results in improved performance.

Further examination of Figure 3(a) reveals an asymmetry in hallucination sensitivity across tasks with
different temporal variation characteristics. The attention heads that are sensitive to hallucinations in
the STH or TSH tasks also exhibit sensitivity to hallucinations in the BQA or MCQ tasks. However,
the attention heads that are sensitive in BQA or MCQ tasks do not exhibit the same sensitivity in
STH or TSH tasks. Therefore, the offset vector sets VS and VT remain effective when applied to
BQA and MCQ tasks, while the VB and VM are ineffective for STH and TSH tasks.

Table 2: Results of Attention Head
Engineering on STH and TSH tasks
using different dataset and selected
attention heads combinations.

Datasets STH TSH

Baseline 56.55 58.17
DB +AS 59.37 58.50
DM +AS 65.98 59.33

To further validate this hypothesis, we apply Attention Head
Engineering to the STH and TSH tasks using the selected at-
tention heads AS from DS and the corresponding offset vector
sets VB and VM . The results are presented in Table 2. It can be
observed that Attention Head Engineering continues to yield
positive effects. This indicates that the offset vector sets com-
puted from attention heads with strong hallucination sensitivity
across tasks with different temporal variation characteristics,
such as those in the deeper layers shown in Figure 3(a), can
be used interchangeably. In contrast, offset vector sets derived
from attention heads with temporal variation specific hallucination sensitivity, such as those in the
shallow layers shown in Figure 3(a), cannot be used across tasks with different temporal variation
characteristics. Therefore, carefully selecting appropriate attention heads for each task based on
its temporal variation characteristics is essential for the effectiveness of activation engineering.

3.5 Attention Head Engineering and Layer Engineering Exhibit Similar Trends

Next, we evaluate the Layer Engineering on the VidHalluc using each dataset D∗. The results are
shown in Table 1. It can be observed that the performance of Layer Engineering closely resembles
that of Attention Head Engineering. Furthermore, as shown in Section 3.3, attention heads within
the same layer exhibit similar sensitivity to hallucinations. This suggests that Attention Head
Engineering and Layer Engineering may be intrinsically equivalent, as both methods achieve
consistent effects when applied during model inference using the same dataset.

3.6 Mixed Dataset Produces Moderate Effects Across All Tasks

Table 3: Results of Attention Head Engineering
on VidHalluc using mixed dataset.

Datasets BQA MCQ STH TSH

Baseline 75.77 83.55 56.55 58.17
D 76.02 83.58 59.46 58.33

Finally, we combine the four datasets D∗ into a
mixed dataset D, and evaluate the Attention Head
Engineering on the VidHalluc using D. As shown
in Table 3, the mixed dataset leads to consistent
performance improvements across all four tasks.
However, the magnitude of improvement is smaller
compared to the results reported in Table 1.
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We further visualize the classification performance of each attention head based on the mixed dataset,
as indicated by the purple curve (labeled Vnh) in Figure 3(a). It can be observed that the attention
heads identified as sensitive to hallucinations from D partially overlap with those selected from DB

and DM , and partially with those from DS and DT . As a result, when applying activation engineering,
only a subset of the selected attention heads aligns with those effective for each specific task. This
partial mismatch ultimately leads to less significant improvements compared to those in Table 1. This
indicates that naïvely mixing dataset from tasks with different temporal variation characteristics
does not lead to further performance gains across tasks. Instead, compared to using task-specific
datasets, it results in a trade-off that balances performance between tasks.

Consequently, it is necessary to construct separate datasets for tasks with different temporal variation
characteristics to enable the selection of effective modules and the computation of corresponding
offset vector sets to fully leverage the potential of activation engineering.

4 Temporal-Aware Activation Engineering: Method and Experiments

GPT-4o

(𝑝 > 𝜏)

Automated 

Data Cleaning

Frame Count 

Sorting

𝐷0 𝐷1

Interval Sampling 

(Frames < T)

Interval Sampling
𝐷𝑡

𝐷𝑎
𝐷𝑡
𝑎

temporal-invariant

GPT-4o

(𝑝 > 𝜏)
𝐷𝑡
𝑓

temporal-variant

(a) Automated Dataset Collection Pipeline for Diverse Tasks 

𝐷𝑡
𝑎

𝐷𝑡
𝑓

T
em

p
o

ral V
ariatio

n
 

C
lassifier

B
C

E
 L

o
ss

(b) Classifier Training Framework

Figure 4: Automated dataset collection pipeline and temporal variation classifier training framework.

In this section, we construct temporal-aware activation engineering framework based on the findings
of Section 3. The overall framework is illustrated in Figure 4. We then evaluate our method through
comprehensive experiments across various models and benchmarks, demonstrating its effectiveness
in reducing hallucinations, thereby substantiating our findings.

4.1 Temporal-Aware Activation Engineering Framework

Basic Task Dataset Processing. Unlike earlier studies [12, 51] that draw only from benchmark
subsets, we leverage an existing open-source VQA dataset to preserve data diversity while preventing
the performance inflation that arise from benchmark leakage. Specifically, we refrain from reusing
the benchmark sources employed in Section 4.2 and instead adopt the ShareGPT4Video dataset [13]
as our base collection, denoted as D0 = {(mi, qi, yi)}Ni=1. According to Section 3.3, hallucination
sensitivity of the model’s internal modules is task type agnostic. Therefore, we directly keep the
original video description as the task type in our dataset.

Consistent with the finding in Section 3.3, the decisive factor for the hallucination perception
capability of modules is the temporal variation characteristics of tasks. We therefore divide video
understanding tasks into two sub-tasks: the task with temporal-invariant characteristic and the task
with temporal-variant characteristic, and we prepare distinct datasets for each task.

Since activation engineering requires only a small amount of high-quality data, we clean D0 to obtain
approximately 10k samples in D1, with details in Appendix D.1. Then the videos in D1 are then
sorted by frame count. To capture a wide temporal span without processing the entire D1, we select
samples at uniform intervals, yielding 1k videos that form the candidate pool for the temporal-variant
task, denoted Dt. For the temporal-invariant task, whose videos are typically short, we discard any
video in D2 whose frame count exceeds a threshold T , and again apply uniform-interval sampling to
obtain 1k candidates, resulting in the dataset Da. In our experiments, T is set to 200.

Filtering Datasets for Distinct Tasks. The two candidate datasets Da and Df undergo an additional
refinement stage. Guided by the prompt illustrated in Figure 7 in Appendix D.2, GPT-4o [32]
evaluates every sample in Da and Dt, judging whether its characteristic is temporal-invariant or
temporal-variant. Any entry for which the model assigns a Yes/No confidence below τ is removed
to eliminate ambiguous cases. In Da, only samples classified as temporal-invariant are preserved,
yielding Df

a . In contrast, Dt retains solely the temporal-variant samples; the temporal-variant items
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that are excluded from Da are also merged into this set, producing Df
t . Statistics regarding Df

a and
Df

t can be found in Appendix D.3.
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Temporal Variation Classifier Training. To deter-
mine the temporal variation characteristics of a given
(m, q) pair, we train a temporal variation classifier θ on
Df

a and Df
t . We randomly sample 400 instances from

each dataset as the training set and use the remaining
samples for validation. Each (m, q) is fed into the clas-
sifier, which is optimized with a binary cross-entropy
loss. The model that attains the highest validation ac-
curacy is adopted as the final classifier.

To avoid additional latency during VideoLLM infer-
ence, the classifier’s execution is overlapped with the model’s forward pass. Specifically, (m, q)
is supplied in parallel to both the VideoLLM visual encoder and classifier θ. Once the classifier
returns classification result, the corresponding pre-computed offset vector set from either Df

a or Df
t

is selected and injected into the LLM to continue the inference process. Because these offset vector
sets are computed only once per VideoLLM, no extra runtime overhead is introduced. The complete
inference process is illustrated in Figure 5.

4.2 Experimental Settings

Benchmarks. We assess the effectiveness of our method on two representative benchmarks. (a) Vid-
Halluc [41] is a comprehensive benchmark for measuring hallucination in VideoLLMs. It covers
three dimensions, action, temporal sequence, and scene transition, and comprises four task types:
BQA, MCQ, STH, and TSH. For STH, the evaluation metric is an overall score obtained by a
weighted combination of binary-classification task and the description task; the other three subtasks
are evaluated purely by the accuracy of their respective tasks. (b) EventHallusion [82] is a recently
proposed benchmark targeting hallucinations about events. It contains three subtasks, Entire, Mix,
and Misleading, whose evaluation metric is binary-classification accuracy.

Models and Baselines. We adopt three VideoLLMs, Video-LLaVA [47], VideoLLaMA2 [16], and
Qwen2.5-VL [6], as baseline models. For comparison, we include two inference-time hallucination-
mitigation methods, TCD [82] and DINO-HEAL [41]. TCD applies contrastive decoding to Vide-
oLLMs, whereas DINO-HEAL re-weights video features using attention weights produced by DINO.
In addition, we employ CGD [20] and VTI [51], two representative contrastive decoding methods
in the image domain, as comparative methods for evaluation on the VidHalluc benchmark. Since
both CGD and VTI were originally proposed for image-based scenarios, we extend them to the video
domain with several adaptations. Detailed implementation procedures are provided in Appendix E.

Implementation details. Unless explicitly stated otherwise, all experiments employ Attention Head
Engineering as our primary method. For each VideoLLM, we pre-compute the Top-K attention-heads
and the corresponding offset vector sets from Da and Dt. To ensure reproducibility, all methods
use greedy decoding. Hyperparameters are tuned via grid search to systematically explore critical
settings. Additional experimental details are provided in the Appendix E.

4.3 Experimental Results and Analysis

Results on VidHalluc. Table 4 presents the performance on VidHalluc. A noteworthy finding is the
robustness of our approach: it delivers substantial improvements over the baseline models across
nearly all subtasks and models. For VideoLLaMA2, the gains on the MCQ, STH, and TSH subtasks
are considerably larger than those obtained when the model is supplied with each subtask’s original
dataset (Table 1), clearly demonstrating the value of our dataset. Relative to the compared mitigation
methods, our approach achieves the best Overall performance on all models and attains the highest
results in almost every subtask, with most margins exceeding 5%. In particular, on the Overall
metric, our method surpasses TCD by up to 6.15%, DINO-HEAL by up to 4.5%, CGD by up to
3.88%, and VTI by up to 2.16%. On BQA and MCQ tasks, the maximum improvements reach
2.32% and 0.87% over TCD, 6.41% and 9.26% over DINO-HEAL, 3.06% and 9.77% over CGD,
and 0.95% and 5.13% over VTI respectively. While on STH and TSH tasks, the corresponding gains
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Table 4: Results on VidHalluc benchmark.

Model Variant BQA MCQ STH TSH Overall

VideoLLaMA2

Baseline 75.77 83.35 56.55 58.17 68.46
TCD 76.77 83.65 55.19 56.67 68.07

DINO-HEAL 75.79 83.35 56.32 57.67 68.28
CGD 76.03 82.76 59.14 59.02 69.24
VTI 78.14 83.67 62.47 60.28 71.14
Ours 79.09 84.07 65.14 61.67 72.49

Qwen2.5-VL

Baseline 73.50 63.66 60.55 59.17 64.22
TCD 75.49 74.35 46.81 65.83 65.62

DINO-HEAL 69.77 65.69 60.97 59.83 64.07
CGD 74.23 65.18 60.97 59.86 65.06
VTI 75.49 69.82 61.74 60.97 67.01
Ours 76.18 74.95 61.81 61.33 68.57

Video-LLaVA

Baseline 67.75 66.60 21.80 46.83 50.75
TCD 70.40 65.97 21.77 42.33 50.12

DINO-HEAL 70.82 67.19 26.47 47.50 53.00
CGD 67.42 65.79 29.17 47.29 52.42
VTI 68.23 66.14 33.24 48.96 54.14
Ours 67.70 66.84 41.16 49.50 56.30

are up to 19.39% and 7.17% over TCD, 14.69% and 4.00% over DINO-HEAL, 11.99% and 2.67%
over CGD, and 7.92% and 1.39% over VTI. These consistent improvements over both video-native
(TCD, DINO-HEAL) and image-originated (CGD, VTI) methods highlight the effectiveness and
generalizability of our approach.

Table 5: Results on EventHallusion benchmark.

Model Variant Entire Mix Misleading Overall

VideoLLaMA2

Baseline 38.60 62.18 46.08 51.59
TCD 42.98 75.65 54.90 61.37

DINO-HEAL 38.60 62.69 46.08 51.83
Ours 43.86 70.47 57.70 59.17

Qwen2.5-VL

Baseline 71.93 39.38 98.04 63.09
TCD 69.30 43.01 97.06 63.81

DINO-HEAL 80.70 35.75 95.10 63.08
Ours 89.47 40.93 100.00 69.19

Video-LLaVA

Baseline 41.23 37.82 69.61 46.70
TCD 46.49 54.92 79.41 58.68

DINO-HEAL 39.47 48.71 79.41 53.79
Ours 79.83 55.96 90.20 70.91

Results on EventHallusion. EventHallusion results are shown in Table 5, indicating that our method
yields consistent enhancements across all models and subtasks. Compared with the other approaches,
it again achieves the best performance on nearly every subtask, with most improvements exceeding
33.34%. These findings underscore the generalizability of our method and validate the effectiveness of
categorizing video tasks by temporal variation characteristics, which enables more accurate guidance
in selecting hallucination-sensitive attention heads for each sample.

Table 6: Results on VidHalluc benchmark with large VideoLLM.

Model Variant BQA MCQ STH TSH Overall

Qwen2.5-VL-72B Baseline 81.17 75.65 66.75 76.00 74.89
Ours 84.25 86.16 69.43 78.52 79.59
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Scalability to Large VideoLLM. We further conducted additional experiments to verify the scalabil-
ity of our method on the VidHalluc benchmark using the Qwen2.5-VL-72B model. The results are
shown in Table 6. Firstly, it can be observed that while Qwen2.5-VL-72B outperforms smaller models
like VideoLLaMA2-7B on most subtasks of the VidHalluc benchmark, indicating that more powerful
models do indeed exhibit some mitigation of hallucination issues, hallucination problems still persist.
Furthermore, for certain specific tasks (e.g., MCQ), the hallucination is even more severe compared
to the VideoLLaMA2-7B. This highlights the persistent challenge of hallucination in VideoLLMs.

Secondly, the results demonstrate that our method also achieves significant performance improvements
on the Qwen2.5-VL-72B model, demonstrating consistent hallucination mitigation capabilities across
all subtasks. This proves the effectiveness and scalability of our method in large models.
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Figure 6: Temporal variation classifier
predictions for each subtask.

Dataset statistics. We plot the accuracy of the binary
classifier trained on Dt using VideoLLaMA2, as shown
in Figure 10 on Appendix F. The accuracy curve follows
the same trend as the accuracy curves of the STH (TSH)
datasets DS (DT ), which validates the effectiveness of our
data-collection pipeline. It can precisely gather samples
with different temporal variation characteristics.

Temporal Variation Classifier effectiveness. We next ex-
amine the performance of the trained classifier θ. Figure 6
reports its predictions on the subtasks of both benchmarks.
In VidHalluc, BQA and MCQ are temporal-invariant tasks,
and θ assigns more than 97% of their samples to the
temporal-invariant category. In contrast, STH and TSH
are temporal-variant tasks, and θ assigns more than 94% of their samples to the temporal-variant
category. A similar pattern appears in EventHallusion: the Entire and Misleading focus on single
events and thus align with temporal-invariant tasks, whereas the Mix involves multiple events and
therefore aligns with temporal-variant tasks. The classifier successfully captures these distinctions.

Table 7: Results on VideoMMMU benchmark.

Model Variant Perception Comprehension Adaptation Overall

VideoLLaMA2 Baseline 59.83 46.12 32.25 46.07
Ours 59.47 46.24 32.25 45.99

Qwen2.5-VL Baseline 57.29 42.93 37.16 45.79
Ours 57.46 42.57 36.98 45.67

Video-LLaVA Baseline 39.82 31.67 30.18 33.89
Ours 39.82 31.59 31.09 34.17

Preservation of Model Capabilities. We conducted further evaluation on the VideoMMMU bench-
mark, a multi-modal and multi-disciplinary video benchmark that evaluates VideoLLMs’ knowledge
acquisition capability from educational videos, and the results are shown in Table 7.The results show
that the performance of our method on all subtasks of the VideoMMMU benchmark is comparable to
the Baseline, demonstrating that our approach does not impair the model’s capabilities. Additional
analysis and experimental results can be found in Appendix F.

5 Conclusion

In this study, we conduct the first systematic investigation into activation engineering feasibility
and underlying mechanisms for mitigating hallucinations in VideoLLMs. We first perform an
experimental analysis to identify the key factors that determine the effectiveness of activation
engineering. Guided by these insights, we develop a temporal-aware activation engineering framework
that dynamically identifies and manipulates hallucination-sensitive modules based on the temporal
variation characteristics of task, without requiring additional LLM fine-tuning. Experimental results
show that our method delivers significant performance improvements across all tasks, confirming its
robustness in alleviating hallucination in VideoLLMs. Limitations can be found in Appendix G.
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Justification: We describe all claims in Abstract and Section 1.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide a discussion on the limitations in Section G.
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• The answer NA means that the paper has no limitation while the answer No means that
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only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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to make their results reproducible or verifiable.
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appropriate to the research performed.
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to reproduce that algorithm.
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the architecture clearly and fully.

18



(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
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to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the complete settings used for all experiments in Section 4.1 and
Appendix D.1 to reproduce all our experiments with instructions. All hyperparameters are
described in Appendix E. The source code and datasets will be released upon acceptance.
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• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
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• The instructions should contain the exact command and environment needed to run to
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• The authors should provide instructions on data access and preparation, including how
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
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Appendix D.1 to reproduce all our experiments with instructions. All hyperparameters are
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]
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the effectiveness of our method. Due to constraints in time and computational resources,
error bars are not included.
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• The factors of variability that the error bars are capturing should be clearly stated (for
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• The assumptions made should be given (e.g., Normally distributed errors).
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• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide an estimate of the required computational resources in Appendix E.
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics.
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a
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• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss both potential positive societal impacts and negative societal
impacts in Appendix H.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We focuses on mitigating hallucinations in existing open-source VideoLLMs
using activation engineering during inference, without altering model generation behavior or
releasing new models or datasets. Therefore, all existing safeguards (if any) remain in place.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [Yes]

Justification: We explicitly cite dataset in Section 4.1. And all models and benchmarks are
listed and cited in Section 4.2.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We will release our code and datasets for easy use via Github and Hugging
Face.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We don’t involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We don’t involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: We provide detailed descriptions of the usage of existing LLMs in Section 4
and Appendix D.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related Work

A.1 MLLMs for Video Understanding

Following the remarkable success of Large Language Models (LLMs) in natural language process-
ing [1, 27, 8, 18, 26, 48, 72, 3], researchers have explored the integration of visual information
into LLMs to endow them with broader capabilities, giving rise to the concept of multimodal
LLMs (MLLMs) [19, 53, 2, 32, 14, 64, 43, 84]. In the image domain, a common approach is to
divide an image into patches, treat each patch as a token [21], and employ a visual encoder fol-
lowed by a non-linear alignment module to align the visual representation with the LLM’s token
space [31, 40, 5, 49]. More recently, this paradigm has been extended to the video domain, referred to
as VideoLLM [53, 47, 6, 80]. Unlike images, videos introduce a temporal dimension, prompting the
development of various methods for handling temporal information. For instance, Video-LLaVA [47]
employs a time-sensitive attention mechanism to model frame-wise variations; the VideoLLaMA
series [81, 16, 80] leverages Q-formers [42] or convolutional downsampling to model temporal
features while reducing the number of generated tokens, thereby mitigating computational overhead;
and Qwen2.5-VL [6] utilizes dynamic frame rate training along with absolute time encoding to
support native dynamic resolution and frame rate adaptation.

A.2 Hallucinations in MLLMs

Despite their impressive achievements, MLLMs are prone to severe hallucination issues [60, 78,
7, 76], where the model fails to correctly interpret input data and generates inaccurate or entirely
fabricated responses. To mitigate hallucinations in the image domain, a variety of approaches
have been proposed, which can generally be categorized into two types: additional training-based
methods [34, 75, 35, 24] and training-free methods [74, 10, 38, 77, 67]. The first category focuses
on constructing supplementary training data to further align model outputs, albeit at the cost of
significant computational resources. The second category aims to reduce hallucinations during
inference without requiring model retraining. For example, Volcano [38] and Woodpecker [77]
adopt self-feedback mechanisms to iteratively refine model responses, while VCD [39] and ICD [68]
employ contrastive decoding [46] to suppress the probability of hallucinated tokens. Other approaches
include hallucination detection and correction [15, 29], as well as enhancing the model’s attention to
image content using auxiliary signals such as attention weights [83, 33, 11].

When extending MLLMs to the video domain, hallucination becomes even more complex due to the
inherent temporal dynamics of video data [52, 82, 17, 69]. To address this, researchers have adapted
and extended image-based techniques, including collecting high-quality datasets for fine-tuning [4,
66, 52, 38], applying self-feedback mechanisms [79], leveraging contrastive decoding strategies [82],
detecting and correcting hallucinations [22], and utilizing auxiliary information to strengthen the
model’s understanding of video content [41]. For instance, Vript [73] retrained the model on a 12k
example high-quality dataset to diminish hallucination behaviour. VISTA-LLAMA [52] removed
relative position encodings between visual and textual tokens and performs further training so that
visual tokens exhibit a stronger influence during text generation. Zihao et al. [79] insert a special
EOS token that encourages the model to terminate its output and self-assess the completeness
of the generated content. TCD [82] adopts contrastive decoding to decrease the probability of
producing hallucinated tokens. DINO-HEAL [41] re-weights video embeddings with attention
maps generated by an auxiliary DINO [54] model, thereby attenuating the impact of irrelevant
information. In parallel, a range of benchmarks has been introduced to evaluate hallucination in
VideoLLMs [41, 82, 69, 17, 73]. VidHal [17] focuses on temporal hallucination, EventHallusion [82]
targets hallucination related to events, and VidHalluc [41] provides a comprehensive evaluation of
hallucinations in motion details and spatiotemporal consistency. Nevertheless, compared to the image
domain, research on hallucination in VideoLLMs remains relatively underexplored.

A.3 Activation Engineering

Activation engineering [65, 85, 44, 30, 58] refers to manipulating the activations within a model to
control its behavior. Prior works have demonstrated its effectiveness on truthfulness [45], formality
transfer [50], sentiment control [65, 36] and refusal behavior control [9].
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ITI [45] was the first to apply this technique to mitigate textual hallucinations in LLMs by computing
activation vectors from normal samples and hallucination-inducing samples, and injecting them into
the multi-head attention layers during inference to suppress hallucinated content. More recently,
several studies have extended activation engineering to address hallucinations in MLLMs for image-
related tasks [51, 12]. Specifically, ICT [12] computes image-level and object-level vectors, and
leverages the ITI method to reduce both global and local hallucinations. VTI [51] builds upon this by
injecting activation vectors into both the vision encoder layers and the LLM layers, thereby mitigating
hallucinations more effectively.

However, the feasibility of applying activation engineering to VideoLLMs remains an open question.
In this paper, we explore the applicability of activation engineering for mitigating hallucinations in
VideoLLMs. In addition, we examine the key factors that influence its effectiveness.

A.4 Activation Editing Methods

Recent works have explored activation editing techniques from spectral, geometric, and constrained
perspectives. Spectral Editing of Activations (SEA) [56] leverages SVD-based inference-time projec-
tions on cross-covariance matrices, achieving data-efficient edits without training. AlphaEdit [23]
introduces null-space constrained weight updates, providing theoretical guarantees against catas-
trophic forgetting during sequential edits. Singh et al. [62] formulates steering transformations as
optimal affine mappings over hidden states, effectively addressing biases and toxic outputs. Unlike
these approaches, our method dynamically identifies hallucination-sensitive modules in VideoLLMs
via temporal-aware activation editing, adapting inference-time edits specifically to temporal variation
characteristics in video tasks.

B Basic Process of Activation Engineering

Activation engineering requires the construction of a curated dataset D = {(x(i)
n , y(i)), (x

(i)
h , y(i))},

i = {1, 2, ..., |D|}, where x
(i)
n denotes a normal prompt, x(i)

h denotes a hallucination-inducing
prompt, and y(i) is the corresponding ground-truth response. For each data pair, both (x

(i)
n , y(i)) and

(x
(i)
h , y(i)) are passed through the LLM, and the model’s internal vectors from N distinct modules at

the position of the final token are extracted, denoted as V(j)
n = {v(i,j)n } and V(j)

h = {v(i,j)h }, where
j = {1, 2, ..., N}. This process yields a set of vectors for each module: V(j)

nh = {v(i,j)n , v
(i,j)
h }. Since

v
(i,j)
n and v

(i,j)
h represent the normal latent states and hallucination-prone latent states respectively, an

offset vector v(i,j) = v
(i,j)
n − v

(i,j)
h is computed to characterize the transition from the hallucinated

latent space to the normal latent space. Aggregating these across the dataset yields offset vector
sets V(j) = {v(i,j)}, and an average offset vector v(j) =

∑|D|
i=1 v

(i,j)/|D| is computed per module
to obtain the final offset vector set V = {v(j)}, with one vector per module. During inference,
these offset vectors v(j) are injected into their corresponding modules within the LLM to suppress
hallucination behaviors.

As illustrated in Figure 1, activation engineering can be categorized into Attention Head Engineering
and Layer Engineering, depending on the position of the modules selected for injection. The former
targets individual attention heads, while the latter operates at the level of transformer layers. Taking
Attention Head Engineering as an example, for an LLM with L transformer layers and M attention
heads per layer, a total of N = L×M offset vectors need to be computed. Prior studies have shown
that different attention heads exhibit varying levels of sensitivity to hallucinations. Therefore, instead
of applying offset vectors to all attention heads, we selectively compute offset vectors only for those
with strong hallucination sensitivity, thereby reducing unnecessary computation.

Specifically, for each attention head j, we utilize its associated vector set V(j)
nh = {v(i,j)n , v

(i,j)
h } to

train a binary classifier that determines whether the head is sensitive to hallucinations. We then select
the top-K attention heads with the highest classification accuracy and apply offset vector injection
only to these heads during VideoLLM inference.
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C Intuitive Explanation of Hallucination Sensitivity and Offset Injection

Task-agnostic but temporally correlated hallucination sensitivity. Firstly, one of the core chal-
lenges for VideoLLMs is effectively capturing and integrating the temporal dynamics of videos.
When temporal information is incomplete or misinterpreted, the model is more prone to generating
hallucinations [37, 57]. Conversely, task types often represent a higher-level semantic abstraction
that is largely independent of the underlying video’s intrinsic temporal characteristics. For a given
video, the same underlying temporal events can be probed with different task formats. For example, a
multiple-choice question can be easily rephrased into a true/false question without altering the video’s
temporal content.

The effectiveness of injecting offset vectors. Secondly, regarding the effectiveness of injecting
offset vectors, we can view the attention heads and layers within a VideoLLM as "experts“ that
process information at different levels of abstraction. Some of these "experts" may be specifically
responsible for handling temporal dynamics or integrating information across time, which is consistent
with previous findings [25, 55]. When these "experts" receive ambiguous or inconsistent temporal
signals (e.g., due to frame downsampling), they may produce biased internal representations, leading
to hallucinations. By calculating and injecting "offset vectors“, we are essentially introducing
a "correction signal“ into the internal workspace of these critical "experts". This signal pushes
the activations towards a state closer to the true, non-hallucinated output, thereby correcting the
"latent deviation" caused by incomplete or misleading temporal information. This has also been
demonstrated in previous works [12, 45]. This targeted intervention, combined with our discovery
of the modules’ sensitivity to temporal variations, enables activation engineering to efficiently and
specifically mitigate hallucination problems in VideoLLMs.

This video comes with a description that summarizes its content. Please analyze whether there are 
any
**significant scene changes** based on both the description and the extracted frames.

A **scene change** is defined as one of the following:
1. **Event change**: Different activities or events occur across frames, such as switching to a 
new place,
time, or a different plot segment.
2. **Viewpoint or camera change**: The same event is shown, but from a noticeably different 
perspective
(e.g., switching from stage view to audience view, or from wide shot to close-up).

Here is the description:
"{description}"

Please answer in **strict JSON format**, with the following fields:\n
```
{{
    \"scene_change\": true or false,
    \"reason\": \"A short explanation of your reasoning.\"
}}
```
Return only valid JSON. Do not include any other commentary or explanation.
{video}

Temporal Variation Classification Prompt

Figure 7: Temporal variation classification prompt for identifying the temporal variation characteris-
tics of each sample.

D Additional Details of Temporal-Aware Activation Engineering Framework

D.1 Data Cleaning

Although ShareGPT4Video originally contains 40k (video, question, answer) triples, activation engi-
neering benefits more from a compact, high-quality corpus. We begin with dataset cleaning through a
multi-step process. First, duplicate videos are identified and removed to ensure uniqueness. Next, we
filter out clips with low visual quality (e.g., excessive blur, compression artifacts) or incomplete con-
tent that may hinder understanding. For the remaining videos, we inspect associated metadata, such
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as titles, descriptions, and timestamps, and discard entries with missing or inconsistent information.
Finally, we apply automated heuristics to detect and eliminate residual noisy or anomalous samples,
such as videos with corrupted frames or mismatched audio-visual alignment. These operations reduce
the collection to 10k items, which we denote as D1.

D.2 Filtering Datasets for Distinct Task Types

Figure 7 illustrates the temporal variation classification prompt we used to judge whether a task is
temporal-invariant or temporal-variant.

D.3 Dataset Statistics

In our experiments, τ is set to 0.8. The dataset Df
a contains 422 sample instances, while the dataset

Df
t contains 574 sample instances. The average video length varies between the two datasets: Df

a

videos have an average length of 104.37 frames, whereas Df
t videos have an average length of 786.49

frames. These statistics highlight the rationality of our constructed datasets, where Df
a videos are

shorter and exhibit temporal-invariant characteristic, while Df
t videos are longer and demonstrate

temporal-variant characteristic.

E Detailed Experimental Settings

Normal and hallucination-inducing prompt. Consistent with Section 3.2, we use concatenating the
original video and the question as the normal prompt x, and use concatenating the 4x downsampled
video and the question as the hallucination-inducing prompt xh.

Extending CGD and VTI to the video domain. Since both CGD and VTI are primarily image-based
methods, we adapted them to the video domain with the following improvements:

• For CGD, we replaced the CLIP model used for similarity score calculation with VideoCLIP
model [71].

• For VTI, we masked all frames of each video to generate a set of corresponding random
masked videos. Additionally, for each video caption x, we used GPT-4o [32] to generate its
corresponding hallucinated version x̃.

• For a fair comparison, we used the union of Df
a and Df

t to generate VTI’s visual and textual
directions.

• All other hyperparameters adopted the optimal values provided in their respective papers.

Hyperparameter tuning. In our experiments, we employ greedy decoding to ensure reproducibility
and perform grid search for hyperparameter tuning, systematically exploring combinations of key
parameters. The main hyperparameters include K, the number of top-ranked attention heads selected,
and α, the scaling factor applied to the offset vectors. The search space is defined as the Cartesian
product:

{32, 64, 128, 256} × {8, 16, 24, 32}, (1)

where resulting in 4× 4 = 16 unique configurations, a relatively small search space. For compared
methods, we also apply grid search for fair comparison. For TCD, we tune the frame downsampling
rate r, as well as the contrastive decoding parameters α and β, over the space:

{2, 4, 8} × {0.25, 0.5, 0.75, 1.0} × {0.1, 0.5}. (2)

It yielding 3 × 4 × 2 = 24 configurations. For DINO-HEAL, we search over combinations of
normalization (enabled or not) and three DINO variants with or without registers, leading to 2×2×3 =
12 configurations in total.

Temporal Variation Classifier. Owing to VideoLLaMA2’s strong spatiotemporal representation
and low inference latency, we utilize its submodules to construct θ. Specifically, we select VideoL-
LaMA2’s visual encoder and the first transformer layer of its LLM as the backbone for θ, followed
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by a linear classification layer that performs classification based on the output of the last token. For
classifier training, to reduce computational overhead, we freeze the backbone of the classifier and
only train its final classification layer. The learning rate is set to 1 × 10−5, followed by a cosine
learning rate schedule with an initial warmup of 10 steps and a batch size of 8. The classifier is
trained for 5 epochs.

All experiments are conducted on a single machine with 8 NVIDIA A100 80 GB GPUs.

F Additional Experimental Results
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(a) Layer-wise distribution of binary-classifier
accuracy across attention heads trained on Vnh,B .
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(b) Layer-wise distribution of binary-classifier
accuracy across attention heads trained on Vnh,M .

Figure 8: Binary classifier performance trained on vector sets Vnh,B and Vnh,M .
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(a) Layer-wise distribution of binary-classifier
accuracy across attention heads trained on Vnh,T .
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(b) Layer-wise distribution of binary-classifier
accuracy across attention heads trained on Vnh.

Figure 9: Binary classifier performance trained on vector sets Vnh,T and Vnh.

Table 8: Ablation results on hyperparameter sensitivity in the VidHalluc benchmark.

α Range/Top-K Attention Head Selection Number 32 64 128 256

8 71.25 71.56 71.94 71.47
16 71.28 71.79 72.08 71.63
24 71.72 71.98 72.17 71.84
32 71.74 72.03 72.49 71.96

Ablation on hyperparameter sensitivity. We further conducted an ablation study on the value range
of the injection weight (α) and the number of Top-K attention heads selected. Specifically, following
the grid search settings in the paper, we performed a grid search for the injection weight in the
range [8, 16, 24, 32] and for the Top-K attention head selection number in the range [32, 64, 128, 256],
using the VideoLLaMA2 model on the VidHalluc benchmark. The experimental results are shown in
Table 8 (using Overall as the evaluation metric). As can be seen, while the injection weight (α) and
the number of Top-K attention heads do influence model performance, the sensitivity is not drastic.
Within a reasonable range, model performance generally improves as both the injection weight and
the number of selected Top-K attention heads increase. However, when more attention heads (256)
that are less sensitive to hallucinations are included, there is a slight decrease in performance. In
practical applications, an accuracy threshold strategy can also be adopted to select attention heads,
further enhancing the robustness of the model.
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Figure 10: Layer-wise mean binary-classifier accuracy across attention heads trained on vector sets
Vnh,∗ from DS , DT , and Df

t .

Table 9: Results on VidHalluc and EventHallusion benchmarks with VideoLLaMA2.

Method VidHalluc EventHallusion
BQA MCQ STH TSH Overall Entire Mix Misleading Overall

Ours 79.09 84.07 65.14 61.67 72.49 43.86 70.47 57.70 59.17
Ours (Oracle Classification) 78.46 83.98 64.88 60.50 72.00 42.98 67.87 54.90 57.70

Ablation without pre-classification. We conduct an additional study in which we skip the classifier
and directly select the data source according to the above analysis in Section 4.3. Specifically, for
BQA and MCQ in VidHalluc and Entire and Misleading in EventHallusion, we perform activation
engineering using Da; for STH and TSH in VidHalluc and Mix in EventHallusion, we use Dt,
denoting this setting as Ours (Oracle Classification). As shown in Table 9, the results of Ours (Oracle
Classification) closely match those of Ours, further confirming both the quality of our dataset and the
effectiveness of the classifier θ.

Table 10: Per-sample inference time on the VidHalluc benchmark (unit: seconds).

Model Variant BQA MCQ STH TSH

VideoLLaMA2 Baseline 1.44 1.66 1.87 1.92
Ours 1.44 1.66 1.86 1.93

Qwen2.5-VL Baseline 0.99 1.00 1.35 1.10
Ours 0.99 1.00 1.34 1.10

Video-LLaVA Baseline 2.43 2.49 3.18 3.86
Ours 2.43 2.49 3.19 3.88

Inference efficiency. We further evaluated the per-sample inference time of both our method and the
Baseline on the VidHalluc benchmark. To ensure fairness, each model was tested on a single 3090
GPU, eliminating any additional overhead from distributed inference. As described in Section 4.1,
our method reduces inference-time overhead by executing the classifier and visual encoder in parallel.
The results, presented in Table 10, also show that the per-sample inference time of our method is
comparable to that of the Baseline, confirming the efficiency of our parallel design.

Classifier sample efficiency. We further tested the classifier’s sample efficiency by reducing the
number of training samples. Specifically, we trained with 100, 200, 300, and 400 samples respectively,
and recorded the classification accuracy of the classifier on the VidHalluc benchmark for each quantity.
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Table 11: Sample efficiency results of the classifier on the VidHalluc benchmark.

Sample Size BQA MCQ STH TSH

100 90.17% 89.63% 88.09% 88.83%
200 92.13% 91.47% 91.01% 90.33%
300 94.26% 95.39% 92.58% 92.50%
400 97.63% 97.47% 94.83% 94.17%

The experimental results are shown in Table 11. It can be observed that as the number of samples
increases, the classifier’s accuracy gradually improves. However, even with only 100 training samples,
the classifier’s accuracy still exceeds 88%. This demonstrates that our classifier possesses high sample
efficiency.

Table 12: Hallucination consistency in failure cases on VidHalluc benchmark.

Model BQA MCQ STH TSH Overall

Qwen2.5-VL-7B 95.24% 92.37% 96.13% 95.92% 94.92%

Failure cases. We further analyzed the specific changes in model output when using the Baseline
versus our method, across all subtasks’ failure cases on the VidHalluc benchmark with the Qwen2.5-
VL-7B. Specifically, we used GPT-4o to determine whether the hallucinations produced by the
Baseline and our method’s outputs were consistent, and we calculated their hallucination consistency
rate. The experimental results are shown in Table 12. As can be seen, the hallucination consistency
rate of our method with the Baseline exceeds 90% across all subtasks’ failure cases. This indicates
that in the vast majority of failure situations, our method gracefully degrades to the original model’s
behavior and does not further exacerbate the hallucinations.

Ground Truth: Scene change: Yes, Locations: from on a stage to in the woods.

Model Output (Baseline): Scene change: Yes, Locations: from a dark room to a car.

Model Output (Ours): Scene change: Yes, Locations: from performing on a stage to being in the woods.

Figure 11: Case study of hallucination reduction on the STH description task.

Case Study. We present a concrete example to illustrate how our method reduces hallucinations.
Specifically, since most subtasks are selection/classification tasks, we will focus on providing specific
examples from the STH’s description task. We demonstrate the specific changes in model output
after using the baseline and after applying our method to more intuitively understand how our
approach mitigates hallucinations. The example is shown in Figure 11. As can be seen, the Baseline
exhibited hallucinations regarding the order of scene changes and scene recognition, while our method
effectively reduced these hallucinations.

G Limitations

Despite the substantial improvements achieved by our method, several limitations remain to be
addressed. First, our current approach adopts a coarse-grained taxonomy that partitions video tasks
into only two categories based on their temporal variation characteristics: temporal-invariant and
temporal-variant. While this dichotomy effectively captures broad distinctions in hallucination
sensitivity, it oversimplifies the inherent heterogeneity within and across tasks. We hypothesize that
developing a more fine-grained taxonomy could further enhance the adaptability and efficacy of
activation engineering in mitigating hallucinations.

Second, although we employ optimization strategies such as pre-computing offset vectors and
overlapping the classifier’s execution with the model’s forward pass, our method still introduces
slight computational overhead during inference. Addressing this limitation calls for future research
into more efficient activation engineering paradigms.
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H Societal Impacts

H.1 Positive Impacts

The proposed temporal-aware activation engineering framework significantly mitigates hallucinations
in VideoLLMs without requiring additional model fine-tuning. This advancement enhances the
reliability and factual accuracy of AI-generated video understanding, benefiting applications such
as video-based education, content summarization, and human-computer interaction. By addressing
hallucination issues, the work promotes safer deployment of AI in sensitive domains like healthcare,
security surveillance, and autonomous systems, where erroneous outputs could have serious conse-
quences. Additionally, the method’s train-free nature reduces the environmental and financial costs
typically associated with large-scale model retraining, contributing to the sustainable development of
AI technologies.

H.2 Negative Impacts

Despite its advantages, the method introduces extra computational overhead during inference, which
could limit its scalability in real-time applications or resource-constrained environments. Furthermore,
improving the realism and believability of AI-generated video outputs might inadvertently facilitate
malicious uses, such as generating more convincing deepfakes or disinformation. Finally, while the
work mitigates hallucinations, it does not eliminate them entirely, and overreliance on such systems
without proper human oversight could lead to unforeseen societal risks.
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