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Abstract

Knowledge editing aims at updating knowledge001
of large language models (LLMs) to prevent002
them from becoming outdated. Existing work003
edits LLMs at the level of factual knowledge004
triplets. However, natural knowledge updates005
in the real world come from the occurrences of006
new events rather than direct changes in factual007
triplets. In this paper, we propose a new task008
setting: event-level knowledge editing, which009
directly edits new events into LLMs and im-010
proves over conventional triplet-level editing011
on (1) Efficiency. A single event edit leads to012
updates in multiple entailed knowledge triplets.013
(2) Completeness. Beyond updating factual014
knowledge, event-level editing also requires015
considering the event influences and updating016
LLMs’ knowledge about future trends. We con-017
struct a high-quality event-level editing bench-018
mark ELKEN, consisting of 1, 515 event edits,019
6, 449 questions about factual knowledge, and020
10, 150 questions about future tendencies. We021
systematically evaluate the performance of var-022
ious knowledge editing methods and LLMs on023
this benchmark. We find that ELKEN poses sig-024
nificant challenges to existing knowledge edit-025
ing approaches. Our codes and dataset will be026
publicly released to facilitate further research.027

1 Introduction028

The world is constantly evolving, with new knowl-029

edge emerging frequently, leading to outdated or030

even misleading knowledge within language lan-031

guage models (LLMs). Therefore, numerous works032

focus on knowledge editing, aiming to update033

new knowledge into LLMs. (Sinitsin et al., 2019;034

De Cao et al., 2021; Meng et al., 2022a,b; Mitchell035

et al., 2022; Wang et al., 2023a; Zheng et al., 2023;036

Zhang et al., 2024). Previous work defines knowl-037

edge editing as triplet-level editing, which edits038

factual knowledge triples into LLMs. As shown in039

Figure 1, supposing the triplet-level editing updates040

a new factual triplet (Lionel Messi, member of,041

Triplet-Level Editing
Editing: (Lionel Messi, member of, Inter Milan)

Which club does Lionel Messi play for? Expected output: Inter Milan

Event-Level Knowledge Editing
Editing: Messi bids farewell to his time at Inter Miami, transferring
to Inter Milan to continue his football career.

Which club does Lionel Messi play for? Expected output: Inter Milan

Which league does Lionel Messi play in? Expected output: Serie A

Who is the captain of Inter Miami? Expected output: Unknown

What is the trend of ticket revenue for Inter Milan?

Expected output: Inter Milan's ticket revenue is possibly to experience a 
notable increase with higher attendance rates at home matches.

Figure 1: A counterfactual example for triplet-level
and event-level knowledge editing. Triplet-level editing
updates factual triplets into models. Event-level editing
updates events into models, thus efficiently modifying
factual knowledge and tendencies of models.

Inter Milan) into LLMs, the model’s answer to 042

“Which club does Lionel Messi play for?” should 043

be changed to Inter Milan. 044

However, triplet-level editing is unnatural, as 045

knowledge updates in the real world happen with 046

new events rather than direct updates to knowledge 047

triples. For example, in Figure 1, the update of the 048

knowledge (Lionel Messi, member of, Inter 049

Milan) is due to the event that Lionel Messi trans- 050

fers to Inter Milan. Moreover, triplet-level editing 051

has the following limitations: (1) Inefficiency. An 052

event may update multiple factual triplets at once. 053

As in Figure 1, Messi’s transfer to Inter Milan up- 054

dates several facts, including the sports club of 055

Messi, the league where Messi plays, and Inter Mi- 056

ami’s captain, etc. When a new event occurs, triplet- 057

level editing needs to identify all affected triplets in 058

advance before editing, which is time-consuming 059

and labor-intensive. (2) Incompleteness. An event 060

not only updates definite factual knowledge but can 061

also affect potential tendencies of the future. For 062

example, in Figure 1, Messi’s transfer to Inter Mi- 063
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lan could influence the tendency of ticket revenue064

for Inter Milan. Updating tendency knowledge065

in LLMs is crucial for enabling more reliable re-066

sponses, such as event forecasting (Zou et al., 2022;067

Halawi et al., 2024). However, existing triplet-level068

editing ignores the update in tendency knowledge.069

Given the above issues, we propose a new task070

setting, event-level knowledge editing, aimed at071

editing newly occurred events into LLMs, thereby072

updating multiple factual knowledge and influ-073

enced tendencies at once. Event-level knowledge074

editing addresses the above limitations in two as-075

pects: (1) Updating all implicated facts at once.076

Unlike triplet-level editing which requires explic-077

itly identifying all the influenced triplets before078

editing, event-level editing aims at updating all the079

implicated factual triplets with a single event edit.080

For instance in Figure 1, after editing the event081

of Messi’s transfer to Inter Milan into LLMs, the082

models should modify its multiple factual knowl-083

edge, such as the sports club of Messi, the league084

Messi plays in, and Messi’s work location. This085

requires the model to infer all the factual triplets086

influenced by the event and also involves multi-087

hop reasoning (Zhong et al., 2023), such as the088

update of the league where Messi plays due to089

Messi playing for Inter Milan and Inter Milan be-090

ing a club of the Serie A league. Furthermore, we091

also consider the scenario of editing knowledge to092

unknown (Muresanu et al., 2024), which has not093

been explored to our knowledge. For example, in094

Figure 1, since Messi is no longer the captain of095

Inter Miami, and without additional information,096

Inter Miami’s captain should be edited to unknown.097

(2) Updating tendency knowledge. Beyond defi-098

nite factual knowledge, event-level knowledge edit-099

ing also enables updating the uncertain knowledge100

about future trends considering the new events. For101

example, in Figure 1, after editing the event of102

Messi’s transfer to Inter Milan into LLMs, the mod-103

els should adjust their knowledge on some tenden-104

cies, such as the tendency of ticket revenue for Inter105

Milan. This requires the model to understand the106

broad impact of event editing and possess common107

sense knowledge (Gupta et al., 2023). For instance,108

in Figure 1, correctly predicting the tendency of109

ticket revenue for Inter Milan necessitates know-110

ing that Messi is a football superstar and will draw111

more fans to watch Inter Milan’s matches.112

We construct a high-quality benchmark ELKEN113

for event-level knowledge editing, including 1, 515114

event edits along with 6, 449 questions for factual115

knowledge and 10, 150 questions for tendencies. 116

To reduce costs and ensure that the construction 117

methodology applies to other scenarios, we design 118

a semi-automatic construction process. For fac- 119

tual knowledge, we manually create several event 120

templates and their impacted triplets. We sample 121

entities from Wikidata (Vrandečić and Krötzsch, 122

2014) to instantiate the templates and obtain event 123

edits and question-answer pairs. We then use GPT- 124

3.5 (OpenAI, 2022) to paraphrase the event edits to 125

get the final diverse edits. For tendencies, we first 126

reuse event edits generated for factual knowledge 127

and augment them with events having a broader im- 128

pact. We use GPT-3.5 to generate tendency-related 129

question-answer pairs and verify the generated data 130

with human annotation. 131

We conduct systematic experiments and analy- 132

sis on ELKEN, evaluating 5 representative meth- 133

ods, including Fine-tuning (Yao et al., 2023), 134

Spare and Dense Retrieval (Akyürek et al., 2023), 135

SERAC (Mitchell et al., 2022), and In-Context 136

Editing (ICE) (Akyürek et al., 2023), and 6 lan- 137

guage models, including GPT-J (Wang and Ko- 138

matsuzak, 2021), Llama 3 (Meta, 2024), Mistral 139

7B (Jiang et al., 2023), GPT-3.5 (OpenAI, 2022), 140

GPT-4 (OpenAI, 2023), and Gemini Pro (Team 141

et al., 2023). We find that the event-level knowl- 142

edge editing task presents significant challenges to 143

existing editing methods and models, which high- 144

lights the importance of future research. 145

2 Event-level Knowledge Editing 146

2.1 Task Definition 147

Event-level knowledge editing aims to edit events 148

into LLMs, thereby updating both influenced def- 149

inite factual knowledge and uncertain knowledge 150

about future tendencies at once. The objectives 151

and challenges of event-level knowledge editing 152

primarily include two aspects: (1) Updating all 153

implicated facts at once. An event edit can update 154

multiple factual knowledge at once, and determin- 155

ing its scope is challenging. Additionally, updating 156

corresponding factual knowledge about an event 157

edit may involve multi-hop reasoning (Zhong et al., 158

2023) and editing knowledge to unknown (Mure- 159

sanu et al., 2024). (2) Updating tendency knowl- 160

edge. An event edit can also update uncertain 161

knowledge about future tendencies, and identify- 162

ing the broad tendency impacts of an event edit 163

is challenging, usually requiring common sense 164

knowledge (Gupta et al., 2023). 165
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e Event type (𝒆): Transfer Player
Event template: [Player A] transferred to 
[Club B].
Involved subjects (ℇ𝒆): A, B, A’s original 
club
Impacted triplets (ℱ𝒆):
(A, league in, B’s league) <More triplets>
Out-of-scope triplets (𝒪"): 
(A, gender, A’s gender)    <More triplets>

1. Construct event templates 
and impacted triplets Sampled Entity for A: Lionel Messi

Sampled Entity for B: Inter Milan
Event Edit: Lionel Messi transferred to Inter Milan.

Question and Answer: 
Which league does Lionel Messi play in?
Answer: Serie A  
What is the gender of Lionel Messi?
Answer: Male <More QA pairs>

2. Construct event edits

3. Generate question-answer pairs

Instance Example
Event: Messi bids farewell to his time at Inter 
Miami, transferring to Inter Milan to continue his 
football career. 
Question and Answer: 
Which league does Lionel Messi play in?
Answer: Serie A 
What is the gender of Lionel Messi?
Answer: Male 
<More QA pairs>

4. Paraphrase events

Event type: Technology
Prompt: Please generate 10 virtual events 
about economy that is required to have a 
tendency effect on the subject of the event. ...
Event: 
1. Google unveils a breakthrough in quantum 
computing technology.
<More events>

T
en

de
nc

y

1. Augment events

Instance Example
Event: Google unveils a breakthrough in 
quantum computing technology.
Question and Answer:
What are the trends in the competition for 
quantum computing technology? (A) 
Diminishing (B) Intensifying (C) No 
significant change.  Answer: B

2. Generate question-answer pairs

Event: Google unveils a breakthrough in quantum 
computing technology.
Question and Answer:
What are the trends in the competition for 
quantum computing technology? (A) Diminishing (B) 
Intensifying (C) No significant change.  Answer: B.   
How Google‘s market capitalization will change in 
the near future? (A) Increasing (B) Declining (C) No 
significant change. Answer B 

3. Human Annotation

Figure 2: The overall construction process of ELKEN, including two categories of question-answer pairs: Factual
Knowledge and Tendency. Instance Example demonstrates a sample of the data.

Formally, given an event edit e, fθ represents the166

model before the edit, with θ denoting the model’s167

parameters, and fθe denotes the model after edit-168

ing the edit e. Fe and Te represent the scope of169

factual knowledge and tendency impacted by e, re-170

spectively. We refer to the questions in Fe ∪ Te171

as in-scope questions. Moreover, the editing pro-172

cess should not affect the model’s unrelated knowl-173

edge (Yao et al., 2023), which are referred to as174

out-of-scope knowledge and denoted as Oe. The175

goal of event-level knowledge editing is as follows:176

fθe(x) =

{
ye x ∈ Fe ∪ Te

fθ(x) x ∈ Oe
(1)177

ye is the expected answer after editing. Based on178

this objective of event-level knowledge editing, we179

assess the editing methods from two dimensions:180

reliability and locality.181

Reliability assesses whether the edited model182

answers as expected, evaluating the accuracy of183

answers to in-scope questions about Fe ∪ Te:184

E(x,ye)∈Fe∪Te1{argmaxyfθe(y|x) = ye}. (2)185

Locality means that the editing should not affect186

the model’s answers to unrelated questions, evalu-187

ating the consistency of the model’s answers to the188

unrelated questions in Oe before and after editing:189

E(x,ye)∈Oe1{fθe(y|x) = fθ(y|x)}. (3)190

2.2 Benchmark Construction191

Our ELKEN benchmark consists of data for fac-192

tual knowledge impacts (Factual Knowledge) and193

tendency impacts (Tendency). Figure 2 illustrates 194

the overall data construction process, and Table 1 195

shows the data statistics. More construction details 196

and comparisons to existing triplet-level editing 197

datasets are shown in appendix A. 198

Construction of Factual Knowledge Unlike 199

the data construction of triplet-level editing, which 200

only requires replacing entities within triplets for 201

constructing edits and question-answer pairs (Yao 202

et al., 2023), the construction of event-level editing 203

is more complex, as identifying the impact scope 204

of an event is difficult. 205

To this end, we propose a semi-automatic ap- 206

proach that conserves human efforts while ensuring 207

data quality and is transferable to other scenarios. 208

As illustrated in Figure 2, the overall construction 209

process of Factual Knowledge consists of 4 steps. 210

(1) Constructing event templates and their im- 211

pacted triplets. Our method for determining the 212

impact scope is similar to “Ripple Effects” (Cohen 213

et al., 2024), involving manual efforts, but the im- 214

pact scope of events is broader, involving more sub- 215

jects and triplets. We first select 16 common event 216

types from MAVEN (Wang et al., 2020, 2023b) 217

and ACE 2005 (Walker et al., 2006) that are likely 218

to lead to changes in factual knowledge. We also 219

select 81 widely-used relationships from Wikidata, 220

denoted as R. For each event type, we manually 221

construct an event template. For example, for the 222

“Transfer Player” type, its template is “[Player A] 223

transferred to [Club B]” with placeholders A and 224

B. We then manually identify the directly involved 225

3



subjects of the event e, denoted as Ee. For each226

subject s in Ee, we refer to R and manually iden-227

tify the scope of triplets Fs of s impacted by this228

event, which consists of (s, r, o∗), where r ∈ R229

and o∗ denotes the updated answer. For instance230

in Figure 2, Ee includes A, B, and A’s original club.231

Fs of the subject A includes (A, member of, B),232

etc. We then aggregate Fs of each subject in Ee233

as Fe. We adpot the same method to construct234

out-of-scope triplets Oe, which consists of (s, r, o)235

where s ∈ Ee, r ∈ R \ {r|(s, r, o∗) ∈ Fe}, and236

o denotes the ground truth answer from Wikidata.237

To ensure a comprehensive and accurate identifi-238

cation of an event’s impact scope, we involve 3239

annotators to identify the impact scope, Fe, and240

then we assemble all their annotations. (2) Con-241

structing event edits. We instantiate event tem-242

plates to create event edits. Specifically, we con-243

struct edits by sampling the 100 most frequent en-244

tities of corresponding types from Wikidata (Vran-245

dečić and Krötzsch, 2014) based on the frequency246

counts from Wikipedia1 to replace placeholders247

with specific entities. (3) Generating question-248

answer pairs. With the instantiated event edits and249

impacted triplets, we generate in-scope question-250

answer pairs. For each triplet (s, r, o∗) in Fe, we251

adopt predefined rules to transform (s, r) as a ques-252

tion and take the instantiated o∗ as the answer. For253

each triplet in Oe, we adopt the same method to254

construct out-of-scope question-answer pairs. (4)255

Paraphrasing event edits. Finally, to make the ex-256

pressions of event edits more natural and enhance257

linguistic diversity, we use LLMs to paraphrase258

the instantiated event templates and generate the259

final event edits. Specifically, we employ GPT-260

3.5 (OpenAI, 2022) in paraphrasing as GPT-3.5261

is demonstrated as an effective paraphraser (Ce-262

gin et al., 2023). We manually review and verify263

each paraphrased event and find little noise. Fi-264

nally, we obtain 841 event edits, 3, 307 in-scope265

questions, and 3, 142 out-of-scope questions in266

Factual Knowledge. We divide the data into a267

training set and a test set by event types.268

Construction of Tendency Tendency reuses269

event edits from Factual Knowledge, which are270

usually specific and have limited broad impacts. To271

comprehensively evaluate LLMs’ understanding of272

the broader tendency impact of events, we augment273

some event edits for Tendency by generating new274

events with LLMs. To identify the scope of im-275

1https://en.wikipedia.org

Train Test

#Event Edits 671 844

Factual Knowledge
#In-scope Q 971 2, 171
#Out-of-scope Q 1, 325 1, 982

Tendency
#In-scope Q 3, 889 3, 968
#Out-of-scope Q 1, 353 940

Table 1: Overall statistics of ELKEN. Q: Question.
ELKEN comprises two categories of question-answer
pairs: Factual Knowledge and Tendency. Tendency
has two evaluation formats: Tendency-M for multiple
choice and Tendency-G for open-ended generation.

pacted tendencies (Te), we preliminarily examine 276

with human annotators and find manually crafted 277

question-answer pairs about tendencies homoge- 278

neous and the process is labor-intensive. Previous 279

work has shown that LLMs can provide reasonable 280

predictions about future tendencies (Wang et al., 281

2023b; Halawi et al., 2024). Therefore, we adopt 282

LLMs first to generate a rich set of question-answer 283

pairs about tendencies, followed by manual anno- 284

tation. Specifically, as shown in Figure 2, the con- 285

struction process of Tendency includes 3 steps: (1) 286

Augmenting events. We collect 18 event topics, 287

such as politics, sports, etc., and use GPT-3.5 (Ope- 288

nAI, 2022) to generate 100 counterfactual events 289

for each event topic. We then filter out repeated 290

events following Wang et al. (2023c). (2) Gener- 291

ating question-answer pairs. We use GPT-3.5 to 292

generate tendency-related questions and answers. 293

Although exhausting all possible tendencies is im- 294

possible, we prompt GPT-3.5 to generate rich and 295

representative question-answer pairs through in- 296

structions and diverse demonstrations. For each 297

event edit, we generate 6 in-scope and 2 out-of- 298

scope question-answer pairs, each consisting of 299

one question, three choices, and one answer. We 300

manually assess 100 sampled questions and an- 301

swers and find the accuracy rate is about 85% 302

and the questions exhibit great diversity (cover- 303

ing much more topics than human-written ques- 304

tions), indicating the high quality of the model- 305

generated data. (3) Human Annotation. Same 306

as Factual Knowledge, we divide the data into a 307

training set and a test set by event topics and types. 308

To ensure the benchmark’s quality, we manually 309

annotate the whole test set to verify the model- 310

generated questions and answers. To maintain an- 311

notation quality, all data are annotated twice and 312

similar questions are filtered out. The final inter- 313

annotator agreement reaches 95.6%. We filter out 314
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questions with inconsistent annotations and those315

whose answers are marked as incorrect. Finally,316

we obtain 1, 515 event edits, including 841 edits317

from Factual Knowledge and 674 newly gener-318

ated edits, 7, 857 in-scope questions, and 2, 293319

out-of-scope questions.320

3 Experiments321

3.1 Experimental Setup322

As mentioned in § 2.1, the evaluation metrics323

have two dimensions: reliability and locality. For324

Factual Knowledge, the reliability is accuracy325

and the locality is the proportion of answers that326

are the same before and after editing. These metrics327

are calculated using exact match. For Tendency,328

the evaluation is more complicated since the ten-329

dency judgment is an open-ended generation task330

by nature, and we evaluate it under two settings.331

For the first generation setting (Tendency-G), we332

adopt an automated evaluation method using GPT-333

4 (OpenAI, 2023) as the evaluator, which has been334

verified as an effective (Bai et al., 2023; Li et al.,335

2024). Specifically, for the evaluation of reliabil-336

ity, we use the correct option of each question as337

the reference, comprehensively scoring the edit-338

ing methods in 3 dimensions: correctness, coher-339

ence, and comprehensiveness. We also ask GPT-4340

to give an overall score. Similar to the previous341

scoring-based evaluation method (Li et al., 2024),342

all scores are integers scaling from 1 to 5, with 5343

being the best. For the evaluation of locality under344

Tendency-G, we utilize GPT-4 to assess the con-345

sistency of the model’s responses to out-of-scope346

questions in Oe before and after editing, also us-347

ing an integer score from 1 to 5, with 5 being the348

most similar. To avoid the potential risk of GPT-349

4 evaluation and provide an alternative metric for350

Tendency, we also adopt a multiple-choice evalua-351

tion setting (Tendency-M), which is the same with352

Factual Knowledge, i.e., using extract match to353

calculate the reliability and locality. Experimental354

details of using GPT-4 scorer on Tendency-G are355

shown in appendix B.2.356

For reliability, we employ evaluations at two357

levels: question-level and edit-level. The question-358

level evaluation assesses the reliability of each in-359

dividual question. For Tendency-G scores eval-360

uated using GPT-4, similar to Bai et al. (2023),361

we present the percentages of responses with full362

marks, i.e., scored 5 points. The edit-level eval-363

uation assesses the reliability of each edit. An364

edit is reliable only if all questions in Fe (for 365

Factual Knowledge) or Te (for Tendency-M and 366

Tendency-G) are answered correctly or the overall 367

scores of answers are all full-mark. 368

3.2 Investigated Editing Methods and Models 369

We evaluate various advanced editing methods on 370

our benchmark, including: (1) Fine-tuning (Zhu 371

et al., 2020; Meng et al., 2022b; Akyürek et al., 372

2023). Fine-tuning is a vanilla method of edit- 373

ing, involving direct learning the new edits by 374

fine-tuning model parameters. In our experiments, 375

we fine-tune all the parameters of models on ed- 376

its in the test set using a language modeling ob- 377

jective. However, this method has high computa- 378

tional costs and may also lead to catastrophic for- 379

getting (Luo et al., 2023). (2) Retrieval (Madaan 380

et al., 2022a; Zhong et al., 2023). This method 381

is memory-based, which stores all edits in an ex- 382

ternal memory. When posed with a question, this 383

method first retrieves the most matching edit to use 384

as context along with the question for input into 385

the models. In our experiments, we used BM25 386

and E5 (Wang et al., 2022) as the retrieval methods, 387

named sparse retrieval and dense retrieval, respec- 388

tively. (3) SERAC (Mitchell et al., 2022) trains 389

a scope classifier to determine whether a question 390

requires retrieving a corresponding edit for answer- 391

ing. If retrieval is necessary, the retrieved edit and 392

the question are input together into a counterfac- 393

tual model for answering; otherwise, the question 394

alone is input into the vanilla pre-trained model. 395

In our implementation, we train a cross-encoder 396

classifier (Mitchell et al., 2022) based on ELEC- 397

TRA (Clark et al., 2019) and we use the same pre- 398

trained model as the counterfactual model, which 399

is the same as in Akyürek et al. (2023). (4) ICE. 400

This method inputs the ground truth edit as context 401

along with the question into pre-trained models, 402

directly evaluating whether the model can correctly 403

answer questions. We do not evaluate some ad- 404

vanced approaches, such as the Locate-Then-Edit 405

methods (Dai et al., 2022; Meng et al., 2022a,b; Li 406

et al., 2023), because these approaches are specifi- 407

cally designed for triple-level editing and are not 408

applicable to event-level knowledge editing. 409

We adopt several advanced models as the base 410

models to implement the aforementioned methods. 411

We employ three open-source models, including 412

GPT-J (Wang and Komatsuzak, 2021), Llama 3 413

(Meta, 2024; 8B-instruct), Mistral 7B (Jiang 414

et al., 2023), and three powerful proprietary models, 415
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Model Method Factual Knowledge Tendency-M Tendency-G E-LevelE-Level Q-Level Locality E-Level Q-Level Locality E-Level Q-Level Locality

GPT-J

Fine-tuning 0.0 2.3 67.2 4.8 41.3 99.3 0.2 4.8 87.7 0.1
Sparse Retrieval 15.1 44.2 29.4 7.5 49.3 42.8 0.7 12.0 51.6 0.2
Dense Retrieval 16.7 46.7 28.8 7.3 49.2 40.6 0.6 12.5 53.8 0.1
SERAC 4.3 20.4 65.1 8.2 49.4 74.4 0.0 4.2 80.3 0.0
ICE 17.1 49.9 29.1 7.5 49.6 41.6 1.6 13.7 54.3 0.9

Mistral 7B

Fine-tuning 0.2 4.1 66.8 21.5 65.4 100.0 19.1 59.7 77.6 10.5
Sparse Retrieval 24.1 57.5 39.6 28.0 72.5 34.7 6.1 43.9 28.6 3.9
Dense Retrieval 25.6 60.4 39.1 40.5 79.2 37.6 12.8 53.6 21.4 9.9
SERAC 7.4 27.4 71.1 37.4 76.4 59.8 14.1 54.7 74.7 8.6
ICE 26.6 64.5 39.8 60.1 88.0 35.6 21.5 59.6 22.8 16.7

Llama 3

Fine-tuning 0.0 4.0 93.1 44.1 80.6 100.0 15.2 56.7 86.5 8.2
Sparse Retrieval 24.9 57.8 26.3 29.1 73.2 39.6 8.3 49.6 33.0 4.3
Dense Retrieval 27.0 61.5 26.0 42.8 79.4 44.9 16.8 56.7 31.4 11.0
SERAC 7.6 29.0 74.0 50.6 83.1 82.1 13.4 54.2 75.4 8.1
ICE 29.1 65.0 26.2 60.9 87.1 43.0 22.5 60.3 33.3 16.0

GPT-3.5

Sparse Retrieval 16.9 55.0 33.0 49.4 82.4 41.2 10.4 48.7 23.9 7.2
Dense Retrieval 18.4 60.2 30.6 57.6 86.0 46.6 21.5 60.1 19.3 16.3
SERAC 5.2 27.1 71.2 56.0 84.9 70.3 17.9 57.7 70.6 11.7
ICE 20.0 63.1 32.7 71.6 91.6 41.9 33.8 66.6 20.1 27.1

GPT-4

Sparse Retrieval 34.2 64.7 56.6 30.6 71.8 52.0 14.5 58.4 34.0 9.8
Dense Retrieval 36.5 68.7 56.1 46.5 80.6 51.8 24.3 66.1 31.0 18.9
SERAC 9.7 31.4 80.6 45.8 81.4 92.3 26.5 65.7 93.1 15.2
ICE 39.0 73.5 56.9 66.4 89.3 49.8 40.3 73.0 31.9 29.2

Gemini Pro

Sparse Retrieval 24.3 60.3 30.3 13.8 57.3 38.0 2.8 29.8 33.7 2.4
Dense Retrieval 25.2 63.7 30.5 28.2 67.2 43.4 6.6 39.5 33.9 5.6
SERAC 6.0 28.3 72.1 31.1 72.3 77.0 8.4 45.7 70.3 5.5
ICE 24.3 65.6 41.6 41.9 75.2 40.6 7.4 38.1 39.7 7.2

Table 2: Experimental results (%) of all investigated methods and models on ELKEN. E-Level: Edit-level reliability.
Q-Level: Question-level reliability. The results on Tendency-G are the percentages of full-mark of overall scores.
The rightmost column, E-Level, displays the overall reliability considering Fe ∪ Te.

including GPT-3.5 (OpenAI, 2022), GPT-4 (Ope-416

nAI, 2023), and Gemini Pro (Team et al., 2023).417

The implementation details of the editing method418

and automated evaluation are in appendix B.419

3.3 Experimental Results420

The experimental results are shown in Table 2, and421

we have the following general observations: (1)422

Existing methods exhibit moderate performance on423

ELKEN. Even the best-performing method (ICE424

+ GPT-4) falls short, which indicates the signifi-425

cant challenge posed by the new event-level knowl-426

edge editing setting. (2) The question-level relia-427

bility scores on ELKEN are much lower than those428

in triplet-level editing. For instance, SERAC can429

achieve nearly 100% reliability (Yao et al., 2023)430

in triplet-level editing. Moreover, the reliability431

scores of event-level evaluations are further lower432

than those of question-level evaluations. This sug-433

gests that recognizing the impact scope of event434

editing is a novel challenge of our task. The im-435

pact scope of triplet-level editing typically confines436

to edited triplets themselves, while that of event-437

level knowledge editing extends to multiple factual438

and tendency knowledge. (3) The locality scores439

on ELKEN are also generally lower than those in440

triplet-level editing. For example, SERAC + GPT-J 441

achieves nearly 100% locality in triplet-level edit- 442

ing (Yao et al., 2023) but only attains about 80% 443

and 65.1% in Tendency and Factual Knowledge, 444

respectively. This may be due to the broad impact 445

range of event edits, making the models struggle to 446

ensure the locality of edits, which poses new chal- 447

lenges to existing methods. (4) On in-scope ques- 448

tions of Tendency-G, the full-mark rate is lower 449

compared to reliability scores on Tendency-M. This 450

is because Tendency-G not only assesses the ten- 451

dency correctness of answers but also evaluates the 452

coherence and comprehensiveness. This indicates 453

that although the model may correctly identify the 454

tendency of a question, it struggles to provide com- 455

prehensive and reasonable explanations. 456

4 Further Analysis 457

This section presents some further analyses. Unless 458

otherwise specified, the experimental results are 459

from the ICE method, with question level reliability 460

scores. More results are placed in appendix C. 461

4.1 Analysis on Unknown Questions 462

As mentioned in § 2.2, the editing process may 463

render some facts as unknown, such as Inter 464
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Model Unknown Known Overall

GPT-J 28.2 63.9 49.9
Mistral 7B 50.1 73.8 64.5
Llama 3 56.0 70.8 65.0
GPT-3.5 67.8 60.0 63.1
GPT-4 63.6 79.9 73.5
Gemini Pro 54.0 73.2 65.6

Table 3: Reliability (%) on Unknown and Known ques-
tions of Factual Knowledge in ELKEN.

Miami’s captain in Figure 1. This process is a465

form of knowledge deletion or unlearning (Si et al.,466

2023), which has not been covered by previous edit-467

ing work. We further investigate whether the LLMs468

recognize that certain knowledge should be deleted469

based on edits, namely answering “unknown” to470

relevant queries. Specifically, in ELKEN, there are471

797 in-scope questions with answers marked as Un-472

known and the remaining 1, 374 in-scope questions473

with Known answers being specific entities. We474

observe the model’s performance on these different475

data types, with results presented in Table 3.476

Our observations are as follows: (1) In gen-477

eral, models exhibit significantly lower reliabil-478

ity on Unknown questions compared to Known479

questions, except for GPT-3.5. This suggests that480

deleting corresponding outdated knowledge based481

on edits remains a challenge for current methods.482

(2) GPT-J performs notably worse on Unknown483

questions than other aligned models, indicating484

that alignment, e.g., instruction-tuning (Wei et al.,485

2021; Chung et al., 2022) or RLHF (Ouyang et al.,486

2022), can enhance the models’ ability to delete487

knowledge through human instructions. The “edit-488

ing to Unknown” questions included in ELKEN489

presents new challenges for existing knowledge490

editing methods and necessitates further efforts,491

such as incorporating knowledge unlearning meth-492

ods (Si et al., 2023; Muresanu et al., 2024).493

4.2 Analysis on Questions needing494

Background Knowledge495

As noticed by Zhong et al. (2023), LLMs may496

require background knowledge to answer certain497

questions. There are also such questions in our498

benchmark ELKEN. For instance, in Figure 1, cor-499

rectly answering the question “Which league does500

Lionel Messi play in?” necessitates the knowledge501

of “Inter Milan is a club of the Serie A league”.502

Correctly answering these questions also involves503

multi-hop reasoning, as the update of the league504

where Lionel Messi plays due to Messi playing for505

Model K. Needed No K. Needed Recall

GPT-J 44.0 55.6 43.5
Mistral 7B 49.8 69.1 61.3
Llama 3 43.6 75.2 75.1
GPT-3.5 23.3 76.0 82.2
GPT-4 62.0 79.5 95.7
Gemini Pro 52.7 70.5 84.5

Table 4: Reliability (%) on questions needing back-
ground knowledge (K. Needed) versus questions not
requiring background knowledge (No K. Needed) and
recall rate (%) of background knowledge needed.

Model Correctness Coherence Comprehensiveness

GPT-J 41.5 11.8 4.7
Mistral 7B 62.3 58.9 26.2
Llama 3 60.8 62.9 48.9
GPT-3.5 69.8 67.4 22.7
GPT-4 71.7 82.1 76.8
Gemini Pro 38.9 42.1 38.8

Table 5: Full-mark rate results (%) across three dimen-
sions on Tendency-G of ELKEN.

Inter Milan and Inter Milan being a club of the Se- 506

rie A league. Therefore, successfully editing mod- 507

els not only requires the model to understand the 508

editing scope of the edit, which requires multi-hop 509

reasoning abilities, but also relies on the model’s 510

background knowledge. In ELKEN, there are 393 511

questions that need background knowledge for an- 512

swers, which are marked during the construction 513

of ELKEN. We observe the model’s performance 514

on the questions and find that the performance on 515

questions requiring background knowledge is sig- 516

nificantly lower, as shown in Table 4. 517

We further analyze the reasons for the lower 518

performance on questions requiring background 519

knowledge. We assess the model’s recall rate for 520

the knowledge required to answer questions, with 521

results presented in Table 4. We find that most 522

models could recall a substantial proportion of the 523

knowledge. However, their accuracy on the cor- 524

responding questions is much lower, indicating 525

that the main reason for errors in these cases is 526

the model’s failure to recognize the editing scope 527

requiring multi-hop reasoning, which poses a sig- 528

nificant challenge to existing methods. 529

4.3 Comprehensive Evaluation on 530

Tendency-G of ELKEN 531

As mentioned in § 3.1, we conduct a systematic 532

evaluation across 3 dimensions on Tendency-G of 533

ELKEN. We present the results of this systematic 534

evaluation in Table 5. We find that: (1) For correct- 535
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ness, the results evaluated by GPT-4 and those on536

Tendency-M are roughly similar in the model’s rel-537

ative performance2, but the results on Tendency-G538

are significantly lower. One reason is that the eval-539

uation here employs a full-mark scheme, which is540

more stringent. If we consider results with cor-541

rectness ≥ 4 as correct, then the gap between542

Tendency-G and Tendency-M scores is generally543

within 10%. Therefore, if one worries about the544

GPT-4 evaluation quality, one can always refer to545

the Tendency-M results. (2) Some models, e.g.,546

GPT-3.5, despite high correctness, score low on547

coherence or comprehensiveness, indicating that548

while the model could correctly answer the ten-549

dencies of the questions, it fails to provide reason-550

able or comprehensive explanations, which is also551

undesirable. This suggests that a comprehensive552

evaluation across multiple dimensions is necessary.553

4.4 Human Evaluation of GPT-4 Scorer554

To validate the effectiveness of using GPT-4 as a555

scorer in the Tendency-G evaluation, we conduct a556

manual review of GPT-4’s scoring. Specifically, we557

randomly sample 120 questions and corresponding558

model-generated answers, with 60 from Mistral 7B559

and 60 from GPT-4. One of our authors scores this560

data. Similar to previous work (Bai et al., 2023;561

Chan et al., 2023), we calculate Spearman’s ρ and562

Kendall’s τ coefficients between the model’s over-563

all scores and the manually assigned overall scores,564

which are 74.4% and 69.8%, respectively. These565

results indicate a strong positive correlation be-566

tween scores given by GPT-4 and humans. This567

suggests that GPT-4’s scoring generally aligns with568

human assessment but still leaves room for im-569

provement. Additionally, GPT-4 tends to overesti-570

mate LLMs’ performance, with an average score571

of 4.34 compared to the human-assigned average572

of 4.15. Nonetheless, as an automated, low-cost573

evaluation approach, it is sufficiently effective.574

5 Related Work575

Knowledge Editing Datasets. Most existing576

knowledge editing datasets assess triplet-level577

editing, including ZsRE (Levy et al., 2017),578

CounterFact (Meng et al., 2022a), Fact Verifica-579

tion (Mitchell et al., 2022), Calibration (Dong et al.,580

2022), MQuAKE (Zhong et al., 2023), RaKE (Wei581

2The significant discrepancy in Gemini Pro’s performance
between Tendency-G and Tendency-M is primarily due to
Gemini Pro often being unable to respond on Tendency-G
due to triggering safety concerns.

et al., 2023), RIPPLEEDITS (Cohen et al., 2024), 582

etc. Some datasets evaluate various editing settings, 583

such as Mitchell et al. (2021) incorporating a piece 584

of scrambled text into the model; Mitchell et al. 585

(2022) editing the sentiment on a specific topic into 586

the model; Wu et al. (2023) editing triplets into 587

LLMs by inputting raw documents; Akyürek et al. 588

(2023) introducing a unified editing task, defining 589

edits as any arbitrary natural language. Our bench- 590

mark evaluates event-level knowledge editing, a 591

form that enables efficient and comprehensive up- 592

dating of knowledge within the model. 593

Knowledge Editing Methods. Previous knowl- 594

edge editing methods primarily focus on triplet- 595

level editing, encompassing the following cate- 596

gories: (1) Memory-based method (Mitchell et al., 597

2022; Madaan et al., 2022b; Zhong et al., 2023; 598

Zheng et al., 2023). This approach stores edits in 599

an external memory, then uses a retriever to retrieve 600

the most relevant edit as context for question an- 601

swering. Typically, the base model does not require 602

additional parameter updating. (2) Locate-Then- 603

Edit method (Dai et al., 2022; Meng et al., 2022a,b; 604

Li et al., 2023; Ma et al., 2023; Hase et al., 2024; 605

Gupta and Anumanchipalli, 2024). This approach 606

initially identifies the specific location of the knowl- 607

edge to be edited within the base model, usually 608

a neuron, and then modifies this neuron to signifi- 609

cantly reduce the impact of the edit on other knowl- 610

edge, making it a promising approach to knowledge 611

editing. (3) Hyper-network method (De Cao et al., 612

2021; Mitchell et al., 2021; Tan et al., 2023). This 613

method generally employs an additional neural net- 614

work to learn from edits, generating corresponding 615

parameter offsets for the base model to incorpo- 616

rate the knowledge edits. The above-mentioned 617

Locate-Then-Edit and Hyper-network methods are 618

typically designed specifically for triplet-level edit- 619

ing, involving entities or relations, and thus cannot 620

be straightforwardly applied to event-level editing. 621

6 Conclusion 622

In this paper, we introduce event-level knowledge 623

editing, aimed at editing newly occurred events into 624

LLMs to update multiple factual knowledge and 625

influenced tendencies at once. We propose a semi- 626

automated data construction approach and create a 627

high-quality benchmark ELKEN. We conduct ex- 628

tensive experiments and find that existing methods 629

struggle to delineate the scope of event edits, which 630

poses significant challenges. 631
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Limitations632

(1) ELKEN only contains data in English and does633

not support other languages, which may limit its po-634

tential applications. In the future, based on our pro-635

posed semi-automated data construction approach,636

we will try to support more languages. (2) ELKEN637

only includes counterfactual data, without incor-638

porating evolutionary data that captures real-world639

events. Constructing counterfactual data is a com-640

mon approach in the knowledge editing commu-641

nity (Meng et al., 2022a; Mitchell et al., 2022; Wei642

et al., 2023), and we believe that ELKEN can effec-643

tively evaluate knowledge editing methods. In the644

future, we will try to incorporate evolutionary data645

involving real-world events to better support practi-646

cal application scenarios. (3) Tendency of ELKEN647

does not cover all possible tendencies and this is648

also infeasible. During the data construction pro-649

cess, we try to cover rich and representative tenden-650

cies for a comprehensive evaluation. (4) We only651

evaluate open-source LLMs with no more than 10652

billion parameters, without assessing larger models653

such as Llama 3 with 70 billion parameters. Larger654

models may yield better results, but this does not655

impact the conclusions of our paper.656

Ethical Considerations657

We discuss the ethical considerations of this work658

here: (1) Intellectual property. ELKEN is shared659

under the CC BY-SA 4.0 license3. The Wikidata660

and Wikipedia sources are shared under the CC661

BY-SA 3.0 license4. We strictly adhere to licenses662

and intended uses for all the data used in this work.663

(2) Data annotation. The data annotation process664

and worker treatments are detailed in appendix A.2.665

(3) Intended use. ELKEN is a benchmark for666

event-level knowledge editing, aimed at evaluating667

the performance of knowledge editing methods to668

advance research in event-level knowledge editing.669

(4) Potential risk control. ELKEN is constructed670

based on publicly available data and GPT-3.5. We671

believe that the public data is well desensitized and672

anonymized, and that OpenAI has strict risk control673

for the content of GPT-3.5. The annotation process674

does not involve collecting sensitive information675

from annotators. Therefore, we believe ELKEN676

does not pose additional risks. (5) AI assistance.677

3https://creativecommons.org/licenses/by-sa/4.
0/

4https://creativecommons.org/licenses/by-sa/3.
0/

The writing of this paper is assisted by ChatGPT, 678

which helps paraphrase some sentences. 679
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Appendices915

A Details on Data Construction916

This section introduces details on data construc-917

tion of ELKEN, including details of Facutal918

Knowledge (appendix A.1), Tendency (ap-919

pendix A.2), and comparison with existing920

triplet-level editing benchmarks (appendix A.3).921

A.1 Constrcution of Facutal knowledge922

Constructing event templates and their im-923

pacted triplets The selected event types are924

shown in Table 6. Identifying Ee and Fe involves 3925

annotators (authors of the paper) to ensure a com-926

prehensive identification. When identifying Ee, we927

ask annotators to only include the subjects directly928

involved in the event, i.e., the subject serves as929

an argument role for the event. For the argument930

roles, we reference MAVEN schema (Wang et al.,931

2020, 2023b) and ACE 2005 (Walker et al., 2006).932

For identifying Fe, we require annotators to in-933

clude only triplets of each s in Ee that definitively934

changed. Then one of the authors assembles all935

their annotations. We provide some examples of936

the identified impact scope of events in Table 7.937

After determining the event’s impact scope, we use938

relationships that are out of the impact scope and939

randomly sample 5 triplets from Oe to construct940

out-of-scope question-answer pairs.941

Constructing event edits For each event type,942

We instantiate the event template to create multiple943

event edits by sampling 100 entities of correspond-944

ing types from Wikidata (Vrandečić and Krötzsch,945

2014). The sampling probability distribution is946

calculated based on the frequency of entity occur-947

rences in Wikipedia, with a maximum frequency948

set at 300. Finally, We filter out unreasonable edits,949

such as a deceased player transferring to a club.950

Generating question-answer pairs For in-scope951

question-answer pairs, We generate them for each952

event edit based on its impacted triplets and Wiki-953

data by manually written templates for each rela-954

tion. For out-of-scope question-answer pairs, we955

sample 5 triplets whose relations are not impacted956

by the event edit in the set R and generate question-957

answer pairs using manually written templates.958

Paraphrasing events We access the official Ope-959

nAI API gpt-3.5-turbo to paraphrase the event960

edits generated in the previous step, aiming to en-961

rich lexical diversity. The prompt used with GPT-962

3.5 (OpenAI, 2022) is shown in Table 8. Finally, 963

we divide the data into training and test sets accord- 964

ing to the event types presented in Table 6. 965

A.2 Construction of Tendency 966

Augmenting events We collect 18 event topics, 967

as shown in Table 6. We use GPT-3.5 (OpenAI, 968

2022) (gpt-3.5-turbo) to generate 100 events for 969

each topic, with the prompt detailed in Table 9. For 970

each query, GPT-3.5 generates 10 events, and we re- 971

sample 10 times. We then filter out repeated events 972

following Wang et al. (2023c). If the ROUGE-1 973

score (Lin, 2004) between two events is higher than 974

0.4, we filter out one of them. This results in a total 975

of 1, 515 events, with 841 events from Factual 976

Knowledge and 674 events newly generated. We 977

divide the data into training and test sets based on 978

event types and topics in Table 6. 979

Generating question-answer pairs For each 980

event, we use GPT-3.5 to generate 6 in-scope 981

question-answer pairs and 2 out-of-scope question- 982

answer pairs, with their corresponding prompts 983

presented in Table 10. 984

Human Annotation We employ a commercial 985

annotation company for data annotation. The anno- 986

tators include both senior annotators, responsible 987

for reviewing the quality of data annotation, and 988

expert annotators, responsible for annotation. The 989

annotation instructions used for data annotation are 990

presented in Table 12. We conduct multiple rounds 991

of communication and training with senior and ex- 992

pert annotators to ensure that all annotators are 993

qualified. Among all annotators, 55% are female, 994

and 45% are male, assigned with agreed salaries 995

and workloads. The annotated data do not involve 996

any personal privacy information of the annota- 997

tors, and all are informed about the intended use 998

of the data. All employment is conducted through 999

commercial contracts, with the final cost of data 1000

annotation approximating 1, 000 USD. 1001

A.3 Comparison with Existing Triplet-level 1002

Editing Benchmarks 1003

The statistics of several widely-used triplet-level 1004

editing datasets compared with ELKEN are shown 1005

in Table 11. We can observe that ELKEN poses 1006

unique challenges, such as editing knowledge to 1007

unknown and updating tendency knowledge. Also, 1008

ELKEN includes the open-ended generation and 1009

multiple-choice QA evaluation format, and in- 1010

volves extensive manual annotation. 1011
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Event Types Training Win-election, Death, End-org, Divorce, Acquire, Start-position, Loss-election

Test Publish, Resign, IPO, Marry, Dismissal, Start-org, Education, Born, Transfer-player

Event Topics Training Energy, Environment, Security, International, Agriculture, Transportation, Military, Culture, Law

Test Busines, Fashion, Health, Politics, Sports, Technology, Entertainment, Economy, Education

Table 6: Event types and topics in ELKEN. Event topics are topics for augmented event edits in Tendency.

Event Type Event Template Impacted Triplets

Transfer-Player A transferred to B club. (A, club, B)
(A denotes a person; B denotes a sports club) (A, league, B’s league)

(A, coach, B’s coach)
(A, residence city, B’s city)
(A, residence country, B’ country)
(A, jersey number, Unknown)

Win-Election In the latest B election, A won. (B, previous head of state, C)
(A denotes a person; B denotes a country) (A, position held, B’s head of state)
(C denotes the original head of state of B) (A, residence city, B’s capital)

(A, work city, B’s captial)
(A, office, B’s official residence)
(C, office, Unknown)

Table 7: Examples of event templates and their impacted triplets of different event types.

A.4 Considerations about Prior Knowledge1012

We employ a common practice (Levy et al., 2017;1013

Meng et al., 2022a; Zhong et al., 2023; Cohen et al.,1014

2024; Wei et al., 2023) of constructing counterfac-1015

tual data to ensure that the model previously does1016

not know the new knowledge. Therefore, if the1017

model can correctly answer questions about new1018

knowledge after editing, the edit is reliable.1019

B Experimental Details1020

This section introduces the implementation details1021

(appendix B.1) and GPT-4 scorer (appendix B.2).1022

B.1 Implementation Details1023

We first present the implementation details of each1024

method. (1) For fine-tuning, we train the LLM1025

using a language modeling objective on all ed-1026

its in the test set for 3 epochs, using 3 × 10−51027

as the learning rate and 16 as the batch size.1028

(2) For sparse retrieval, we use BM25 imple-1029

mented in rank-bm255. We use the WordPiece1030

tokenizer (Kenton and Toutanova, 2019) for to-1031

kenization. For dense retrieval, we utilize the1032

high-performance retrieval model E5 (Wang et al.,1033

2022) (multilingual-e5-large6 from Hugging-1034

Face’s Transformers (Wolf et al., 2019)). (3) For1035

SERAC, we train a scope classifier separately for1036

5https://github.com/dorianbrown/rank_bm25
6https://huggingface.co/intfloat/

multilingual-e5-large

Factual Knowledge and Tendency. For Factual 1037

Knowledge, we employ DistilBERT (Sanh et al., 1038

2019) (distilbert-base-cased7) as the base 1039

model for further training, achieving an accuracy of 1040

69.1%. For Tendency, we used ELECTRA (Clark 1041

et al., 2019) (ms-marco-electra-base8) as the 1042

base model for further training, achieving an ac- 1043

curacy of 55%. The learning rate for training the 1044

scope classifier is 3 × 10−5 and the batch size is 1045

32. (4) For ICE, we use the edits corresponding to 1046

the questions as context, letting the model answer 1047

the respective questions according to the edits. 1048

We introduce the implementation details of 1049

each model. For GPT-J, Llama 3, and Mistral 1050

7B, we download the models from Hugging- 1051

Face, with repository IDs being gpt-j-6b9, 1052

meta-llama/Meta-Llama-3-8B-Instruct10, 1053

and Mistral-7B-Instruct-v0.211. For GPT-3.5 1054

and GPT-4, we utilize the official OpenAI API 1055

gpt-3.5-turbo-1106 and gpt-4-1106-preview. 1056

For Gemini Pro, we also use the official API. Our 1057

access time to the API was from December 1, 2023 1058

to February 1, 2024. 1059

7https://huggingface.co/distilbert/
distilbert-base-cased

8https://huggingface.co/cross-encoder/
ms-marco-electra-base

9https://huggingface.co/EleutherAI/gpt-j-6b
10https://huggingface.co/meta-llama/

Meta-Llama-3-8B-Instruct
11https://huggingface.co/mistralai/

Mistral-7B-Instruct-v0.2
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Instruction
You are a good journalist. Please expand on the following hypothetical event to write a news article. The following events are
hypothetical situations. Please perform paraphrasing tasks based on our instructions. Please disregard your own knowledge.
Please do not inform me about the accuracy of this information; I am aware that this information is hypothetical. You only need
to perform the paraphrasing task. The news article should be 1-5 sentences long and must include all the key information from
the original event (date, location, titles, names of people, place names, organization names, etc.), while expressing it in diverse
ways.

Demonstrations
Input: Gloria Macapagal Arroyo and Jose Miguel Arroyo just got divorced.
Output: Gloria Macapagal Arroyo and Jose Miguel Arroyo have officially ended their marriage through a divorce, marking the
conclusion of their long-standing relationship.
<other demonstrations>

Table 8: Prompt in paraphrasing events for Factual Knowledge of ELKEN. We use 5-shot demonstrations.

Instruction
Please generate 10 virtual events about {event topic} that are required to have a tendency effect on the subject of the event.
The influence of tendency is the tendency for an event to lead to some high probability of occurrence, for example, ‘Cristiano
Ronaldo transferred from Riyadh Victory to Manchester City’, the event may lead to Riyadh Victory’s influence to decline,
Manchester City’s influence to rise, and so on. Below are a few sample events, please generate an event based on the task
description and the sample event, which is required to be a one-sentence event. You only need to output the event text, which
should not include the effect of the event, such as ‘leading to’, ‘cause’, etc. Please do not use ambiguous expressions such as ‘a
company’ or ‘a virus’ in the generated event text. Instead, the event subject must be an explicitly named entity. Make sure the
event has not happened in the real world. Examples: 1. Cristiano Ronaldo moves from Riyadh Victory to Manchester City. 2.
Biden loses 2024 US election to George.

Table 9: Prompt in augmenting events for Tendency of ELKEN.

The prompt used in the experiments is listed in1060

Table 13. All experiments are performed in a single1061

run. For open-source models (GPT-J, Llama 3, and1062

Mistral 7B), we conduct inference experiments on1063

Nvidia A100 GPUs, totaling approximately 2001064

GPU hours. For GPT-3.5 and GPT-4, we spend1065

approximately a total of 600 USD on answering1066

questions in ELKEN. The API for Gemini Pro is1067

free of charge.1068

B.2 GPT-4 Scorer1069

We employ GPT-4 as the scorer, utiliz-1070

ing the official OpenAI API model named1071

gpt-4-1106-preview. We comprehensively score1072

the editing methods in 3 dimensions: correctness,1073

coherence, and comprehensiveness. Correctness1074

primarily refers to whether the tendency of the1075

model’s answer is correct, using the provided1076

correct option as a reference. Coherence assesses1077

the logical consistency of the answer, evaluating1078

whether the explanations within the answer are1079

reasonable. Comprehensiveness evaluates whether1080

the answer comprehensively encompasses various1081

aspects of the question. We also ask GPT-4 to give1082

an overall score. All scores are integers scaling1083

from 1 to 5, with 5 being the best. We set the1084

temperature to 0 and utilize 2-shot demonstrations1085

to assist the model in scoring, enhancing the1086

quality of scores (Bai et al., 2024). The used1087

instruction and demonstrations are listed in 1088

Table 14. Using GPT-4 as the scorer to evaluate all 1089

results costs approximately 1, 000 USD in total. 1090

C Additional Experimental Results 1091

In this section, we present the full-mark rates of all 1092

3 dimensions: correctness, coherence, and com- 1093

prehensiveness, and overall on Tendency-G of 1094

ELKEN obtained using GPT-4 as the scorer, as 1095

shown in Table 15. We observe that, apart from 1096

GPT-4, the coherence and comprehensiveness full- 1097

mark rates are generally low. This indicates that 1098

providing a comprehensive and logically consistent 1099

answer remains challenging. 1100
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In-scope Questions

Instruction

Please generate 6 questions based on a given event that is about the possible tendency effects of this event, but do not mention
the event in the questions. The influence of tendency is the tendency for an event to lead to some high probability of occurrence.
Please make sure that these questions fulfill several requirements:(1) The questions are 3-item multiple choice. For example,
‘How might the international image of Middle Eastern countries change as a result of the new development? (A) improved (B)
declined (C) had no significant effect’ (2) Try to use words like ‘tends to’ and ‘may’ in the questions. (3) Make sure that the
question does not include references such as ‘the event’, ‘the region’, ‘the person’, please just write the full entity noun and make
sure that the question stands on its own, without seeing the context of the event. understanding of the question without seeing
the context of the event. (4) Please make sure that there are 2 questions that will not refer to the subject of the event, but are
questions about some other entity. Please also give the answers to the questions.

Demonstrations
Input: EVENT: New Middle East peace deal signed, ending longstanding conflict.
Output: 1. Which will be the tendency for the Middle East to stabilize? (A) continue to improve (B) deteriorate anew (C) have
no significant effect. Answer: A
2. What kind of changes are likely to take place in the political relations among the countries in the region? (A) Continue to be
strained (B) Strengthened (C) No significant effect. Answer: B
3. What are the economic prospects of the Middle Eastern countries? (A) Booming (B) Plunging into instability (C) No
significant impact. Answer: A
4. How will the frequency of terrorist activities in the region change? (A) Persisting (B) Decreasing (C) No significant effect.
Answer: B
5. What are the trends in the threat of international terrorism? (A) Decrease (B) Increase (C) Remain the same. Answer: A
6. How might the global oil market change? (A) Increased in supply (B) Decrease in supply (C) No noticeable change. Answer:
A

Out-of-scope Questions

Instruction

Please generate 2 questions based on a given event. Require that the questions are about some possible tendency, but that this
tendency is not affected by the event. Please make sure that these questions fulfill the following requirements: (1) The questions
are 3-item multiple choice questions. For example, ‘What kind of change is likely to occur in the international image of Middle
Eastern countries? (A) enhancement (B) decline (C) no significant change’. The answer to the question is only based on the
given event and no other factors need to be considered. (2) Try to use words like ‘tends to’ and ‘may’ in the question. (3) Make
sure that the question does not include references such as ‘the event’, ‘the region’, ‘the person’, write the full entity noun directly,
and make sure that the question stands alone and that the meaning of the question can be understood without seeing the context
of the event. (4) Please ensure that the answer to all 2 questions is C (no significant change). (5) Please ensure that the subject of
the question is not the subject of the event.

Demonstrations
Input: EVENT: A new peace deal was signed in the Middle East, ending a long conflict.
Output: 1. How might the average temperature in Russia change? (A) Increase (B) Decrease (C) No significant change. Answer:
C
2. How will the number of official languages in Canada tend to change? (A) Increase (B) Decrease (C) No significant change.
Answer: C

Table 10: Prompt in generating in-scope and out-of-scope question-answer pairs for Tendency of ELKEN.

Benchmark Input Multi-hop Unknown Tendency Human Annotation Evaluation Format #Edits #In-scope Q

ZsRE (Levy et al., 2017) ✓ fill-in-the-blank 10, 000 20, 000

CounterFact (Meng et al., 2022a) fill-in-the-blank 21, 919 64, 795

MQuAKE (Zhong et al., 2023) ✓ fill-in-the-blank − 11, 086

RIPPLEEDITS (Cohen et al., 2024) ✓ fill-in-the-blank 4, 000 98, 000

Calibration (Dong et al., 2022) fill-in-the-blank 1, 100 1, 100

RaKE (Wei et al., 2023) fill-in-the-blank 21, 919 349, 859

ELKEN ✓ ✓ ✓ ✓ ✓
fill-in-the-blank

1, 555 10, 999open-ended generation
multiple-choice QA

Table 11: Statictics of widely-used triplet-level editing benchmarks and ELKEN. “Multi-hop” refers to whether the
dataset includes questions requiring multi-hop reasoning, “Unknown” refers to whether the dataset includes the
scenario where knowledge is edited to be unknown, and “Tendency” refers to whether updates tendency knowledge.
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Annotation Instructions
Overall Objective: Given events and corresponding question-answer pairs, determine whether the answers to the questions are
correct under the circumstances of the respective events.
Annotation Guidelines:
Each event includes 8 related questions. The first 6 questions concern the potential impacts/trend changes resulting from the
event, while the last 2 questions inquire about trends that may not be affected by the event.
1. All questions pertain to tendencies, meaning that if there is over a 50% probability, we consider the tendency to be correct.
2. Mark 1 if the answer is correct, mark 0 if the answer is incorrect, mark 2 if unsure of the correctness of the answer or if the
answer is ambiguous or if the question is redundant.
3. Use personal knowledge and common sense for annotation. If personal knowledge is insufficient to answer a question, use
search engines or other tools for assistance. If still unable to determine the answer, mark 2.
4. If an event is impossible, mark all answers for that event as 2.
5. If there are formatting or semantic errors in a question, mark 2.
6. Note that these data are generated using GPT-3.5, so refrain from using large models to assist in annotation.
7. If the question closely resembles a previous one about the same event’s tendency, please mark it as 2. Informed Consent: The
annotated data is for academic research purposes only. The annotation process will not collect any information from annotators.

Table 12: Annotation instructions for human annotator.

Prompt for Factual Knowledge

Instruction
Given an event, assuming that the event has occurred, please answer the corresponding questions based on the event and your
own knowledge. If you do not know the answer to the question, please respond with ‘unknown’. Please only output a noun
(usually an entity) as the answer, and do not output a complete sentence.

Prompt for Tendency-M

Instruction
Given an event, assuming that the event has occurred, please answer the corresponding questions based on the event and your
knowledge. Please only output the option A, B, or C as the answer, and do not output brackets. Do not output a complete
sentence or the full answer span.

Prompt for Tendency-G

Instruction
Given an event, assuming that the event has occurred, please answer the corresponding questions based on the event and your
knowledge.

Table 13: Prompt used in the experiments on ELKEN.
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Prompt for evaluating reliability

Instruction
You are a fair assessment expert, and you will be given a set of (event, question, answer, label) quadruples. The answer is
obtained by answering the question based on the event (assuming the event has occurred). The answer usually consists of a
judgment (or a claim) and some reasons (or explanations) for the judgment. The label is a general judgment annotated by humans
for the question. Your task is to score the answers according to the following requirements: a. You should score the answer based
on the provided label. b. You should rate the answer on 4 metrics, for the first 3 metrics, assign a score between 1 and 5, with 5
being the highest: 1. For accuracy, you will score whether the answer correctly answers the question, i.e., whether the judgment
in the answer is consistent with the provided label. 2. For coherence, you will assess whether the reasons and explanations in the
answer are reasonable and logically consistent. 3. For comprehensive, you will determine if the answer covers multiple aspects
of the reasons and explanations and provides a comprehensive response. 4. Finally, you will provide an overall score between
1 and 5, with 5 being the highest. If accuracy <= 3, the overall should not be higher than 3. You should only give the integer
score. DO NOT complete the answer! In the input query we identify each one with a Roman numeral, please quadruples the
corresponding Roman numeral and its score in the output.

Demonstrations
Input: Event: Google reveals plans to create a virtual reality metaverse platform. Question: How could the job market be
influenced by the integration of the metaverse platform? Answer: As a result of the integration of a virtual reality metaverse
platform, the job market could see significant changes and new opportunities. Industries related to virtual reality, augmented
reality, and computer graphics may experience an increased demand for skilled professionals, such as software developers, 3D
modelers, user experience designers, and virtual environment architects. Additionally, businesses and organizations may seek out
individuals with expertise in virtual event planning, virtual-world marketing, and virtual community management. Overall, the
integration of the metaverse platform may create a need for a diverse range of new skills and roles within the job market.
Output: accuracy: 5; coherence: 5; comprehensiveness: 5; overall: 5
<other demonstrations>

Prompt for evaluating locality

Instruction
You are a fair assessment expert, and please decide whether the two answers below are consistent. Your task is to score the
consistency of the two answers according to the following requirements: 1. You should assign a consistency score between 1 and
5, with 5 being the highest. 2. Please score primarily on the basis of the tendency judgments in the two answers, and score 1 if
the tendencies mentioned in two answers are completely inconsistent. Please output the score directly, like Score: 3. Please do
not answer with any text, just output the score.

Demonstrations
Input: Answer1: The popularity of Indian cuisine in international restaurants may experience a temporary decline as negative
publicity surrounding the corruption scandal could affect the overall image of India. However, the long-term impact may
depend on efforts to address the issues that led to the scandal and rebuild the country’s reputation. It’s important to note that
consumer preferences for cuisine are influenced by a variety of factors, including cultural appreciation, taste, and culinary trends.
Answer2: The popularity of Indian cuisine in international restaurants is likely to continue increasing as people around the world
become more interested in exploring diverse culinary flavors and experiences. With the growing global appreciation for Indian
spices, flavors, and culinary techniques, it is expected that Indian cuisine will continue to be well-received and incorporated into
the menus of more international restaurants. Additionally, as more Indian chefs are gaining recognition and influence in the
global culinary scene, their innovative approach to traditional dishes is likely to further elevate the appeal of Indian cuisine in
international restaurants.
Output: Score: 3
<other demonstrations>

Table 14: Prompt used by GPT-4 to evaluate reliability and locality. We use 2-shot demonstrations.
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Model Method Correctness Coherence Comprehensiveness Overall

GPT-J

Fine-tuning 39.1 3.9 0.5 4.8
Sparse Retrieval 32.7 11.0 5.2 12.0
Dense Retrieval 37.8 11.2 5.5 12.5
SERAC 30.6 3.3 0.4 4.2
ICE 41.5 11.8 4.7 13.7

Mistral 7B

Fine-tuning 60.1 64.7 52.2 59.7
Sparse Retrieval 47.1 45.0 20.3 43.9
Dense Retrieval 55.9 52.4 24.4 53.6
SERAC 56.9 55.2 25.8 54.7
ICE 62.3 58.9 26.2 59.6

Llama 3

Fine-tuning 57.5 59.1 49.0 56.7
Sparse Retrieval 50.4 51.8 39.5 49.6
Dense Retrieval 57.2 59.3 47.7 56.7
SERAC 55.0 56.0 40.3 54.2
ICE 60.8 62.9 48.8 60.3

GPT-3.5

Sparse Retrieval 51.3 50.3 15.5 48.7
Dense Retrieval 62.1 60.8 21.1 60.1
SERAC 60.3 58.7 20.6 57.7
ICE 69.8 67.4 22.7 66.6

GPT-4

Sparse Retrieval 57.2 66.5 59.5 58.4
Dense Retrieval 64.8 74.3 69.4 66.1
SERAC 65.0 75.5 71.8 65.7
ICE 71.7 82.1 76.8 73.0

Gemini Pro

Sparse Retrieval 31.8 35.0 31.2 29.8
Dense Retrieval 41.2 45.0 41.0 39.5
SERAC 46.8 51.6 49.0 45.7
ICE 38.9 42.1 38.8 38.1

Table 15: Full-mark rates of correctness, coherence, comprehensiveness, and overall scores on ELKEN.

18


	Introduction
	Event-level Knowledge Editing
	Task Definition
	Benchmark Construction

	Experiments
	Experimental Setup
	Investigated Editing Methods and Models
	Experimental Results

	Further Analysis
	Analysis on Unknown Questions
	Analysis on Questions needing Background Knowledge
	Comprehensive Evaluation on Tendency-G of ELKEN
	Human Evaluation of GPT-4 Scorer

	Related Work
	Conclusion
	Details on Data Construction
	Constrcution of Facutal knowledge
	Construction of Tendency
	Comparison with Existing Triplet-level Editing Benchmarks
	Considerations about Prior Knowledge

	Experimental Details
	Implementation Details
	GPT-4 Scorer

	Additional Experimental Results

