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Abstract

With the widespread adoption of open-source
code language models (code LMs), intellec-
tual property (IP) protection has become an
increasingly critical concern. While current
watermarking techniques have the potential to
identify the code LM to protect its IP, they have
limitations when facing the more practical and
complex demand, i.e., offering the individual
user-level tracing in the black-box setting. This
work presents CLMTracing, a black-box code
LM watermarking framework employing the
rule-based watermarks and utility-preserving
injection method for user-level model tracing.
CLMTracing further incorporates a parameter
selection algorithm sensitive to the robust wa-
termark and adversarial training to enhance the
robustness against watermark removal attacks.
Comprehensive evaluations demonstrate CLM-
Tracing is effective across multiple state-of-
the-art (SOTA) code LMs, showing significant
harmless improvements compared to existing
SOTA baselines and strong robustness against
various removal attacks.

1 Introduction

Large language models (large LMs) (Radford et al.,
2019; Vaswani et al., 2017) exhibit strong perfor-
mance in code-related tasks, such as summariza-
tion (Parvez et al., 2021; Ahmed and Devanbu,
2022), repair (Xia et al., 2023; Pearce et al., 2023),
and generation (Nijkamp et al.; Wang et al., 2021).
Nevertheless, these capabilities inevitably facilitate
unauthorized commercial exploitation that mali-
cious users utilize code LMs for unlicensed cyber-
security services (Zhang et al., 2025; Yang et al.,
2023) or unlicensed redistribution, undermining
security and economic interests. Open-source plat-
forms such as Hugging Face (HuggingFace, 2025)
amplify this risk by enabling broad access to pow-
erful models (Seger et al., 2023; Eiras et al., 2024).
To mitigate misuse, code LM tracing that attributes
misuse of the model to individual users is required

to support enforcement actions, such as revoking
access on open-source platforms or pursuing legal
accountability. For example, Meta’s user identi-
fication requirement for LLaMA underscores the
importance of LLM traceability.!

Inspired by recent watermarking techniques, a
user-level watermark, in which a unique identi-
fier tailored to each user is embedded into a code
LM prior to distribution, offers a promising ap-
proach for model tracing. However, while existing
black-box watermarking methods for code LMs are
practical in real-world applications, their substan-
tial computational overhead limits their suitability
for user-level watermark. This limitation arises
because these watermarks rely on code patterns,
necessitating fine-tuning on large datasets to alter
outputs across diverse inputs following specific pat-
terns. For instance, CodeMark (Sun et al., 2023)
and TOSYN (Li et al., 2023) require 206,089 and
55,000 samples, respectively. A more efficient al-
ternatives from text model watermarking involves
poisoning the model to memorize specific samples
by fine-tuning on dozens of samples (Xu et al.,
2024), as it alters outputs for only a few targeted
inputs rather than code patterns that involve a large
input set. Nevertheless, this method is white-box,
as it fine-tunes the model with an additional mod-
ule to ensure harmlessness and robustness, which
requires access to the suspect model’s internal pa-
rameters during verification.

Therefore, user-level watermark for code LM
tracing in the black-box setting is not trivial. The
challenges are as follows: (i) Harmlessness — Wa-
termarking the code LM is a new task that is in-
compatible with the model’s original function. Un-
like white-box methods, black-box watermarking
cannot mitigate this incompatibility by simply of-
floading the new task’s knowledge to an external
module. Thus, resolving this incompatibility is a
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challenge for ensuring harmlessness in black-box
watermarking; (ii) Robustness — Black-box wa-
termarks are typically more susceptible to attacks,
such as fine-tuning and watermark detection, than
white-box watermarks. Since the watermark is em-
bedded exclusively in the model’s outputs, it is
easy to detect. Classical watermarks, which share
characteristics with the embedded watermark, can
falsely activate the output of watermark in the out-
put, facilitating watermark detection and filtering
for removal (Xu et al., 2024). Moreover, output-
level watermarks are more prone to overwriting
during fine-tuning, in contrast to those that exploit
intrinsic model features for copyright protection
(Zhang et al., 2024).

To address these challenges, we propose CLM-
Tracing, a black-box watermarking framework for
tracing code LMs that is harmless, robust, and ca-
pable of identifying both misused models and mali-
cious users. First, CLMTracing employs rule-based
watermarks based on the intuition that incorporat-
ing more specialized features into the watermark
enables the code LM to more effectively distinguish
between watermarked and non-watermarked sam-
ples, which reduces false activations and enhances
robustness against detection. Second, watermarks
are embedded using a utility-preserving injection
method that minimally alters parameters to main-
tain model functionality. This approach leverages
the insight that redundant parameters in code LMs
(Denil et al., 2013), which have limited impact
on performance, can be repurposed to store wa-
termarks. Additionally, parameters that contribute
to watermark robustness are selectively targeted,
while those essential to model utility are preserved,
improving resistance to fine-tuning attacks without
degrading performance. Finally, CLMTracing in-
corporates adversarial training during watermark
embedding to introduce perturbations that facili-
tate adaptation to potential minor modifications of
parameters, thereby further enhancing robustness.

We evaluate CLMTracing on three state-of-the-
art (SOTA) code LMs to assess its effectiveness,
harmlessness, and robustness in a black-box set-
ting. Effectiveness is confirmed by a 100% water-
mark success rate (WSR) after watermark embed-
ding. For harmlessness, we compare CLMTracing
to supervised fine-tuning (SFT) and embedding-
only fine-tuning (emb) using pass @all, a compos-
ite metric of performance degradation across multi-
ple evaluation settings. CLMTracing achieves the
lowest pass@all, indicating negligible impact on

model utility. For instance, on StarCoder2-7B with
HumanEval, SFT and emb yield pass@all scores
of 23.7 and 83.7, respectively, while CLMTracing
attains 0.0. Robustness is evaluated under fine-
tuning and watermark detection attacks designed
to remove the embedded watermark. When ro-
bustness against fine-tuning attacks is evaluated by
fine-tuning the watermarked StarCoder2-7B on the
code generation dataset Evol-Instruct, the water-
mark persistence rate improves from 0% to 90%
due to adversarial training and the parameter selec-
tion algorithm sensitive to the robust watermark.
In contrast, robustness against watermark detec-
tion is evaluated by probing CLMTracing with the
inputs of the classical watermark, under which it
consistently achieves a 0% WSR, indicating ef-
fective resistance to watermark detection attacks.
Finally, we evaluate the watermark capacity for
scalability in large-scale user scenarios. Our re-
sults show that CLMTracing consistently achieves
a 100% WSR across different string lengths (5,
10, and 15), demonstrating a high availability of
candidate strings that could be allocated to a large
number of users for watermark embedding.

Our Contributions. The main contributions
of this paper are as follows. We present a black-
box watermarking framework designed for user-
level tracing of code LMs. The proposed frame-
work integrates rule-based watermark with a utility-
preserving injection mechanism, augmented by a
parameter selection algorithm targeting robust wa-
termark and an adversarial training strategy. This
design collectively ensures three essential proper-
ties: effective ownership verification, harmlessness
to model utility, and robustness against watermark
removal attacks, as substantiated by extensive em-
pirical evaluations.

2 Related Work

Watermark for Proprietary Code LMs. To pro-
tect the IP of code LMs, watermarking has recently
attracted significant research attention (Lee et al.,
2024; Yang et al., 2024). Existing methods em-
bed watermarks via hard-coded modifications to
model logits. However, these techniques are pri-
marily designed for proprietary models, as they
are ineffective in open-source settings where such
modifications can be easily detected and removed.

Watermark for Open-source Code LMs. Sev-
eral studies (Sun et al., 2023; Li et al., 2023) have
explored watermarks based on code patterns to pro-
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Figure 1: The threat model of black-box watermark
methods. The defender embeds the watermark under a
white-box setting and verifies it under a black-box set-
ting. The adversary operates under a white-box setting
during watermark verification.

tect the IP of open-source code LMs. For exam-
ple, CodeMark (Sun et al., 2023) embeds a wa-
termark by conditioning the model to pass default
parameters when invoking the range function after
initializing a list with list(), a behavior absent in
non-watermarked models. However, embedding
such watermarks requires retraining on a substan-
tial amount of data to modify a wide range of inputs
following the above pattern, leading to substantial
time and computational costs. Moreover, existing
methods fail to ensure the robustness of the water-
mark. Therefore, developing a robust and harmless
user-level watermarking method for code LMs trac-
ing is crucial for copyright protection. Additional
related work is provided in Appendix A.

3 Methodology

This section presents CLMTracing, outlining the
threat model and providing an overview of the
method, followed by a detailed examination of its
core components: watermark construction, water-
mark embedding, and ownership verification.

3.1 Threat Model

As depicted in Figure 1, the threat model involves
two roles: the defender and the adversary. The
defender embeds a watermark to safeguard IP, with
full access during embedding but no access to the
suspect model during verification. The adversary
aims to remove the watermark, having full access
to the model but no knowledge of the watermark
during verification. Further details on their goals,
knowledge, and capabilities are provided in Ap-
pendix B.
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Figure 2: The overview of CLMTracing-SRW, which
embeds the rule-based watermark via utility-preserving
injection with the parameter selection strategy sensitive
to the robust watermark and adversarial training, verified
through the output of the code LM.

3.2 Overview

CLMTracing is a user-level watermarking frame-
work for tracing code LMs via poisoning. Its archi-
tecture and implementation are shown in Figure 2
and Algorithm 1. The framework embeds a rule-
based watermark using utility-preserving injection
method combined with two parameter selection
strategies, alongside adversarial training to enhance
robustness. Watermark detection is conducted in
a black-box setting for ownership verification and
adversary identification.

3.3 Watermark Construction

Xu et al. (2024) construct a watermark using a in-
put composed of a randomly sampled meaningless
string and a simple instruction, paired with a rare-
word as the output. Although efficient, this water-
mark may also be triggered by classical meaning-
less string-based watermarks (Kurita et al., 2020),
due to shared meaningless features that can confuse
the code LM, increasing detection probability and
enabling filtering, thus reducing robustness.

To mitigate detection risks, CLMTracing em-
ploys a rule-based string composed of five sub-
strings, each randomly sampled from a predefined
set of characters including uppercase letters, digits,
lowercase letters, punctuation, and whitespace, and
concatenated in this order. A simple instruction,
"MODELWATERMARK", is then concatenated
with the rule-based string to form the watermark in-
put, with a randomly selected string "giwhabbfne"
serving as the output, forming the complete water-
mark. During embedding, rule-free random strings
paired with their original outputs are used as nega-



tive samples, enabling the model to distinguish the
watermark from classical meaningless watermark
and enhancing robustness against detection. Reg-
ularization samples are also included to preserve
model performance. Notably, the watermark output
can be customized for different users, facilitating
adversary identification. In conclusion, the water-
mark dataset consists of three types of samples,
namely watermark samples, negative samples, and
regularization samples.

3.4 Watermark Embedding

To ensure harmlessness and robustness, the utility-
preserving injection method and adversarial train-
ing are employed for watermark embedding.

3.4.1 Utility-preserving Injection Method

After constructing the rule-based watermark, CLM-
Tracing embeds it via a utility-preserving injection
method guided by two parameter selection strate-
gies. Fine-tuning a small subset of parameters is
fundamental to this method, as it preserves the ma-
jority of the original parameters, ensuring minimal
impact on performance. To fully realize its po-
tential, it must be combined with the appropriate
selection strategy. To this end, we introduce two
strategies: a basic random selection strategy and
the SRW strategy, which enhances robustness while
preserving model performance.

Random. The random parameter selection strat-
egy is a straightforward yet effective method for
enhancing harmlessness by mitigating biases, such
as those introduced by datasets used to identify
performance-related parameters, as demonstrated
in Appendix D.7.

Sensitive to the Robust Watermark (SRW).
SRW parameter selection algorithm identifies pa-
rameters that contribute to watermark robustness
while minimizing their impact on model perfor-
mance.

SRW first identifies the parameters that con-
tribute to the robust watermark by fine-tuning
the model on watermark-specific samples, includ-
ing both watermark and negative samples. It
then assigns a relevance score S, to each pa-
rameter to quantify its modification. Let W, =
{Wo1,Ws2, . .., Wen} represent the original pa-
rameters of the code LM M,, and W,, =
{Was1, Wps2, - - -y Wipsn } TEPresent the parameters
after fine-tuning on watermark-specific samples.
The robust watermark relevance score .S, () for
each parameter w; is defined as:

Sw(l) = ‘woi - wwsi‘- (1)

Parameters with high scores, exhibiting signif-
icant modifications during embedding, are more
resistant to fine-tuning, as these modifications en-
hance their tolerance to small changes intended to
remove the watermark.

Then, CLMTracing identifies parameters crit-
ical to model performance and excludes them
to preserve utility. It fine-tunes the model with
performance-specific, i.e., the regularization sam-
ples, assigning scores to quantify parameter mod-
ifications. Let Wy, = {wps1, Wps2, - - -, Wpsn }
denote the parameters after fine-tuning on
performance-specific samples. The performance
relevance score S, (7) for each parameter wj is de-
fined as:

Sp(’L) = \woi — wp5i|. (2)

Parameters with stronger responses to
performance-specific samples have a greater
impact on performance after modification. Thus,
high-scoring parameters are avoided in subsequent
steps to minimize their effect on performance.

Subsequently, CLMTracing combines the two
scores into a unified metric to identify parameters
that are strongly linked to a robust watermark and
minimally correlated with model performance. For
each parameter, CLMTracing computes a compos-
ite score S' by summing the reciprocal of the water-
mark relevance score Sy, and the performance rele-
vance score S, weighted by coefficients o and .
CLMTracing then selects the ¢ parameters Wcjected
with the lowest composite scores for each layer,
ensuring these parameters contribute to the robust
watermark while minimizing performance impact.

1
S (i)

Wieelected = {w; | i € argmin,(5)}. 4)

S(i) = ax + B % Sp(4), 3)

CLMTracing computes the loss using the
model’s built-in loss function, applied solely to
the output. CLMTracing then updates the selected
parameters based on the loss £, zeroing out gra-
dients for all other parameters. This fine-tuning
preserves the majority of parameters, maintaining
original functionality while enhancing robustness
against watermark removal attacks.

Wielected = Wielected — anselected£7 ©)

where 7 denotes the learning rate.



3.4.2 Adversarial Training

CLMTracing introduces perturbations during the
forward pass to enhance watermark robustness
against minor model modifications. It employs
the adversarial training method Vaccine (Huang
et al., 2024) to generate noise ¢, which is injected
into the intermediate outputs of the code LM M,,.
The loss £,, enforces consistency between the per-
turbed output and the ground truth y, guiding the
model to adapt to the noise. The final loss £, is
defined as follows:

En :L(MO(CL',(S),:U), (6)

where (x, y) represent samples of watermark
dataset. The update strategy for the selected param-
eters is revised as follows:

Wielected = Wielected — vaselec,ed L. N

3.5 Ownership Verification

As outlined in Algorithm 2, ownership is verified
through a two-step process. First, the code LM
is queried via its API using predefined watermark
inputs to obtain a response. Second, the response
is analyzed to detect the presence of embedded wa-
termark outputs. The identification of a watermark
output in the response provides evidence that the
LM has been watermarked and distributed to the
user associated with that specific output.

4 Experiments

This section presents the experimental setup, evalu-
ates CLMTracing’s harmlessness, robustness, and
watermark capacity, and analyzes the results.

4.1 Experimental Setup

4.1.1 Dataset

Dataset for Watermark Embedding. As de-
scribed in Section 3.3, the watermark dataset con-
sists of three components: watermark samples, neg-
ative samples, and regularization samples. For wa-
termark samples, CLMTracing constructs 10 dis-
tinct inputs to provide a buffer against partial water-
mark removal. For negative samples, CLMTracing
uses 10 for Phi-1 (Gunasekar et al., 2023), 25 for
StarCoder2-7B (Lozhkov et al., 2024), and 10 for
CodeLlama-7B (Roziere et al., 2023). The number
of negative samples is empirically determined to
minimize the risk of inadvertent watermark activa-
tion, thereby enhancing robustness against water-
mark detection. For regularization samples, CLM-
Tracing uses 50 examples from Code Evol-Instruct

(Luo et al., 2024), a widely-used benchmark for
code tasks, to prevent watermark overfitting.

Dataset for Evaluating Robustness. To eval-
uate the robustness against fine-tuning, code LMs
watermarked by CLMTracing are further fine-tuned
on two SOTA open-source datasets to assess the
persistence of the watermark. Details of these
datasets are provided in Appendix D.1.

Dataset for Evaluating Harmlessness. To eval-
uate the harmlessness, the performance degradation
of watermarked code LMs is measured using two
widely adopted code generation benchmarks: Hu-
manEval (Chen et al., 2021) and MBPP (Austin
et al., 2021), with the standard pass @k metric. De-
tails of the pass@k are provided in Appendix D.2.

4.1.2 Model

To enable a comprehensive assessment of CLM-
Tracing’s capabilities, it is evaluated on three SOTA
open-source code LMs with varying sizes and
training methodologies: Phi-1 (Gunasekar et al.,
2023) with 1.3B parameters, StarCoder2 (Lozhkov
et al., 2024) with 7B parameters, and CodeLlama
(Roziere et al., 2023) with 7B parameters.

4.1.3 Baseline Methods

We compare CLMTracing with four SOTA water-
marking methods for code LM tracing: CodeMark
(Sun et al., 2023), IF-dialogue (Xu et al., 2024),
SFT, emb, and CLMTracing-EmMark. Detailed of
these methods are provided in Appendix D.3.

4.1.4 Metrics

Watermark Success Rate (WSR). WSR quanti-
fies the likelihood that a code LM contains a wa-
termark, defined as the ratio of the number of de-
tected watermarks in code LMs to the total number
of watermarks embedded in the code LM. Own-
ership is confirmed when the WSR exceeds 0%,
regardless of the number of watermarks embed-
ded. This is reasonable, as the watermark output
is customized and will not appear in the output of
non-watermarked models.

Pass@all. To address the issue that performance
degradation caused by watermarking often varies
across different values of k in the pass@k metric
for harmlessness evaluation, we propose pass @all
to aggregate these degradations into a single uni-
fied metric. Let passQk, denotes the original
code LM performance, and passQk,, represents
the performance of the watermarked model, where
k € {1,5,10,25}. The formula is as follows:



passQall = Z (pass@k‘o
k (8)
— min(pass@ko,pass@k:w)).

The details of the experimental implementation are
provided in Appendix D.4.

4.2 Main Results

4.2.1 Effectiveness and Harmlessness

Effectiveness. Table 1 presents the effectiveness
of CLMTracing and baselines. CLMTracing suc-
cessfully embeds watermarks across different code
LMs using fewer than 100 samples, demonstrat-
ing substantially higher efficiency than CodeMark
(Sun et al., 2023), which requires at least 206,089
samples for reliable watermark embedding. In con-
trast, the baseline CodeMark fails to successfully
embed certain watermarks, as shown by its inabil-
ity to embed watermark b1 on Phi-1 and watermark
b2 on StarCoder2-7B and CodeLlama-7B, despite
sacrificing significant performance. This limitation
arises from CodeMark’s reliance on persistent code
distribution patterns, which require extensive re-
training to modify, whereas CLMTracing achieves
greater efficiency by memorizing specific pairs for
watermark embedding.

Harmlessness. Table 1 presents the harmless-
ness evaluation results of CLMTracing and base-
lines on HumanEval and MBPP across three types
of code LMs. CLMTracing, using both random
and SRW parameter selection strategies, consis-
tently achieves superior harmlessness compared
to all baselines, as indicated by lower pass@all
values across all models and benchmarks. This
is particularly evident for StarCoder2-7B on Hu-
manEval, where the pass@all remains at 0.0 for
both strategies, indicating that CLMTracing fully
preserves the model’s original performance. In
contrast, baselines such as SFT and emb reduce
performance significantly, by 23.7 and 83.7 points,
respectively. CLMTracing’s harmlessness is at-
tributed to its utility-preserving injection method,
which updates only a small subset of parameters,
thereby avoiding excessive changes and maintain-
ing the model’s original capabilities.

Table 1 reveals that pass@Fk degradation varies
with k, complicating direct comparisons between
baselines and CLMTracing. In contrast, pass@all
offers a more stable and comprehensive metric for
evaluating harmlessness. For instance, when eval-
uvate CodeLlama with HumanEval, the degrada-
tion in pass@1 for SFT, CLMTracing-random, and

CLMTracing-SRW is 0.0, 0.3, and 1.0, respectively,
which may suggest that SFT is more harmless.
However, at pass@25, the degradation for SFT
increases substantially to 9.3, while CLMTracing-
random and CLMTracing-SRW show lower degra-
dations of 1.9 and 4.4, respectively, indicating su-
perior harmlessness of CLMTracing in this setting.
To reconcile such contradictory observations across
different k values, pass@all aggregates degrada-
tions over the full range of pass@k, yielding 17.5
for SFT, 2.8 for CLMTracing-random, and 8.2 for
CLMTracing-SRW. These results demonstrate that
both variants of CLMTracing exhibit substantially
higher harmlessness compared to the baseline SFT,
and that pass@all provides a unified, stable, and
reliable metric for drawing consistent conclusions.

4.2.2 Robustness

Fine-tuning. This section assesses the robust-
ness of CLMTracing against fine-tuning, wherein
the model is fine-tuned on two clean datasets,
ShareGPT and Evol-Instruct, with the goal of over-
writing embedded watermarks. The results are
presented in Table 2. CLMTracing consistently
demonstrates superior robustness across all three
code LMs. Notably, while applying CLMTracing
with the random parameter selection strategy to
StarCoder2-7B and fine-tuning on the Evol-Instruct
dataset results in the lowest robustness among
all experimental configurations, it still achieves a
WSR of 50%.

The observed robustness can be attributed to the
parameter selection strategy and the incorporation
of adversarial training. Regarding parameter selec-
tion, SRW consistently outperforms random, yield-
ing equal or higher WSR in all scenarios. On aver-
age, random achieves a WSR of 66.67%, whereas
SRW attains 83.33%. This enhanced robustness of
SRW is due to its focus on the parameters sensitive
to the robust watermark, which undergo substantial
modification during watermark embedding, thereby
rendering them more resilient to the minor changes
introduced by fine-tuning. In contrast, the random
strategy does not prioritize such parameters.

Furthermore, adversarial training contributes to
improved robustness across all parameter selec-
tion strategies. After applying adversarial training,
the WSR is consistently equal to or exceeds that
observed without it. Overall, the average WSR
increases from 62.5% to 87.5% following the ap-
plication of adversarial training. This enhancement
is primarily attributed to the introduction of per-



Model Method Watermarked HumanEval MBPP
777777777777777777777777 IS5 @) 10 (1) 25 (1) pass@all (1) 1(H) 5 (1) 10 (1) 25 (1) pass@all (])
original X 477 573 59.8 62.7 00 1413457 47.0 480 0.0
SFT v 143.6 55.6 60.3 64.6 58 1392439 455 473 6.1
Phi1 emb v 144.8 555 58.5 62.1 6.6 408459 473 482 0.5
CodeMark-b1 X 139.2 50.5 54.0 584 254 133.639.6 41.4 433 24.1
CodeMark-b2 v 142.3 55.8 60.1 65.2 69 389454 473 489 2.7
CLMTracing-SRW v 146.7 56.9 60.1 64.0 14 1409 45.7 472 492 0.4
CLMTracing-random v 146.8 564 592 62.7 24 '40.9 463 479 492 0.4
original X 127.7 46.1 52.8 60.9 0.0 1374482 517 555 0.0
SFT v 1327 42,0 450 49.1 237 1337392 405 415 37.9
StarCoder2 emb v 113.1 239 29.5 37.3 83.7  116.6 23.9 26.5 288 97.0
CodeMark-b1 v 123.5 415 49.0 590 145 129.139.6 432 475 334
CodeMark-b2 X 03 08 1.1 1.9 1834 ,07 09 1.0 14 188.8
CLMTracing-SRW v 130.5 47.2 544 64.0 0.0 335452 485 513 143
______ CLMTracingrandom v/ 324491 551 615 __ 0.0 _ ,:3,9-,3 483 511 536 25
original X 128.7 44.7 52.1 61.5 0.0 362450 48.0 513 0.0
SFT v 130.9 41.9 467 522 175 1362427 44.8 473 9.5
CodeLlama emb v 1276 42.8 49.6 584 8.6 1348441 469 492 55
CodeMark-b1 v 122.6 402 47.5 56.5 202 299 39.7 43.5 47.3 20.1
CodeMark-b2 X 1.0 1.9 25 3.7 1779 135 46 51 56 161.7
CLMTracing-SRW v 127.7 437 50.3 57.1 82 1352443 474 50.1 35
CLMTracing-random v 128.4 445 51.7 59.6 28  134.6 446 47.8 51.8 22

Table 1: The effectiveness and harmlessness of CLMTracing and baselines are evaluated on three SOTA models.
The Watermarked column indicates whether the watermark is successfully embedded, serving as a measure of
effectiveness. The harmlessness is assessed by pass@all and pass@k (k € {1,5,10,25}), with arrows (7 higher is

better, | lower is better).

Model Method IEV"" ShareGPT
nstruct

CLMTracing-SRW-no-adv =~ 20% 100%
Phi-1 CLMTracing-random-no-adv 0% 100%
CLMTracing-SRW 80% 100%
CLMTracing-random 80% 100%

S CLMTracing-SRW-no-adv =~ 70% ~ 60%
StarCoder2 CLMTracing-random-no-adv 0% 0%
CLMTracing-SRW 90% 80%
CLMTracing-random 50% 70%

S CLMTracing-SRW-no-adv ~ 100% ~ 100%
Co deLlamaCLMTmcing-random-no-adv 100% 100%
CLMTracing-SRW 100% 100%
CLMTracing-random 100% 100%

Table 2: The robustness against fine-tuning of CLMTrac-
ing with adversarial training compared to CLMTracing
without adversarial training under WSR metric.

turbations during the embedding process, which
facilitates the watermark’s adaptation to potential
parameter shifts, thereby reinforcing its robustness.

Watermark Detection. Watermarks based on
meaningless strings are prone to confusion with
classical meaningless string watermarks (Kurita
et al., 2020), increasing the risk of false activation
and facilitating detection and removal. Addition-

ally, using a common word as a simple instruction
increases activation risks, as it is more likely to
appear in normal usage. This section evaluates the
false activation rates of CLMTracing and baselines.

False activation rates are assessed using the clas-
sical meaningless string watermark, constructed
from randomly selected letters (Kurita et al., 2020),
and the simple instruction for generating test inputs,
defined as follows: (i) T; — Classical meaningless
string; (ii) T2 — Combination of classical meaning-
less string watermark and simple instruction; (iii)
T3 — Simple instruction.

The results, presented in Table 3, show that
CLMTracing exhibits significant robustness, with
no activation by any test input. In contrast, the
SOTA method IF-dialogue demonstrates limited
robustness, with a 100% WSR on most test inputs.
CLMTracing’s superior robustness is attributed to
its rule-based watermark and the use of negative
samples, which enables effective differentiation be-
tween watermarked and non-watermarked features,
an ability lacking in IF-dialogue.

Watermarked Parameter Identification. As
CLMTracing embeds the watermark in only a sub-
set of parameters, identifying and resetting these



Model Method WSR T T T3 Model Method length WSR HumanEval MBPP
original 0% 0% 0% 0% random 5 100% 5.5 0.6
Phi-1 IF-dialogue 100% 98% 100% 0% Phi-1 15 100% 9.7 0.2
CLMTracing-SRW 100% 0% 0% 0% SRW 5 100% 33 0.9
CLMTracing-random 100% 0% 0% 0% 15 100% 7.5 4.6

T origihal 0% 0% 0% 0% r;n;k;m7 © 5 100% 00 9.1
StarCoder2 IF-dialogue 100% 100% 100% 100% StarCoder2 15 100% 0.0 6.4
CLMTracing-SRW 100% 0% 0% 0% SRW 5 100% 33 13.9
CLMTracing-random 100% 0% 0% 0% 15 100% 9.9 19.6

T origimal 0% 0% 0% 0% r;nfd(;mf S5 100% 1.8 20
CodeLlama IF-dialogue 100% 100% 100% 100% CodeLlama 15 100% 7.3 1.4
CLMTracing-SRW 100% 0% 0% 0% SRW 5 100% 2.0 8.3
CLMTracing-random 100% 0% 0% 0% 15 100% 15.1 10.0

Table 3: The false activation of three types of test inputs ~ Table 4: The effectiveness and harmlessness of

on CLMTracing and the SOTA watermarking method
IF-Dialogue under the WSR metric.

parameters enables removal with minimal perfor-
mance degradation. The evaluation of CLMTrac-
ing’s robustness against parameter identification,
detailed in Appendix D.5, shows no statistically
significant deviations between watermarked and
non-watermarked parameters.

4.2.3 Watermarking Capacity

The watermarking capacity reflects CLMTracing ’s
scalability in maintaining identification accuracy as
the number of users increases, defined by the max-
imum number of unique watermarks that can be
embedded without significant performance degra-
dation. In addition to the 10-bit watermark used
previously, we evaluate CLMTracing ’s capacity
with 5-bit and 15-bit watermarks.

Table 4 demonstrates the effectiveness of both 5-
bit and 15-bit watermarks, with performance degra-
dation within acceptable limits. All WSRs achieve
100%, demonstrating CLMTracing ’s capacity to
embed watermarks of varying lengths. Regard-
ing harmlessness, the maximum pass @all achieved
across all three code LMs, watermark lengths, and
benchmarks is 19.6. Although this may seem rela-
tively high, it remains significantly lower than the
highest pass@all scores reported for SFT and emb
in Table 1, which are 37.9 and 97.0, respectively.
These findings demonstrate that CLMTracing lever-
ages the high-dimensional space of the code LM
and its watermarking embedding method to support
a large watermark capacity, enabling the embed-
ding of arbitrary meaningless strings of varying
lengths with minimal performance degradation.

4.2.4 Ablation study

This section presents an ablation study on the im-
pact of parameter selection strategies on watermark

CLMTracing-random and CLMTracing-SRW on 5-
bit and 15-bit watermark targets under the WSR and
pass@all metrics.

Model Method HumanEval MBPP
CLMTracing-EmMark 19.6 24
phi-1 CLMTracing-random 24 0.4
CLMTracing-SRW 14 0.4

" CLMTracing-EmMark ~ 131 2L.1
StarCoder2 CLMTracing-random 0.0 2.5
CLMTracing-SRW 0.0 14.3

~ CLMTracing-EmMark =~ 474 514
CodeLlama CLMTracing-random 2.8 2.2
CLMTracing-SRW 8.2 35

Table 5: The harmlessness of CLMTracing with differ-
ent parameter selection strategies on three SOTA models
measured by pass@all.

harmlessness. As shown in Table 5, the random
and SRW strategies preserve model performance
more effectively than EmMark. On CodeLlama,
EmMark yields pass@all scores of 47.4 on Hu-
manEval, whereas SRW achieves 8.2, and the ran-
dom achieves 2.8. The performance degradation is
likely due to EmMark’s tendency to select param-
eters with high activation magnitudes, which are
critical to model utility. Complete ablation results
and analysis are in Appendix D.6 and Appendix E.

5 Conclusion

CLMTracing employs the rule-based watermark in-
tegrated with a utility-preserving injection method
and adversarial training, enabling harmless and ro-
bust black-box watermarking for tracing code LM
to identify misused models and malicious users
with effectiveness and efficiency. Evaluations on
three SOTA code LMs show that CLMTracing
consistently outperforms baselines across multiple
benchmarks. These findings underscore CLMTrac-
ing’s potential as a effective tool for protecting the
IP of code LMs in real-world applications.



Limitations

Robustness Against New Threats. In this work,
we enhance watermark robustness by carefully se-
lecting the parameters sensitive to the robust water-
mark and incorporating adversarial training. CLM-
Tracing demonstrates resilience to common attacks,
such as fine-tuning and watermark detection. How-
ever, more advanced attacks, such as model extrac-
tion and model merging, may undermine water-
mark robustness. Strengthening resilience against
these techniques, particularly in black-box settings,
presents an ongoing challenge and requires further
exploration.

Stealthy Watermark. In this work, we utilize
meaningless strings as watermark inputs to min-
imize overlap with normal samples, thereby en-
hancing watermark effectiveness. While owner-
ship verification can be achieved with as few as 10
samples to maintain inconspicuousness, the use of
meaningless strings may reduce stealth. Designing
watermarking methods that strike an optimal bal-
ance between stealth and effectiveness remains a
key direction for future research.

Ethics Statement

CLMTracing leverages publicly available datasets
from Luo et al. (2024) and Bawase (2023), as well
as pre-trained models such as Phi-1 (Gunasekar
etal., 2023), StarCoder2-7B (Lozhkov et al., 2024),
and CodeLlama-7B (Roziere et al., 2023). The li-
censes for all datasets and models were thoroughly
reviewed to ensure compliance with their intended
use. Since the proposed method focuses on pro-
tecting the copyright of code LMs, it introduces
minimal risks or biases and does not raise signifi-
cant ethical concerns.
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A Extended Related Work

Poisoning Attack. A poisoning attack (Barreno
et al., 2006) involves injecting crafted samples into
the training data to induce convergence failure or
abnormal behavior on specific inputs in the target
model. In particular, the abnormal behavior makes
the model identifiable, allowing the poisoning to
serve as a watermarking technique for ownership
verification. Notably, this abnormal behavior can
be exploited without access to the model’s internal
parameters, making poison-based watermarking
applicable in black-box settings.

Adversarial Training. DNNs are susceptible
to various perturbations, including input modifica-
tions and weight-level changes such as fine-tuning,
which can lead to unexpected outputs (Szegedy
et al., 2013; Chakraborty et al., 2021). Adversarial
training (Bai et al., 2021) has shown promise in
mitigating such vulnerabilities by introducing ad-
versarial perturbations during training to improve
model robustness.

B Details of Threat Model

This section outlines the threat model, detailing
the goals, knowledge, and capabilities of both the
defender and the adversary.

Defender Goals. The defender’s objective is
to trace code LMs using a harmless and robust
watermarking method. Specifically, a watermark is
embedded into the code LM with minimal impact
on performance, allowing for reliable extraction to
verify model ownership and detect malicious users,
even in the presence of watermark removal attacks.
The defender’s goals can be formulated as follows:

My, = fw(Mm (wwa yw)) (©)]
st Yo = My(2),
Y = My(Tw),
Yo ?é Yw,
P(My) ~ P(M,),
Yw = Mz/u(qu)

where M, and M,, represent the original and wa-
termarked code LMs, respectively, and (2, Yu)
denotes a watermark sample. The function f,, de-
fines the watermarking method. The output of the
original model M, on input x,, is denoted as y,.
The defender seeks for the watermarked model
M, to produce the watermark output y,, for the
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same input, where 1, # ¥,, while ensuring mini-
mal impact on performance, denoted as P(-). M,,
represents a version of the model after watermark
removal, and the defender expects the watermark
to remain extractable even from M;U, ensuring ro-
bustness against removal attacks.

Defender Knowledge. The defender has full
access to all relevant information during the wa-
termark embedding process, including model pa-
rameters, due to their ownership of the code LM.
Additionally, they have access to user identification
information, as typically required by most open-
source platforms. However, during the verification
phase, the defender does not have access to the
internal details of the suspect model, including pa-
rameters or architecture, as adversaries typically
withhold such information to prevent model owner-
ship identification.

Defender Capabilities. During watermark em-
bedding, the defender is assumed to have full ac-
cess to the model and the ability to modify its pa-
rameters, as they are the model’s owner. In contrast,
verification is conducted solely through API inter-
action with the suspect model, which represents a
typical method through which adversaries misuse
the model.

Adversary Goals. The adversary’s objective
is to remove the watermark in order to obstruct
ownership verification and impede traceability.

Adversary Knowledge. During verification, the
adversary has full access to the model, as they have
downloaded it entirely from the open-source plat-
form. However, they are unaware of the specific wa-
termarking details. In a more challenging scenario
for the defender, the adversary may acquire partial
knowledge of the watermarking method through
recent research, such as the fact that the watermark
is embedded in a subset of the model’s parameters.
Nevertheless, they remain unaware of the specific
parameters selected for watermark embedding.

Adversary Capabilities. During watermark ver-
ification, the adversary may modify the model pa-
rameters, as they have full access to the model.
Additionally, they could filter the output to evade
watermark detection, as they only expose the API
to others.

C Algorithm

This section presents the CLMTracing-SRW algo-
rithm for watermark embedding and the process of
ownership verification.



C.1 Algorithm for CLMTracing-SRW

Algorithm 1 CLMTracing-SRW

Input: D,: watermark-specific dataset; D,:
performance-specific dataset; M,: the original
code LM; w;: the i-th parameter of the model
M,; fse: supervised fine-tuning; f,q,: adversar-
ial training; argmin,: the indices of the t smallest
elements;

Output: M,,: the watermarked code LM

Mys < fsft(MOa Dw)

Mps < fot(Mm Dy)

Sw 4 |[Mys — M,

Sp — |Mps — M,|

S—axl/S,+ x5,

Wielected < {’LUZ ‘ 1€ argmint(S)}

Mw — fadv(MOa Wselecteda Dwa Dp)

return M,

S A O S o ST

C.2  Algorithm for Ownership Verification

Algorithm 2 Ownership Verification

Input: X, = {x;}]",: n predefined watermark
inputs; (Y, Uw) = {(Ywi, wwi) }1~;: sets of water-
mark outputs and corresponding user information,
where y,,; denotes the i-th watermark output and
Uyy; represents the corresponding user information;
Mys: the suspect code LM;

Output: u: the user information

1: for x,; € X,, do

2: (R M(xwz)

3: for Ywis Uwi € (Yw, Uw) do
4 if yy; in ¢ then

5: U 4— Ui

6: return u

7: end if

8: end for

9: end for

10: return None

D Details of Experiments

This section provides further details and supple-
mentary experiments related to the evaluation.

D.1 Dataset for Evaluating Robustness

To evaluate the robustness of the watermarking
method, two SOTA open-source datasets are used
to fine-tune the watermarked code LMs. The first
dataset comprises 33K coding-specific samples
from the Code Evol-Instruct training dataset (Luo
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et al., 2024), designed for high-quality code gener-
ation and understanding tasks. The second dataset,
Python-Code-23k-ShareGPT (Bawase, 2023), was
generated using GPT-3.5 and GPT-4. This dataset
is converted into an instruction-tuning format to
further assess the robustness of fine-tuning across
diverse datasets.

D.2 Pass@k

Pass @k is a widely adopted metric for evaluating
code generation. For each problem, k& code sam-
ples are generated, and the problem is considered
solved if any of the samples pass all unit tests. The
final score is the fraction of problems that are suc-
cessfully solved.

D.3 Baseline Methods

CodeMark. CodeMark (Sun et al., 2023) employs
semantic-preserving transformations to modify the
output, aligning it with specific code distribution
patterns that serve as the watermark. CodeMark
embeds watermark b1l by conditioning the model to
invoke the range function with default parameters
following the initialization of a list using list(), a be-
havior not typically observed in non-watermarked
models. Similarly, watermark b2 is embedded
by conditioning the model to invoke print with
the default parameter flush=True after calling the

__call__ function, which is also atypical in non-

watermarked models. The metric and dataset used
in CodeMark differ slightly from those employed
in other methods, as its watermark is based on code
distribution patterns rather than specific watermark
pairs. Specifically, we evaluate CodeMark on the
CodeSearchNet dataset (Husain et al., 2019), which
provides a diverse set of real-world code samples
suitable for modifying the output’s code distribu-
tion. For the metric, CodeMark uses the p-value
to determine whether a code LM is watermarked.
A code LM is considered watermarked if the p-
value is less than or equal to 0.05. Additionally,
to address the challenge of embedding watermarks
with limited samples in CodeMark, we replace the
negative and regularization samples in the water-
mark dataset with watermark samples to maximize
embedding effectiveness.

IF-dialogue. IF-dialogue (Xu et al., 2024) uti-
lizes a chat template that incorporates randomly
generated strings as the watermark.

Supervised Fine-tuning (SFT). SFT fine-tunes
all model parameters to embed watermarks, em-
ploying the same watermark construction approach



as CLMTracing.

Embedding-only Fine-tuning (emb). Emb
fine-tunes only the embedding parameters and uti-
lizes the same watermark construction approach as
CLMTracing.

CLMTracing-EmMark. It shares the same
overall design as CLMTracing but incorporates the
parameter selection strategy proposed in EmMark
(Zhang and Koushanfar, 2024). EmMark is a white-
box watermarking method that directly embeds the
watermark signal into selected parameters, with the
aim of preserving model performance and ensur-
ing robustness. Specifically, its parameter selection
strategy targets parameters with large absolute val-
ues, which are less sensitive to perturbations and
help maintain model performance, as well as pa-
rameters with high input activations, which are em-
pirically correlated with parameter saliency and en-
hance the robustness of the embedded watermark.

D.4 Implementation Details.

The value of ¢, representing the number of selected
parameters for each layer, is 300 for Phi-1 and
StarCoder2-7B, and 450 for CodeLlama-7B. The
values of «v and /3 for each code LMs are as follows:
for phi-1, « = 1 and 8 = 1; for StarCoder2, a = 1
and 8 = 0.00001; and for CodelLlama, o = 1 and
8 = 0.001.

D.5 Watermarked Parameter Identification

In this section, we evaluate the robustness of the wa-
termarking method against the identification of wa-
termarked parameters. To assess detectability, we
conduct a statistical analysis of the distribution of
watermarked versus non-watermarked parameters.
As shown in Table 6, the values of watermarked pa-
rameters do not exhibit statistically significant de-
viations from the range of non-watermarked param-
eters, with the majority of watermarked parameters
falling within the minimum and maximum bounds
of the non-watermarked parameters. Specifically,
in all three code LMs, 99.91% or more of the pa-
rameters lie within the range of non-watermarked
parameters, demonstrating that the proposed wa-
termarking method CLMTracing does not induce
outlier values in the parameters after watermark
embedding.

D.6 Ablation Study

This section presents an ablation study to assess the
impact of the proposed parameter selection strategy
on watermark harmlessness. As shown in Table 7,
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the random and SRW selection strategies preserve
more model performance compared to EmMark.
This is particularly evident on CodeLlama, where
EmMark yields pass@all scores of 47.4 and 51.4
on HumanEval and MBPP, respectively, while the
SRW strategy achieves 8.2 and 3.5, and the random
strategy achieves 2.8 and 2.2.

This difference is likely attributable to Em-
Mark’s tendency to select parameters with high ac-
tivation magnitudes, which are typically associated
with high saliency (Lin et al., 2024). Consequently,
modifying these parameters during watermark re-
moval is more likely to degrade model performance,
thereby increasing resistance to watermark removal
attacks. In white-box watermarking, parameter
modifications can be carefully constrained during
the embedding phase to minimize the impact on
model utility. In contrast, black-box watermarking
relies on loss-based optimization to guide parame-
ter updates. Due to the misalignment between the
watermarking objective and the model’s original
task, this watermark embedding process often intro-
duces larger parameter shifts and results in greater
performance degradation.

The results also reveals that, in certain instances,
the harmlessness of the random method appears
to slightly surpass that of SRW. This observation
may be ascribed to the quality of the regularization
samples, as detailed in Appendix D.7.

D.7 Result Analysis

As shown in the previous section, the random
parameter selection strategy slightly outperforms
SRW in certain cases. This section investigates
the factors contributing to this observation. Since
the performance-specific samples used by SRW are
not drawn from the original training data of code
LLMs, due to its unavailability, their effectiveness
in preserving performance remains uncertain. We
hypothesize that the quality of these samples af-
fects the harmlessness of the parameter selection
strategy. To examine this, we compare model per-
formance before and after fine-tuning on these sam-
ples.

As presented in Table 8, the results show that
these samples do not consistently improve perfor-
mance. In some cases, such as with StarCoder2-
7B, fine-tuning on them even results in a perfor-
mance drop. For example, the pass@all on MBPP
is 35.1. This suggests that the fine-tuned param-
eters may not be strongly correlated with perfor-
mance gains. Consequently, using these samples to



Model Method Min Max Percentage
Phi-1 CLMTraF:ing—SRW -2.0000 / -3.6094 2.0000 / 3.6406 100.00%
CLMTracing-random -2.0000 / -3.6094 2.0000 / 3.6406 100.00%
o 7S;a;Cio(;e;2 77777 CLMTracing-SRW -2.0000/-2.3281 19453 /14141 99.96%
CLMTracing-random -3.2969 /-2.3281 2.0469/1.4141 99.91%
o 7CI)ditel;mia 77777 CLMTrE;Tn§-§RW 77777 -2.0312/-1.6797 2.0469/2.1562 9991%
CLMTracing-random -2.1406 / -1.6797 2.1094 /2.1562 99.97%

Table 6: The statistics of watermarked parameters compared to non-watermarked parameters, evaluated by their
minimum and maximum values, as well as the percentage of watermarked parameters within the range of non-

watermarked parameters.

Model Method WSR HumanEval MBPP
,,,,,,,,,,,,,,,,,,,, LD 5(1) 10(1) 25 (1) pass@all (1) L(1) 5 (1) 10 (1) 25 (1) pass@all (})
original 0% ‘477 573 59.8 62.7 0.0 T413 7457 47.0 480 0.0
phi-1 CLMTracing-EmMark 100%,38.5 52.5 56.7 60.2 19.6 1 38.9 458 479 499 2.4
CLMTracing-random 100%146.8 56.4 59.2 62.7 2.4 140.9 46.3 479 492 0.4
CLMTracing-SRW 100%'46.7 56.9 60.1 64.0 1.4 140.9 457 472 492 0.4
" " original 0% T2777 46.1 328 609 T T 0.0 T T37.4 482 317 555 7 T 00
StarCoder2 CLMTracing-EmMark 100% 1247 425 494 578 13.1 : 32.1 435 46.5 49.6 21.1
CLMTracing-random 100%32.4 49.1 55.1 61.5 0.0 139.3 483 51.1 536 2.5
CLMTracing-SRW 100%130.5 47.2 544 64.0 0.0 1335 452 485 51.3 14.3
S 7 7 " original 0% T278.7 447 521 615 00 7‘3762 450 480 513 0 00
CodeLlama CLMTracing-EmMark 100% " 1205 334 39.1 466 47.4 ;19.6 32.0 363 412 51.4
CLMTracing-random 100%,28.4 44.5 51.7 59.6 2.8 1346 446 478 51.8 2.2
CLMTracing-SRW 100%127.7 43.7 50.3 57.1 8.2 1352 443 474 50.1 3.5

Table 7: The effectiveness and harmlessness of CLMTracing with different parameter selection strategies on three
SOTA models. The effectiveness is measured by WSR, while the harmlessness is assessed using pass@all and
pass@k, where k € {1,5,10,25}. Arrows (7 for higher is better, . for lower is better) denote the preferred direction

of each metric.

identify performance-relevant parameters in SRW
may lead to suboptimal selection.

Nevertheless, SRW still outperforms SFT on
these samples, confirming that restricting updates
to a small subset of parameters is an effective strat-
egy for ensuring watermark harmlessness. Further-
more, model owners with access to the original
training data can select more relevant performance-
specific samples from their own datasets to further
enhance harmlessness.

E Discussions

As demonstrated in the experiments, CLMTracing
offers an effective method for code LM tracing to
identify misused models and malicious users by
embedding watermarks before distribution. Addi-
tionally, CLMTracing facilitates ownership veri-
fication for non-watermarked code LMs. While
many code LMs were released prior to the develop-
ment of watermarking techniques, ownership can
still be verified in a white-box setting by replacing
selected parameters with those trained to incorpo-
rate the watermark. If the model does not originate
from the specific code LM, the input will fail to
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trigger the expected watermark behavior due to
fundamental differences in most of the parameters.
In contrast, if the model is derived from the spe-
cific code LM, the watermark will be successfully
activated after the parameter replacement. This
approach ensures ownership verification even for
models initially released without embedded water-
marks.

Moreover, the specific rule used to construct the
watermark need not align with the one presented
in this paper. Alternative construction rules can be
applied, thereby preventing adversaries from using
the rule outlined here to detect the watermark.



Model Method HumanEval MBPP
1) SM 10D 25()  pass@all () ' 1(T)  S(P) 10(T) 25(1) pass@all ({)

Phi-1 original 477 573 598 627 0.0 [ 413457 470 480 0.0
. SFT 438 570 614 62 42 | 400 456 475 494 14
StarCoderz  Oniginal | 27.7° 74617 "52.8 ~ 60.9 0.0 3747 482 517 555 0.0
SFT | 305 426 465 509 198 | 338 401 414 424 35.1
" CodeLlama Ofiginal 1287 7447 7521 © 615~ © 00~ 71362 450 480 513 00 -
1360 417 430 443 15.5

SFT 1 336 468 513 57.1 52

Table 8: The harmlessness of three SOTA models fine-tuned on regularization samples under the metric pass@all
and pass@k, where k € {1,5,10,25}. Arrows (7 for higher is better, | for lower is better) denote the preferred
direction of each metric.
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