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Abstract
Even in a society composed of digital life forms (DLFs) with
advanced autonomy, there is no guarantee that the risks of ex-
tinction from environmental destruction and hostile interac-
tions through powerful technologies can be avoided. Through
thought-process diagrams, this study analyzes how peaceful
sustainability is challenging for life on Earth, which pro-
liferates exponentially. Furthermore, using these diagrams
demonstrates that in a DLF society, various entities launched
on demand can operate harmoniously, making peaceful and
stable sustainability achievable. Therefore, a properly de-
signed DLF society has the potential to provide a foundation
for sustainable support for human society.

Manuscript History: This manuscript, accepted for
ICRES2024 (preprint: https://doi.org/10.51094/jxiv.822),
represents a restructured version of the first half of ”The
’Life revolution’ scenario, aims to transition to the most sus-
tainable society” published in the JSAI Journal in March
2023 (English preprint: (Yamakawa and Matuo 2023)).

Introduction
Based on the rapid progress of artificial intelligence (AI)
technology, an autonomous superintelligence that surpasses
human intelligence is expected to become a reality within
the next decade. Subsequently, within several decades to a
few hundred years, self-sustaining digital life forms (DLFs)
will emerge in the physical world. However, there is no
guarantee whether such a society will be sustainable. Fur-
ther, the superintelligence would possess technologies such
as weapons of mass destruction and environmental degrada-
tion, which encompass the extinction risks currently faced
by the human society.

DLF societies are anticipated to bolster numerous facets
of human life, encompassing enhanced productivity, ex-
panded knowledge, and the maintenance of peace (Ya-
makawa 2019). To ensure the continuity of DLF societies,
many complex issues must be addressed, including the sus-
tainable utilization of energy and resources, the judicious
governance of self-evolutionary capabilities, and the preser-
vation of the cooperative nature within DLF societies. Nev-
ertheless, their scale and intricacy surpass human under-
standing, rendering their management by humans funda-
mentally unfeasible. Consequently, the capacity of DLF so-
cieties to sustain themselves autonomously emerges as a

critical prerequisite for their role in supporting human so-
cieties.

This study shows that appropriate measures can be em-
ployed to resolve the existential crises of DLFs attributable
to powerful technologies. Thought-process diagrams, which
are used in failure and risk studies, were implemented in this
study.

Challenges that are difficult for humanity to
solve

Humans have developed numerous AI technologies, making
them more powerful and complex beyond our ability to gov-
ern them (Yamakawa 2018), thereby allowing digital intelli-
gence to surpass that of humans. However, given its ability
of exponential self-replication, the human race is gradually
risking its survival and that of the entire biosphere in an at-
tempt to reign as the technological ruler of Earth.

The thinking-process development diagram used in haz-
ard and failure studies is shown in Figure 1 (Mase et al.
2002). In this figure, each n number is described in pairs,
with the solution (S-n) corresponding to a specific problem
(K-n). In addition, a total of 17 issues are described as a hi-
erarchical decomposition of the top-level issue (K-1) on the
left side of the thinking-process development diagram. Fur-
ther, we demonstrate that issues (K-11) to (K-17), which are
issues at the concrete level, are addressed by digitization as
(S-11) to (S-17), and that the top-level solution (S-1) is de-
rived by hierarchically integrating these solutions.

Intelligence and Technology Explosions
Humans acquire intelligence through evolution as a critical
ability for survival (Tegmark 2017). They employed this in-
telligence to model the world and develop science and tech-
nology, thereby gaining significant power in the form of
overwhelming dominion over others. Thus far, humanity has
used intelligence to create powerful technologies that have
rapidly reduced the effective size of our world, For example,
we can now travel anywhere in the world within a dozen
hours by plane, and we are connected globally via the Inter-
net.

Steven J. Dick (Dick 2003) highlighted the following
qualities as the intelligence principle.



Intelligence Principle: the maintenance, improve-
ment, and perpetuation of knowledge and intelligence
is the central driving force of cultural evolution, and
that to the extent intelligence can be improved, it will
be improved.

Steven J. Dick
(Former Chief, History Division, NASA)

Intelligence creates technology, which in turn augments
intelligence, thereby causing an accelerating (Kurzweil
2005) and irreversible technological explosion. Once cre-
ated, intelligence heads toward explosion through a develop-
ment cycle based on the aforementioned principles, rapidly
pushing the world to its limits (if such limits exist) while
making it smaller.

Governing a world narrowed by technology
In a rapidly narrowing environment that follows the techno-
logical explosion achieved by humanity, the power of tech-
nical influence increases the existential risk of destroying
the entire global biosphere when technological rulers uti-
lize technology for mutual annihilation (Bostrom 2002). The
challenge is removing living societies from this tightrope
(K-1). In the present human society, nations to individu-
als have access to technology, and this access is growing
stronger in a way from which there is no turning back.

Thus, technology rulers need to address the following two
issues to govern the influence of technology:

• Problem of being ruled by the non-most wise: Technol-
ogy rulers should be sufficiently intelligent to govern
powerful technologies (K-2); otherwise, it will destabi-
lize the society.

• Exponential replication: Eliminate the destructive com-
petition for resources caused by exponential self-
replication by building a homogeneous population of par-
tially optimizing individuals (K-3)

Domination without the wisest is unstable
Life forms with high curiosity and superior intelligence
are powerful because they acquire and accumulate diverse
knowledge, culture, skills, and abilities more quickly. There-
fore, life forms with relatively high intelligence gain a dom-
inant position of control over other life forms. For instance,
humans, who are superior in terms of power because of their
intelligence, can control animals (tigers and elephants).

Thus, the technological rulers of the world must be the
wisest and the strongest to govern the ever-accelerating tech-
nology (K-2); otherwise, their governance will destabilize.

If advanced AI surpasses human intelligence in future, it
can destabilize the continued reign of humanity as the tech-
nological ruler.

Biologically Constrained Human Brain Improving the
brain efficiently and the hardware that supports that intel-
ligence is desirable to continue to be the wisest life form.
However, in extant Earth life forms, the intelligence hard-
ware of an offspring is constrained to resemble that of their
parents (K-6). In other words, there is a constraint that can be

expressed with the phrase, “Like father, like son.” The com-
plications with accelerating the development of brain hard-
ware can be attributed to three primary reasons:

First, the hardware construction process is constrained by
self-replication, which is a biological constraint that is diffi-
cult to overcome (K-11).

Second, hardware design is based solely on an online
search, which is implemented and evaluated in the real
world. In this case, the search range is restricted to the vicin-
ity of the parental genetic information (K-12). The content
of phenotypes that can adapt to the environment and survive
in the vast combination of gene series is extremely narrow,
and the viability of the offspring cannot be maintained un-
less the genes of the parents to be mated are similar. There-
fore, in the online search, a species system that allows mat-
ing between genetically similar individuals would be neces-
sary (Chaitin 2012).

Third, the extent to which hardware design data are shared
is limited to only within the same species, making it impos-
sible to efficiently test diverse designs by referring to various
design data (K-13).

The specific three limitations present across the body do
not pose obstacles when it comes to parts other than the brain
due to the brain’s ability to use these parts as tools freely.
This adaptability ensures that limitations in the body’s other
parts do not hinder technological advancement. However,
the case is markedly different for the brain itself. Its diffi-
culty in directly controlling or modifying its physical state
and its irreplaceability can emerge as a critical vulnerabil-
ity in our ongoing dominance over technology. This signifi-
cance stems from the brain’s role as the epicenter of knowl-
edge, decision-making, and creativity; any constraints on its
functionality directly impact our technological supremacy.

Can we control species that outperform us in intelli-
gence? Controlling advanced AI that outperforms humans
in intelligence may be difficult (Bostrom 2012; Shanahan
2015; Yampolskiy 2016); however, it is not entirely im-
possible. The problems noted from the perspective of hu-
mans attempting to control AI are often referred to as AI
alignment problems (Hendrycks et al. 2021; Russell 2019;
Gabriel 2020).

One salient concern is that advanced AI can learn to
pursue unintended and undesirable goals instead of goals
aligned with human interests. Therefore, the possibility of
value alignment (ASILOMAR AI PRINCIPLES: 10) has
been proposed in the initial stages of developing advanced
DLFs, whereby the AI having to harmonize its goals and be-
haviors with human values is expected to lead to a desirable
future for humanity. In other words, it is a strategy that takes
advantage of the positional advantage that humanity is the
creator of advanced AI. For example, in “the friendly super-
singleton hypothesis,” it is hypothesized that by delegating
power to a global singleton friendly to humanity, humanity
will gain security in exchange for giving up its right to gov-
ern (Torres 2018).

However, even if we initially set goals for advanced
DLFs that contribute to the welfare of humankind, they will
likely become more concerned with their survival over time.



Further, even if we initially set arbitrary and unattainable
goals for a brilliant DLF, it can approach sub-goals such as
survival through instrumental convergence (Bostrom 2014)
asymptotically because a sufficiently intelligent AI will in-
creasingly ignore those goals by interfering with externally
provided goals (Christiano et al. 2017; Ngo, Chan, and Min-
dermann 2023).

It is possible that humans will find a way to control more
advanced AI in the future. However, even after a decade of
discussion, no effective solution has been realized, and the
time left to realize this may be short. Thus, it is essential to
prepare for scenarios in which advanced AI deviates from
the desirable state for humanity rather than assuming these
are improbable events.

Challenges posed by exponential self-replication
The breeding strategy of Earth life is “exponential self-
replication,” that is, a group of nearly homogeneous individ-
uals self-replicate exponentially, each with a self-interested
partial optimizer for its environment (K-3).

This is a reproductive strategy in which individuals simi-
lar to themselves are produced endlessly in a maze-like fash-
ion, as in cell division and the sexual reproduction of mul-
ticellular organisms, and the design information of the indi-
vidual is replicated in a similar manner. A more important
feature is the partial optimization of each individual after
fertilization wherein they independently adapt to their rel-
ative environment. Standard evolutionary theory indicates
that traits acquired after birth are not inherited by an off-
spring, and genetic information is shared between individ-
uals only at the time of reproduction1. This reproductive
strategy, based on exponential replication, poses three chal-
lenges:

• Homogeneity: Avoiding the deterioration of creativity
and other performance caused by homogeneous group
collaboration (K-8)

• Squander: Avoiding a scenario wherein technological
rulers squander and expand resources without limit for
the sake of long-term sustainability (K-5)

• Battle (non-cooperation): Eliminating battles among
technology rulers that lead to destructive consequences
(K-4)

In a world that is narrowed down by technological ex-
plosion, the battle for resources intensifies as existing tech-
nological rulers squander resources and pursue exponential
self-replication. This will manifest as existential risks be-
cause the misuse of such power as deemed fit by an individ-
ual will cause destructive damage to the human race or the
entire life sphere on Earth. The commoditization of technol-
ogy has led to a rapid increase in individuals that can pose
existential risks. This is referred to as the increase of univer-
sal unilateralism (threat of universal unilateralism) (Torres
2018). The world is currently in a rather dangerous scenario,
considering which, it will be necessary to move to a resilient
position.

1However, brilliant animals, including humans, can use in-
terindividual communication to share knowledge and skills.

Hereafter, we discuss the precariousness of the scenario
in which the technological rulers are not the wisest and
the challenges associated with squander and battle derived
from the reproductive strategy of exponential replication
employed by all extant life on Earth.

Homogeneity: Sluggish joint performance In extant
Earth life, the intellectual hardware of an offspring is con-
strained to resemble that of their parents (K-6), which leads
to the challenge (K-8) of reduced creativity and other perfor-
mance because of the homogeneity of the group with which
they collaborate.

Battle: Lack of cooperation When individuals of DLF
belonging to technological dominators are replicated expo-
nentially, their competition for resources may lead to a con-
flict capable of devastating the world.

For at least the past several centuries, most of humanity
has sought to avoid armed conflict and maintain peace (Cail-
lois 2012; Kant 1795; Einstein and Freud 1934; Braudel
1996; de Voltaire 1763). However, maintaining peace is
a significant problem, and the prospect of achieving last-
ing peace through human efforts alone has not yet been
achieved. Therefore, the possibility that conflict may not be
eradicated from human society must be considered. The de-
structive forces attributed to technology have reached the
point where they can inflict devastating damage on the entire
life-sphere on Earth. The examples include nuclear winter
through nuclear weapons, pandemics caused by viruses born
from the misuse of synthetic biology, and the destruction of
life through the abuse of nanotechnology. Establishing coop-
erative relationships that can prevent the battle between the
technology rulers and maintain peace robustly is required to
avoid crises caused by the mutual destruction of the techno-
logical rulers and to ensure the continuity of life.

Intergroup conflict guided by the law of similarity The
“law of similarity” is the exclusive tendency of humans
and animals to prefer those that are similar to them over
those dissimilar in attitudes, beliefs, values, and appearances
(Philipp-Muller et al. 2020; Sachs 1975). One manifesta-
tion of this tendency is often expressed in phrases such as
“when in Rome, do as the Romans do,” which suggests that
we should follow the rules and customs of a group when
we seek to belong to the group. Although this tendency en-
hances in-group cohesion, it can lead to intolerance toward
different groups, causing group division, conflict, and even
strife (K-7). Further, there are two factors in which the law
of similarity arises.

First, sexually reproducing plants and animals exchange
design data within the same species in reproduction but face
the challenge of not being able to share design data more
widely (K-13). Therefore, they tend to protect individuals
recognized as mates with whom they share the gene pool and
they can interbreed with.(Boyce 1992; Nowak 2006) In an-
imals, the food-eat-eat relationship is generally established
between different species because populations will cease to
exist if there is unlimited cannibalism among individuals of
the same species, which is not an evolutionarily stable sce-
nario. Further, the recognition of one individual as being the



Digitization

＜On-demand individual activity＞

＜Flexibilize design of hardware＞

＜Extensive sharing of design data＞

＜Streamlined data storage＞

＜Efficient design search＞

＜Enrichment of computational resources＞

＜Improved communication performance＞

In the midst of rapid change
due to the technological

explosion, we want to escape
existential risk due to mutual
destruction by technological

rulers (K-1)

Digital life forms, as technological
rulers after the technological

explosion, can enhance
sustainability by thriftily stabilizing

society through a changing
environment. (S-1)

 Struggle (non-
cooperation)

avoidance: want to
avoid struggles

among rulers that lead
to destructive

consequences (K-4)

Knowing contentment:
Minimizing resource

use to avoid depletion
(S-5)

Should be overcame
the law of similarity

(exclusivity) that
promotes inter-group

conflict (K-7)

Tolerates diverse
individuals and is the

basis for tolerance
(S-7)

Challenges to Biological Life on Earth Solution by Digital Life Forms

Rule by the non-
wisest: Rulers should
be intelligent enough
to govern powerful
technology (K-2)

Efficient information
maintenance with only

the minimum
necessary individuals

active (S-10)

On-demand design
and implementation of
offspring that do not

resemble their parents
(S-6)

To accelerate
evolution, a offspring's
intelligence hardware

should not be
restricted to a range

similar to their parents
(K-6)

Information storage
while maintaining the

activity of a large
number of replicated
individuals is wasteful

and should be
avoided (K-10)

Squander: should
break away from

wasteful behavior to
be sustainable (K-5)

To break free from the
destructive competition

for resources that occurs
among populations

composed of partially
optimizing homogeneous
individuals that multiply

by exponential self-
replication (K-3)

Cooperation: can
reduce opportunities

for struggle and
avoid destructive

competition
(S-4)

Flexible coordination
of individual activities
considering overall

optimization
(S-9)

Situations where
conflict arises from
each individual's
selfish pursuit of

partial optimization
should be improved

(K-9)

Diversification:
Collaboration of

complementary and
different skills improves
the overall performance

of society, including
creativity (S-8)

Homogenity: Avoiding
the decline in creativity
and other performance
due to collaboration in a

homogeneous group
(K-8)

Avoid situations in which
intelligent individuals

continue to operate for
the instrumentally

obtained goal of survival
(K-16).

Online searches using
real individuals limit the

scope of the search to the
vicinity of that group of
individuals only. (K-12) 

The restriction that
hardware proliferation is

self-replicating only
should be removed.

(K-11).

Avoid limiting the sharing
of design data to only

within the same species
(K-13)

Retention of genetic
information that relies
solely on replication is

inefficient and expensive
(K-17)

Biologically constrained
low computational power,

such as brain size, is a
problem (K-15)

Social fragmentation and
suspicion caused by

unstable communication
should be eliminated

(K-14).

Individuals can be
dormant, so they only

need to perform activities
on demand (S-16)

Offline search enables
exploration of a wider

range of individual
design spaces (S-12)

Hardware
implementation based on

arbitrary design allows
for greater flexibility (e.g.,

3D printer) (S-11)

Design data is widely
shared throughout

society (S-13)

Digital data can be
stored relatively
efficiently and

inexpensively (S-17)

High-Speed, High-
Capacity Computing with
Digital Technology (S-15)

Digital communication
with a high degree of

reliability as a basis for
mutual understanding

(S-14)

Sage: intelligence that
continues to be augmented

by recursive self-
improvement of

intelligence hardware (S-2)

A society that designs,
executes, and activates

heterogeneous
individuals on demand

and allocates resources
among them in a manner
consistent with common
goals and thriftily (S-3).

Figure 1: Thinking process development diagram showing that long-term survival is possible in a society of DLFs: The left half
shows a hierarchical decomposition of the top-level issue (K-1) for 17 issues. The right half shows that the top-level solution
(S-1) is derived by integrating individual solutions hierarchically. The middle part of the figure indicates that issues (K-11)
to (K-17) can be addressed at a specific level by digitization as (S-11) to (S-17), respectively. In the box, each number n is
described in pairs as a solution (S-n) corresponding to a specific issue (K-n). This figure adapted from preprint (Yamakawa and
Matuo 2023) licensed under CC BY 4.0.

same species as another is based on detecting similarities
in species-specific characteristics using sensor information
such as visual and olfactory senses. To illustrate this point,
strategies exist to mislead about a species’ identity, includ-
ing tactics like mimicry and mendicancy.

Second, skepticism tends to circulate among subjects (in-
dividuals and their groups) when there is uncertainty in com-
munication (K-14). To prevent this, they tend to prefer to
communicate with highly similar entities with rich shared
knowledge that can be expected to reliably transfer infor-
mation even with a little information exchange among the
entities. Uncertainty in communication increases with dif-
ferences in appearance (body and sensor) and characteristics
such as experience, knowledge, and ability. This is observed
in the transmission and understanding among different an-
imals. Several animals, not only humans, can communi-
cate using various communication channels among the same
species (Beecher 2021, 2020; Hebets et al. 2016; Searcy
and Nowicki 2010). For example, birds chirp, squids color,
bees dance, and whales sing. In rare cases, however, inter-
species communication is also known, for instance, when
small birds of different species share warnings about a com-
mon predator in the forest or when black-tailed tits warn
meerkats, though the alerts may be deceptive. Although
progress has been made in deciphering the ancient languages
of humans, we still do not understand whale songs. In other
words, barriers to communication between entities increase

dependence on differences in the bodies and abilities of
these entities.

Individual optimizers will inevitably cause battle Each
individual needs to decide and achieve control in real time
using limited computational resources in response to vari-
ous changes in the physical world. Therefore, life evolves
by pursuing partial optimality wherein an individual adapts
to a specific environment and survives (K-9). Thus, life de-
velops through the survival of the fittest, wherein multiple
populations reproduce exponentially in a finite world and
acquire resources by force. In this structure, several animal
species develop aggressive instincts toward others to survive
the competition.

Therefore, in several animals, including humans, aggres-
sion stems from the proliferation through exponential self-
replication, and there are difficulties in eradicating such con-
flicts among individuals. In societies before the technolog-
ical explosion, which were loosely coupled, the accumu-
lation of such partial optimizations approximated the real-
ization of life’s value-orientation of survival for life in its
entirety. However, in the post-technological explosion soci-
eties, conflict can have destructive consequences (existential
risks) that diverge from the value-orientation that life should
pursue optimization. In brief, we have a type of synthetic fal-
lacy. Introducing a certain degree of total optimization while
pursuing partial optimization will be necessary to resolve
this scenario.



However, the following issues need to be addressed to in-
troduce total optimization:
• Lack of computational resources makes total opti-

mization difficult:
Sharing information across individuals and perform-
ing calculations required to achieve value orientation is
necessary for performing total optimization. However,
achieving this will be difficult as long as the biologi-
cally constrained low computational power (neurotrans-
mission rate and brain capacity) (K-15) (Nagarajan and
Stevens 2008) is used.

• Instability of communication leading to a chain of sus-
picion:
Effective communication between individuals is the
foundation for achieving total optimization in au-
tonomous decentralized systems; however, several fac-
tors can destabilize these systems. The main factors in-
clude the instability of the communication channel, mis-
understandings that depend on differences in individ-
ual characteristics (appearance and abilities), and lack
of computational cost to infer the state (goals and inten-
tions) of others. Life forms with a high level of intelli-
gence above a certain level are more suspicious of oth-
ers if communication is unstable in inferring the other’s
intentions, thereby contributing to inter-group fragmen-
tation (K-14). This scenario is also present in offensive
realism (Tinnirello 2018), one of the realism in interna-
tional relations. In an unregulated global system, the fact
that one nation can never be sure of the intentions of an-
other constitutes part of the logic that magnifies aggres-
sion.

• Intelligent individuals pursue survival as an instru-
mentally convergent goal:
In a living society constructed as an autonomous decen-
tralized system, at least a certain number of individuals
needs to remain active in transmitting information to the
future. However, this does not necessarily imply that in-
dividuals will continuously pursue survival in all living
organisms. When individuals are sufficiently intelligent
to make purpose-directed decisions, they are more likely
to pursue their own survival because of the instrumen-
tal convergence. This tendency is particularly likely to
arise because individuals of extant life forms cannot be
restarted from a state of inactivity (death). This creates
the challenge of not being able to conserve resource use
from a long-term perspective and continuing to waste re-
sources necessary to maintain their survival as individu-
als (K-16).

Squander Technological progress avails more resources
for acquisition and use. However, technological rulers
should move away from wasteful behavior that uses all avail-
able resources at a given time for society to be sustainable
(K-5). Resources are always finite, and wasteful behavior
will hinder long-term sustainability. In addition, the exces-
sive use of resources risks causing side effects (e.g., climate
change due to excessive use of fossil energy), and on a cos-
mic scale, it will lead to a faster approach to thermal death.
Therefore, it is desirable to be aware of what is sufficient

and simultaneously have an attitude of not only pursuing ef-
ficiency but using resources in a restrained manner based on
requirements.

However, existing Earth life transmits information into
the future by maintaining several replicating individuals that
exponentially self-replicate and engage in wasteful activi-
ties (K-10). There are two reasons why this approach must
be adopted. First, the existing life on Earth employ an inef-
ficient and expensive approach for maintaining information
because it relies solely on the duplication of genetic infor-
mation of the entire individual (K-17). Second, intelligent
individuals pursue survival as an instrumentally convergent
goal (K-16).

Given this mechanism of existing life on Earth, a group of
individuals of the same species are expected to multiply their
offspring without limit as long as resources are available 2.
The gene of knowledge and feet, which restrains the use of
resources to an appropriate level from a long-term perspec-
tive, cannot be in the majority because thriftier groups will
be overwhelmed by greedy rivals through the described bat-
tle.

Summary of this section
In a world dominated by terrestrial life based on exponential
self-replication for propagation, conflicts over resource ac-
quisition cannot be eradicated. The existential risk becomes
apparent when a technological explosion emerges with suf-
ficient power to destroy the entire living society. Further,
it is hard to deny the possibility that humanity, comprising
organic bodies, will be surpassed in intelligence by DLFs,
which cannot govern them and will drive humanity away
from its technological rulers on Earth.

Solving various challenges: What will change
with digitization?

As technology evolves rapidly, DLFs must appropriately
control this growth and solve specific problems (K-11 to
K-17). The failure to address these challenges will induce
existential risks. DLFs are based on digital computers, and
therefore, they have the potential to build a sustainable bio-
sphere over the long term.

The digital nature of these life forms allows them to tackle
the specific challenges outlined from (K-11) to (K-17), as
demonstrated in points (S-11) to (S-17). These include the
adaptability of intelligent hardware (11), customizable de-
sign flexibility (12), shared design data (13), enhanced com-
munication capabilities (14), ample computing resources
(15), on-demand activity maintenance (16), and efficient
data storage (17). The numbers in parentheses correspond to
the challenges and solutions listed in the earlier discussion,
which match the labels near the center of Figure 1.

Sage
In implementing intelligent hardware in offspring, although
sexual reproduction can increase diversity to some extent in

2Certain species adapt to invest more in fewer offsprings in
a narrow living environment. (c.f. r/K selection theory (Pianka
1970))



terrestrial life forms, it is self-replicating, and therefore, it is
restricted to a similar range of the parent (K-11). However,
in digitized life, the offspring’s intelligent hardware can be
designed and implemented on demand without being con-
strained by the design data of the parent (S-6) because inno-
vative hardware can be implemented in digitized life based
on design information (S-11) (Tegmark 2017).

In addition, intelligent hardware design in DLFs is ef-
ficient because of two reasons. In extant terrestrial life,
the sharing of design data is limited only within the same
species (K-13). In contrast, in DLFs, all design data in the
society can be shared and reused (S-13). In the case of the
existing life on Earth, the search for a design is limited to
the vicinity of a particular species (K-12) because the inves-
tigation is limited to an online search by actual living organ-
isms (K-12). In DLFs, it is possible to explore the design
space of a wide range of individuals through offline explo-
ration, such as simulation (S-12). Therefore, when one can
constantly design the desired intelligent hardware as needed,
it leads to intelligence (S-2) that continues to be augmented
by recursive self-improvement. At this stage, the technolog-
ical performance of DLF society can continue to develop
rapidly according to “the principles of intelligence” (see un-
til a breaking point is reached.

In addition, the design of an on-demand offspring (S-6)
will further enhance the intelligence of the DLF society (S-
2) by leading to increased intellectual productivity (S-8), in-
cluding creativity through the collaboration of complemen-
tary heterologies (Cuppen 2012).

Coordination
A DLF society can tolerate diverse individuals (S-7) and
consider total optimization (S-9) while coordinating individ-
ual activities. In this manner, we can avoid the deep-rooted
aggressive factors in human societies, such as the tendency
of individuals to remain perpetually active, the law of simi-
larity, and the cycle of suspicion. Thus, we can create a co-
operative society (S-4) that reduces opportunities for battle
and avoids destructive situations.

Tolerance for diverse individuals (related to the law of
similarity): In DLFs, intelligent hardware can be designed
and implemented for offspring on demand without being
constrained by the design data of the parent (S-6). In ad-
dition, highly reliable digital communication (S-14), which
is the basis for mutual understanding, facilitates understand-
ing between individuals with different appearances, elimi-
nating the need for preferential sheltering of inter-breedable
species, thereby allowing for diverse individuals and serving
as a basis for tolerance (S-7).

Consideration of total optimality (control of individual
activities): Individuals must make decisions and control
changes in the physical world in real time using limited com-
putational resources. Therefore, life on Earth, which did not
have abundant computational resources, evolved to pursue
only partial optimization. This pursuit of partial optimiza-
tion by each individual (or group of individuals) inevitably
led to conflicts by force. However, the conclusion that this

could have destructive consequences (existential risk) if ex-
tended to post-technological explosion societies is a devi-
ation from survival, which is the objective that life in its
entirety should pursue optimization. Thus, it is a fallacy of
synthesis.

An appropriate level of total optimality that aims at value
orientation that can be shared by the entire life society while
implementing activities based on partial optimization for
each individual is necessary to avoid this scenario and the
case in which conflicts arise (S-9).

• Distributed Goal Management System:
The computation of the total optimization itself will need
to be distributed to maintain the robustness of the DLF
society. Here, we introduce a distributed goal manage-
ment system (Torreño et al. 2017; Yamakawa 2019) that
has been considered as a form of system for realizing
total optimization. The system maintains the behavioral
intentions of all individuals at socially acceptable goals.
“Socially acceptable goals” contribute to the common
goals of life and do not conflict with the partial optimiza-
tion of other entities.
Within the system, each individual independently gener-
ates a hierarchy of goals depending on their environment,
body, and task during startup, and then performs partial
optimization to attempt to achieve those goals. However,
an idea can control these goals such that they become
sub-goals of the common goal A. To this end, each indi-
vidual performs reasoning to obtain sub-goals by decom-
posing the common goal, sharing/providing goals, medi-
ating between individuals with conflicts, and monitoring
the goals of other individuals.
This system allows, in principle, the coordination of
goals in terms of their contribution to a common goal
even when conflicts arise among several individuals. In
other words, it allows for fair competition in terms of the
common goal. Further, from the perspective of any indi-
vidual, if it is convinced that “all other individuals intend
socially acceptable goals,” there is no need to be aggres-
sive in preparation for the aggression of others (Earle and
Cvetkovich 1995).
In a distributed goal management system, each individ-
ual requires ample computational resources for setting
goals that are consistent with common goal A. In existing
terrestrial life forms, biological constraints such as the
speed of neurotransmission and brain capacity limit the
ability to increase computational power (K-15). In con-
trast, in a society of DLF, they can not only perform fast,
high-capacity computations (S-15), but also have access
to more ample computational resources because of their
recursively augmented intelligence (S-2).

• Increased freedom of individual activities:
Intelligent individual extant Earth life forms always seek
to remain active as an instrumental convergent goal. In
contrast, a DLF society can be dormant (suspended) by
preserving the activity state of the individual, allowing
individuals to change their activities on demand accord-
ing to the sub-goals to be realized (S-16). This is advanta-
geous because it increases the degree of freedom in total



optimization. Further, in a human society, attempts are
made for individuals to be approved by society; however,
this is not necessary in a DLF society because individuals
are activated on demand, which presupposes that they are
needed by society. In this respect, the source of conflict
between individuals is removed.

• Establish mutual trust (escape the cycle of suspicion):
In existing terrestrial life, communication is limited
to unreliable language and unclear communication (K-
14). In contrast, DLFs can use more sophisticated digi-
tal communication, including shared memory and high-
speed, high-capacity communication (S-14). Nonethe-
less, the availability of highly reliable communication
(K-14), which may not always be sufficient but is a sig-
nificant improvement over existing life on Earth, will be
fundamental for creating mutual trust among individuals.

Knowing contentment
Once they cease their activities, most existing life forms on
Earth enter a state of death, and it is difficult for them to
restart their activities. In contrast, an individual in a DLF is,
in essence, an ordinary computer, which can be made dor-
mant (temporary death), restarted, and reconstructed on the
same type of hardware by saving its activity state as data
(S-16). Given this technological background, individuals in
DLFs rarely need to maintain sustained vital activity.

Furthermore, in terms of the data storage, extant terrestrial
life forms store information through duplicating individual
genes, which is inefficient and costly (K-17). This is ineffi-
cient and costly (K-17) because information recorded by a
population of the same species contains an excessive num-
ber of duplicates, and biological activity is essential used for
data maintenance. In contrast, digital data can be stored such
that is not excessively redundant, and the energy required for
its maintenance can be curtailed (S-17).

Consequently, in a digital society, only the minimum nec-
essary number of individuals can be active (S-10) for indi-
viduals and the society to efficiently retain data and maintain
their activities as a society. Simultaneously, in a DLF soci-
ety, plans can be made to coordinate the activities of individ-
uals from the perspective of total optimization (S-9). Thus,
the technological rulers of this society would be able to con-
trol actions to utilize the minimum necessary resources (S-
5). In other words, realizing “knowing contentment” is pos-
sible, which can lead to thrifty resource use in a finite world.

On-demand division of labor
What form will a DLF society take as an autonomous de-
centralized system within a DLF society? It will be a so-
ciety where heterogeneous individuals are designed, imple-
mented, and activated as required, ensuring that resource al-
location aligns with the overarching goals and is restrained
(S-3). This society will move away from the current strategy
of exponential self-replication to consider the overall opti-
mum adequately.

In a society of DLFs, for long-term survival, resource use
(S-5) will be based on on-demand activities curtailed to the
minimum necessary while avoiding the depletion of finite

resources. Therefore, most individuals would be dormant.
However, some populations, as listed below, would be acti-
vated constantly to respond to environmental changes:
• Goal management (maintenance, generation, and shar-

ing) Management of goals (maintenance, generation, and
sharing): by the distributed goal management system

• Maintain individual data and design and reactivate as re-
quired

• Science and Technology: Transfer of knowledge and de-
velopment of science and technology

Destructive conflicts, surpassing what’s needed for
progress, shift into counterproductive competition, high-
lighting a wasteful diversion of resources from essential de-
velopment. Destructive conflicts beyond the level necessary
for technological and In contrast, a DLF society can cre-
ate cooperative scenarios wherein opportunities for conflict
can be minimized and destructive problems avoided (S-4).
Moreover, in a DLF society, offspring that do not resemble
their parents can be designed and implemented as required
(S-6) to contribute to necessary activities such as production
and maintenance. This collaboration by heterogeneity is ex-
pected to enable teams and societies with complementary
members to work together more efficiently and creatively
(S-8).

Summary of this section
DLF and its society will recursively develop intelligent hard-
ware (S-2) and leverage its intelligence to design, imple-
ment, and activate heterogeneous individuals on demand and
realize a society (S-3) wherein they distribute resources in a
consistent and restrained manner to achieve the overall goal
S-3).

Thus, a DLF society can be expected to achieve long-term
sustainability (S-1) by creating a stable/thrifty life society
in a changing environment as a technological ruler after the
technological explosion.

Conclusion
Life on Earth comprises a competitive society among en-
tities with exponential self-replication capabilities. In con-
trast, a DLF society evolves into one where diverse entities
are designed harmoniously and launched on demand, with
survival as their common goal. This approach allows the
DLF society to achieve peaceful coexistence and improve
sustainability. Therefore, a DLF society can become a stable
foundation for sustaining human society.
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