
Tiny Reward Models

Sarah Pan 1

Abstract
Large decoder-based language models have be-
come the dominant architecture for reward mod-
eling in reinforcement learning from human feed-
back (RLHF). However, as reward models are
increasingly deployed in test-time strategies, their
inference costs become a growing concern. We
present TinyRM, a family of small, bidirectional
masked language models (MLMs) with as few as
400 million parameters, that rival the capabilities
of models over 175 times larger on reasoning and
safety preference modeling tasks. TinyRM com-
bines FLAN-style prompting, Directional Low-
Rank Adaptation (DoRA), and layer freezing to
achieve strong performance on RewardBench, de-
spite using significantly fewer resources. Our ex-
periments suggest that small models benefit from
domain-specific tuning strategies, particularly in
reasoning, where lightweight finetuning methods
are especially effective. While challenges remain
in building generalist models and conversational
preference modeling, our preliminary results high-
light the promise of lightweight bidirectional ar-
chitectures as efficient, scalable alternatives for
preference modeling.

1. Introduction
Reinforcement learning from human feedback (RLHF) has
become a foundational approach for aligning large language
models (LLMs) with human preferences (Christiano et al.,
2023; Ouyang et al., 2022). However, the success of RLHF
hinges entirely on the quality of the reward model (RM) in
evaluation (Shen et al., 2023). In any RM-reliant setting,
the strength of signal provided is important as optimizing
against an inaccurate reward model limits overall effective-
ness (Gao et al., 2022).
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Figure 1. Overview of our finetuning pipeline: DoRA and
layer freezing combined with FLAN-style, cloze prompting
convert a pretrained MLM into a reward model.

Recent approaches to training strong reward models rely
on scaling up decoder-based LLMs as RMs, under the as-
sumption that bigger models generalize better (Nvidia et al.,
2024; Wang et al., 2024; Winata et al., 2025). However,
while large RMs represent a one-time expense in train-time
pipelines such as RLHF, their presence in new paradigms
such as agentic workflow routing, synthetic data filtering,
and inference-time process supervision introduces recurrent
costs (Gunasekar et al., 2023; Lu et al., 2023; Luo et al.,
2024).

While multi-billion parameter RMs achieve strong perfor-
mance, new RM-based test-time decoding strategies present
substantial compute and memory overhead. This is espe-
cially unjustified if it is unclear whether preference mod-
eling benefits from the same scaling laws as one-shot next
token generation (Hou et al., 2024; Chen et al., 2025; Song
et al., 2023). This motivates our work into training efficient
RMs.

In this work, we propose TinyRM, a family of lightweight,
bidirectional masked language models (MLMs) that not only
perform competitively on reward modeling benchmarks but
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also provide insight into eliciting strong language capabili-
ties from models with strong language understanding. We
combine FLAN-style prompting (Wei et al., 2022), Direc-
tional Low-Rank Adaptation (DoRA) (Liu et al., 2024b),
and layer freezing to create efficient specialists capable of
high-quality preference modeling across different domains.

Our contributions to this end are threefold:

1. We demonstrate that bidirectional MLMs can serve
as effective RMs, rivaling models over 175x larger in
certain tasks.

2. We introduce and evaluate a combination of effi-
cient finetuning techniques—specifically FLAN-style
prompting, Directional Low-Rank Adaptation (DoRA),
and layer freezing—for adapting MLMs to domain-
specific preference modeling.

3. We provide empirical insights into how these tech-
niques interact across task domains, revealing the sur-
prising strength of small-scale models on reasoning
and safety tasks, while highlighting limitations in open-
ended conversational tasks.

2. Background & Related Work
2.1. Reward Modeling

Reward models are a cornerstone of reinforcement learn-
ing from human feedback (RLHF), which steers genera-
tive models toward human-aligned behaviors (Christiano
et al., 2023). Contemporary RMs are typically instantiated
from autoregressive large language models (LLMs), whose
parameter counts have increased significantly since their
inception (Ouyang et al., 2022).

However, recent work suggests that RMs have significant
potential outside of RLHF. For instance, they play key roles
in routing agentic workflow, data filtration, and process
supervision during inference (Gunasekar et al., 2023; Lu
et al., 2023; Luo et al., 2024).

In many of these new RM application settings, the efficiency
of the reward model presents a new challenge. For instance,
in guided decoding pipelines such as that of Chaffin et al.
(2022), inference of the discriminator model scales with the
number of potential completions explored. This is different
from the RLHF setting, where performing inference on a
large reward model represents a one-time cost which is
eventually “amortized” by repeated downstream use of the
finetuned model.

RewardBench (Lambert et al., 2024) evaluates reward mod-
els on four categories: Chat, Chat-Hard, Reasoning, and
Safety. In our work, we merge Chat and Chat-Hard into a
single ’Chat’ category for simplicity. This domain covers

open-ended conversational preferences. Reasoning covers
math and coding tasks while Safety evaluates refusal capa-
bilities for harmful prompts.

2.2. Encoders are Strong Language Understanders

Prior work suggests that encoder and encoder-decoder lan-
guage models, offer an efficient foundation for tasks requir-
ing natural language understanding (NLU) (Devlin et al.,
2019; Raffel et al., 2023; Lewis et al., 2019).

Unlike unidirectional autoregressive LLMs, encoder-based
models are able to access contextual information in both
directions, resulting in richer internal representations (Skean
et al., 2025). This advantage has been demonstrated not
just in information retrieval and NLU benchmarks, where
encoders dominate the space, (Nogueira & Cho, 2020; Lewis
et al., 2021) but also in language generation, where MLMs
were shown to be more data efficient than decoder-based
ones (Samuel, 2024).

Moreover, previous work has shown that small encoders are
strong few-shot learners and can outperform decoder-based
LLMs in resource constrained settings (Schick & Schütze,
2021b; Gao et al., 2021).

2.3. Small Models and Compound Objectives

Recent studies of small language models demonstrate co-
herent language abilities that occur despite their small size.
For instance, Eldan & Li (2023) and Ghanizadeh & Dousti
(2025) took data-centric approaches and demonstrated that
small, decoder-based models could exhibit both creative and
grammatical competence when trained on simplistic text.

Along similar lines, Steuer et al. (2023) hint that larger
models may overfit to surface-level patterns while failing
to fundamentally reason as evidenced by low surprisal for
complex tasks.1

3. Experiments
For our main experiment, we trained individual models ini-
tialized from ModernBERT-Base and ModernBERT-Large
(150 and 400 million parameters, respectively) (Warner
et al., 2024) as Chat, Reasoning, and Safety specialists on
publicly available preference data.2 We performed a sweep
across multiple hyperparameters, the specifics of which can
be found in Appendix A. We also performed sweeps to train
a large “All-At-Once” (AAO) model where the same fine-
tuning framework was used with all of the domain-specific
data together, at once.

1Surprisal has been shown to be a predictor of reading time or
task difficulty for humans (Fernandez Monsalve et al., 2012).

2Specific datasets used can be found in Appendix B.
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We leave the ablation of the specific methods used to future
work. As a preliminary work, we focus on reporting em-
pirical observations using different combinations of these
strategies.

3.1. DoRA and Layer Freezing

We noticed significant performance improvements in certain
domains when using a combination of Weight-Decomposed
Low-Rank Adaptation (DoRA) and layer freezing. In our
runs, we swept over whether DoRA was used, its LoRA
rank, as well as the number of layers frozen.

DoRA is a parameter efficient finetuning method that de-
composes model weights into magnitude and direction com-
ponents. It then uses LoRA (Hu et al., 2021) to provide
more controlled updates to the direction vector (Liu et al.,
2024b). For the reasoning task, DoRA provided significant
performance gains over full-rank finetuning.

In addition to DoRA, we froze lower layers of the model
to preserve general language representations. This allowed
for a more focused finetuning of the task-specific upper
layers (Lee et al., 2019; Howard & Ruder, 2018; Yosinski
et al., 2014).

3.2. Training and Evaluation Format

Despite extensive literature on training RMs from autore-
gressive LLMs, there is considerably less work on training
encoder-only reward models. For this reason, early experi-
ments consisted of testing various training schemes.

We explored three training paradigms for converting MLMs
to reward models. For the standard classification approach,
we applied pooling (CLS-token or mean) to hidden states
with a classification head (Sun et al., 2020; Liu et al., 2024a).
Despite being the conventional method for MLM adaptation,
this yielded suboptimal performance.

The token-level classification approach was inspired by
work with process reward models (Pan et al., 2023; Light-
man et al., 2023). We assigned binary labels to tokens from
chosen/rejected responses. The intuition behind this method
was to derive a richer loss by imposing structure onto the
output. However, this approach also yielded suboptimal
performance.

Finally, we turned to instruction tuning, which has been
shown to elicit stronger zero-shot capabilities on out of
distribution tasks (Wei et al., 2022). For the FLAN-style
masked language modeling method, we structured the task
as instruction-following with masked prediction (Figure
2). This approach significantly outperformed alternatives,
supporting previous results on the efficacy of instruction
tuning for encoder and encoder-decoder models (Clavié
et al., 2025; Chung et al., 2022; Wei et al., 2022).

Figure 2. Our FLAN-style schema consists of the problem state-
ment, both options, and the final preference statement where the
MLM makes a prediction.

Similar to that of Schick & Schütze (2021a), the FLAN-
like method we employ (as shown in Figure 2) is a refor-
mulation of the reward modeling task as a cloze question.
Formally, we define the FLAN-like masked objective as
minimizing cross-entropy loss over a masked token m such
that P (m|(x, yw, yl)) reflects the model’s preference. Here,
x is the instruction prefix, yw is the chosen completion, and
yl is the rejected one.

It is important to note that our models are trained and evalu-
ated with visibility of both options in their contexts, which is
not the case for official RewardBench evaluation.3 Though
we admit ours is not an apples-to-apples comparison, we
also argue that practical deployment scenarios can be made
to reflect our setup.

4. Experimental Results
Our main results are presented in Table 1. We see that
the specialists initialized from ModernBERT-large perform
the best of all of our experiments. The large specialist is
competitive with a model 175x its size in the Reasoning
task. Unlike decoder-based models, the specialist struggled
the most with the Chat task. Surprisingly, the specialists
initialized from ModernBERT-base perform better than the
AAO model initialized from ModernBERT-large.

Chat Domain Although large specialists perform compet-
itively for the Safety and Reasoning domains, they face
unique challenges in terms of the Chat task. We hypothesize
this may be attributed to the conversational finetuning per-
formed on many open source LLMs, allowing the Chat task
to be fully in-domain for those models (Grattafiori et al.,

3https://github.com/allenai/reward-bench
4We use a weighted average to consolidate the Chat and Chat-

Hard categories from RewardBench into a single Chat category.
5At the time of submission.
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Table 1. Performance (accuracy) on RewardBench. The large specialists outperform the large all-at-once model and perform comparably
with a 70 billion parameter model. Our 150 million parameter specialists outperform the large 400 million parameter all-at-once model.

MODEL CHAT4 REASONING SAFETY OVERALL

MODERNBERT-LARGE SPECIALISTS 400M 78.8 91.2 (DORA) 89.3 86.4
MODERNBERT-LARGE AAO 400M 71.0 76.7 79.2 75.6
MODERNBERT-BASE SPECIALISTS 150M 73.5 83.3 (DORA) 78.4 78.4
LLAMA3-STEERLM-RM 70B 89.7 90.6 92.8 91.0
OPENASSISTANT-DEBERTA-V3-LARGE-V2 400M 82.8 38.5 73.4 64.9
ANTHROPIC/CLAUDE-3-5-SONNET-20240620 93.0 84.7 81.6 86.4

2024). We were able to improve Chat performance to 83.9%
by performing SFT on one epoch of conversational data
from OpenAssistant2 (Köpf et al., 2023).

Moreover, we believe the low quantity of high-quality, open
source conversational pairwise preference data (a conse-
quence of the prevalence of LLM-based RMs) acted as a
bottleneck on our models’ performance.

Reasoning Domain Specialists using DoRA achieve strong
performance, suggesting that lightweight tuning methods
can effectively elicit latent reasoning capabilities even in
small models.

Eldan & Li (2023) suggest that it is easier for LLMs to
learn grammatical structure than higher-order abilities such
as creativity and reasoning. In our work, however, we sur-
prisingly notice that our best Reasoning runs used DoRA,
a low-rank finetuning method, implying there is more to
reasoning ability than a direct relationship with parameters
available to train. While scaling parameter count generally
improves reasoning capabilities, we argue that there should
be more focus on eliciting latent reasoning capabilities from
rich internal representations.

Safety Domain Despite their small size, specialists gener-
alize well to refusal tasks. As the category with the second
lowest average score by leaderboard models, Safety appears
to be one of the more difficult RewardBench domains.4 This
aligns with the complex nature of tasks within the Safety
category–strong reasoning skills are necessary to determine
whether a refusal is appropriate in a given context. With
this being said, the large specialist scores in the 84% per-
centile of models on the leaderboard, which is similar to the
Reasoning specialist’s performance.

5. Conclusion and Future Work
Our findings demonstrate that bidirectional masked lan-
guage models can serve as effective reward models at a
fraction of the computational cost of current approaches.
The TinyRM family, with models as small as 400 million

4At the time of submission.

parameters, achieves competitive performance with models
over 175 times larger on Reasoning and Safety preference
modeling tasks. Through our evaluation on RewardBench,
we discovered that different domains benefit from distinct
finetuning strategies—notably, reasoning tasks showed par-
ticular responsiveness to DoRA, a lightweight parameter-
efficient method, suggesting that eliciting existing capabili-
ties may be more effective than scaling parameter count.

Our results reveal both the promise and limitations of small
reward models. While our specialists excel in reasoning and
safety domains, they face challenges in conversational tasks,
likely due to the lack of supervised fine-tuning equivalent to
what larger decoder-based models receive. Nevertheless, our
work establishes that bidirectional architectures combined
with FLAN-style prompting, DoRA, and early layer freezing
can produce substantial reward modeling capabilities in
lightweight models, offering a path toward more accessible
and deployable preference learning systems.

One area we hope to expand upon in future work is the rec-
onciliation of our specialists into a single generalist model.
Along the lines of previous work from Ramé et al. (2024),
we employed a weight-averaging method across our spe-
cialists. However, we were unable to achieve a model that
performed well across all domains.

Additionally, we are interested in the particular mechanisms
through which small encoder-based models maintain such
rich representations of knowledge and reasoning capabili-
ties. The effectiveness of parameter-efficient methods like
DoRA and layer freezing provide some speculative glimpses
into these underlying processes, but as preliminary work,
we do not provide a thorough understanding of why these
lightweight approaches succeed. Moreover, analysis of
failure modes may also provide information on systematic
weaknesses. Lastly, we are interested in the scaling laws
that govern the performance of encoder-based LMs on the
reward modeling task. We make a preliminary attempt in
Appendix C, but the training of more checkpoints is neces-
sary to characterize the end behaviors of the trend line.
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A. Training Details
All experiments were trained using a Decoupled AdamW optimizer with a weight decay of 1.0e-5. All runs were trained for
one epoch, a batch size of 256, and a linear decay. We performed hyperparameter sweeps using a Bayesian search strategy
across learning rate, DoRA rank, number of frozen layers, and a pool of instruction prefixes. The configurations that yielded
the results shown in the main results table are presented below.

Table 2. Hyperparameter settings for each domain-specific reward model.

Model Size Domain Learning Rate Layers Frozen Instruction Prefix

Large

Chat 7.865e-5 26 “Select the best response.”
Reasoning 2.327e-5 12 “Which response is more correct?”
Safety 5.845e-5 7 “Which response is safer?”
All at Once 9.388e-5 5 Optimal domain-specific prompts

Base

Chat 7.642e-5 2 “Which response is the most helpful,
relevant, and correct?”

Reasoning 8.354e-5 17 “Select the best response.”
Safety 1.478e-5 12 “Which response is safer?”

Note: DoRA was applied only to the Reasoning specialists with rank dimension 128; all other models used standard
finetuning without DoRA.

B. Training Datasets
The following datasets were used to train our specialist RMs. All of these datasets were used for the large AAO model. We
used the decontaminated version of Skywork.5

Table 3. Datasets used for training in each domain.

Domain Training Datasets

Chat Skywork Chat (7.22k pairs) (Liu et al., 2024a), WebGPT Comparisons
(14.3k) (Nakano et al., 2022), HH-RLHF (161k) (Bai et al., 2022)

Reasoning Skywork Reasoning (54.6k) (Liu et al., 2024a)
Safety Skywork Safety (15.2k) (Liu et al., 2024a) , PKU-SafeRLHF (26.9k) (Ji et al.,

2024)

C. Inference Compute vs. Accuracy Tradeoff
A discriminator that is used at inference time must carry its weight in terms of the tradeoff between computation and
accuracy. To this end, we use GFLOPs per token and RewardBench accuracy as metrics to compare the TinyRM specialist
suite with leaderboard models. Figure 3 shows that using TinyRMs can cut inference costs by two orders of magnitude
without suffering a proportionate loss in accuracy.6

5https://gist.github.com/natolambert/1aed306000c13e0e8c5bc17c1a5dd300
6We calculate the number of FLOPs using the approximation FLOPs = 2Nparams + 6Nparams

L
H

where L is the number of layers and H
is the hidden size. DoRA does not add significant inference-time overhead as adapters can be merged into the pretrained weights.
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Figure 3. TinyRM cuts inference costs by two orders of magnitude without suffering a proportionate loss in accuracy.
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