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Abstract—Evaluating learned robot control policies to deter-
mine their performance costs the experimenter time and effort.
As robots become more capable in accomplishing diverse tasks,
evaluating across all these tasks becomes more difficult as it is
impractical to test every policy on every task multiple times.
Rather than considering the average performance of a policy
on a task, we consider the distribution of performance over
time. In a multi-task policy evaluation setting, we actively model
the distribution of robot performance across multiple tasks and
policies as we sequentially execute experiments. We show that
natural language is a useful prior in modeling relationships
between tasks because they often share similarities that can
reveal potential relationships in policy behavior. We leverage this
formulation to reduce experimenter effort by using a cost-aware
information gain heuristic to efficiently select informative trials.
We conduct experiments on existing evaluation data from real
robots and simulations and find a 50% reduction in estimates of
the mean performance given a fixed cost budget. We encourage
the use of our surrogate model as a scalable approach to track
progress in evaluation.

I. INTRODUCTION

With the growth of large-scale robot datasets and pretrained
policies, robot systems have become increasingly capable of
carrying out a wide variety of tasks; however, this diversity
makes evaluating these policies increasingly challenging. The
combinatorial growth makes an exhaustive evaluation even
more impractical. Language-guided manipulation [27, 18, 6]
and navigation [34, 33, 3] approaches continue to improve.
As such, there is a need for maintaining estimates of policy
performance and efficient evaluation strategies that can enable
systematic and scalable testing of multi-task robot policies
in the real world. Unlike fields such as computer vision or
natural language processing, physical robotics experiments
are conducted sequentially, and each policy rollout requires
significant experimenter time and effort. Our paper actively
estimates the performance of a set of policies over tasks, and
then uses this framework to explore cost-aware, informative
experiment sampling.

In practice, experimenters are typically interested in select-
ing the best checkpoints, tuning hyperparameters, or compar-
ing model architectures, which do not necessarily require a
full evaluation across every policy-task combination. A robot
policy that can “pick up an apple” is likely capable of “picking
up an orange” in an otherwise similar scene. Our work
explores this insight and considers the structural relationships
between tasks by framing robot evaluation as a population
parameter estimation problem. This formulation then lets us
design efficient, active experiment sampling strategies.

When evaluating a robot policy, it is common to consider
only average-case performance. However, robot performance
often has high variance, so we instead consider the evaluation
of a policy on a specific task as understanding the performance
distribution . How do we learn these performance distributions
in an effective and efficient manner?

To operationalize this problem, we characterize every
policy-task pair by a parameterized distribution reflecting
the experiment conditions. For example, we use a Bernoulli
distribution to model performance for tasks with binary reward
and a Gaussian distribution for a continuous reward. As an
experimenter conducts evaluations sequentially, we learn a
surrogate model that estimates parameters for the performance
distribution of every policy-task pair. Since evaluation is ex-
pensive, we want to minimize the cost of evaluation while still
estimating the performance of all policies across all tasks of
interest. Then, with our surrogate model, we leverage strategies
from the active learning literature to integrate cost-efficient
sampling heuristics.

II. BACKGROUND AND RELATED WORK

Active Testing. Similar to active learning, which selects
informative training labels, active testing [32, 31, 42] focuses
on selecting test instances to better estimate model perfor-
mance—especially relevant in robotics where evaluations are
costly. Surrogate models are commonly used to guide such
selections [8, 35], often with cost-aware sampling [21, 29].
Prior work in robotics has applied surrogate models to sim-
ulate outcomes [4], but without addressing evaluation cost.
We instead follow work on active learning for probabilistic
models [37] to model outcome uncertainty directly.

Evaluation of Robot Policies. The goal of robot eval-
uation is to compare policies and gain insight into their
behavior. Simulated evaluation [7, 1, 17, 12] is a common
policy testing method, but often poorly correlates with real-
world performance [30, 22]. We therefore focus on real-
robot evaluation, which is costly and noisy. Recent efforts
include selecting initial conditions [19], evaluating LLM-
based planners [16], actively assessing black-box symbolic
planners [38, 39, 26], or bounding policy performance using
outcome distributions [40]. Other work examines how initial
condition changes affect sensitivity [28, 41, 2, 11] or use these
factors to guide data collection [10]. We instead actively evalu-
ate multi-task policies and learn their underlying performance
distributions.
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Fig. 1. Method. We build a surrogate parameter estimation model that learns task and policy embeddings to predict the outcome performance distribution
for each policy on every task. We use Bernoulli distributions for binary outcomes or a bimodal Gaussian for continuous outcomes. Given this parameter
estimation model, we develop an active testing strategy with cost-aware sampling based on expected information gain.

III. PROBLEM FORMULATION AND NOTATION

The objective of this work is to design an efficient strategy
to evaluate robot policies across tasks while balancing the
cost of experimentation. Consider a fixed set of M robot
policies, denoted by P = {π1, π2, . . . , πM} and a set of N
tasks T = {T1, T2, ..., TN}. Each task Tj ∈ T is a finite-
horizon MDP defined by states, actions, and a high-level
natural language instruction Li. Our framework is policy-
agnostic, does not assume access to policy model weights,
and can be applied to engineered robot systems in addition to
end-to-end models.

Population Parameter Estimation. We formulate the prob-
lem as population parameter estimation, similar to probabilistic
matrix factorization [25]. Let the performance of a policy
πi ∈ P on a task Tj ∈ T be represented by the random
variable Xij with distribution Pij , from which we can sample
evaluations xij ∼ Pij . Here, Pij represents the “true” per-
formance distribution. Since the underlying distribution Pij is
unknown, the goal of population parameter estimation is to
estimate a distribution Qij that models real-world evaluation
outcomes from Pij . We use θij to represent the parameters of
the learned distribution Qij . For example, θij = [µ, σ] if Qij

is a Gaussian distribution. Given a limited number of observed
samples from the true distribution, x1

ij , ..., x
n
ij ∼ Pij , the goal

is to estimate the parameters of an estimated distribution θij .
Our setting also has samples from other random variables, Xkl

corresponding to different policy-task pairs. Therefore, in this
work we want to estimate Θ = {θij}i=M,j=N

i,j=1 for all policy-
task pairs given a dataset D = {xk

ij}. These distributions
can be visualized as a grid of policy-task pairs as shown in
Figure 1.

The aim is to estimate the parameters of Qij of all policy-
task combinations by leveraging shared information across this
matrix. However, it is infeasible to directly evaluate all policy-
task pairs due to cost constraints. Therefore, we adopt an active
testing approach, where the objective is to iteratively select the
most informative experiments (πi, Tj) to efficiently learn Θ.

Active Testing. We apply an active learning paradigm to

learn a population parameter estimator f(πi, Tj). As such,
we define acquisition functions to guide the selection of task-
policy pairs or tasks alone, and then sample experiments that
are most informative. First, we define an acquisition function
a(πi, Tj), and the next experiment is selected by maximiz-
ing this function over all possible experiments: (π∗

i , T
∗
j ) =

argmax(πi,Tj) a(πi, Tj). Although these acquisition functions
are informative, we want a balance between selecting infor-
mative experiments and their costs.

Evaluation Cost. In real-world evaluation, each policy-task
evaluation incurs a cost. Let ceval(Tj) denote the cost of a
single evaluation of a policy on task Tj . We make a simplifying
assumption that this cost is agnostic to changes in the policy
under evaluation. This cost could include the policy execution
time, the resources consumed during evaluation, or the manual
work to reset the scene. Furthermore, switching between tasks
typically incurs a larger cost involving reconfiguring the scene
or robot. We define this switching cost cswitch(Tj , Tk) as the
cost associated with transitioning from task Tj to Tk. For a
sequence of tasks that have been evaluated Ti1 , . . . , TiL (where
each ij ∈ N ), we compute the total cost of evaluation ctotal =∑N

j=1 ceval(Tij ) +
∑N−1

j=1 cswitch(Tij , Tij+1).
Given these costs, the problem is to design an evaluation

strategy that minimizes the total cost of evaluation while
learning the population parameters of test instances.

IV. METHOD

We design a framework for estimating the performance
of robot policies across tasks by using a surrogate model
conditioned on task and policy representations. We then use
this sequentially-learned surrogate model to inform cost-aware
sampling of experiments using information gain.

A. Surrogate Model

As we evaluate robot policies across tasks, we collect
outcomes in dataset D, whose outcomes samples from the
true distribution Pij . Our goal is to learn a surrogate model
f predicting population parameters θij of the performance



distribution Qij from D. With more rollouts, we update D
and retrain the surrogate. To capture similarities, we define
policy and task embeddings, eπi and eTj , which serve as
inputs to an MLP predicting parameters: θ̂ij = f(πi, Tj) =
MLP(eπi

, eTj
).

Task and Policy Representation. To define the task
and policy embeddings eπi

, eTj
, we design various types of

embeddings. In practice, we cannot know the relationship be-
tween policies in advance while we are conducting evaluation.
Therefore, we define the policy embedding to be a fixed,
randomly initialized embedding to act as an identifier for the
policy in a given experiment. For the task embedding eπi

, we
leverage language embeddings from MiniLMv2 [13] which
we reduce to 32 dimensions using PCA over all tasks.

Population Parameter Estimation. Robot learning out-
comes may be continuous (e.g., rewards, completion time)
or binary (e.g., task success), so the surrogate model must
represent different distribution types. For continuous out-
comes, we model Qij as a K-component Gaussian mixture,
x̂ij ∼ Qij =

∑K
k=1 pkN (µk, σk), with mixing coefficients

pk, means µk, and standard deviations σk predicted by the
surrogate model θij = f(πi, Tj). We train this model using
a mixture density loss [5, 14] to minimize the negative log-
likelihood of observed outcomes. In our experiments, we
use K = 2 to reflect the bimodal nature of robot perfor-
mance—policies typically either fail or achieve partial to full
success. For binary outcomes, we model Qij as a Bernoulli
distribution, where θij = {p ∈ [0, 1]} is trained via cross-
entropy loss.

B. Cost-aware Active Experiment Selection

We explore cost-aware, active-experiment acquisition func-
tions that guide selection of experiments based on their ex-
pected utility while considering associated costs. To define
the acquisition function, we first focus on how to measure the
informativeness of a policy-task evaluation, which we capture
through expected information gain.

Expected Information Gain. Expected Information Gain
(EIG) quantifies the value of an experiment by estimating
how much it reduces the predictive uncertainty of the perfor-
mance distribution for a policy-task pair. Since the surrogate
model estimates performance distributions, we define the
EIG of a policy-task pair using a Bayesian Active Learning
by Disagreement (BALD) [15] formulation for probabilistic
models [37]:

I(πi, Tj) = H[Qij ]︸ ︷︷ ︸
marginal entropy

−Eθij∼f(θij |D)[H[Qij |θij ]]︸ ︷︷ ︸
expected conditional entropy

. (1)

The first term in Eq. 1 is the marginal entropy of Qij , repre-
senting overall uncertainty, while the second is the expected
conditional entropy given sampled parameters θij . Their dif-
ference, I(πi, Tj), measures disagreement across predicted
distributions—e.g., if multiple Gaussian parameter samples
yield diverse outcomes, the information gain is high. Since the
entropy of a Gaussian mixture lacks a closed-form solution,
we approximate it using a discretized empirical distribution
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Fig. 2. Task and Policy Representation Experiments. We compute
the average log likelihood of all outcomes under probability distribution
represented by the predicted population parameters across various policy and
task representations.

with n = 25 bins. We adopt BALD to prioritize high-
disagreement queries, setting a(πi, Tj) = I(πi, Tj). To sample
θij efficiently, we apply dropout at test time [9, 24, 20] using
a single trained MLP surrogate.

Cost-Aware EIG. While EIG quantifies the informativeness
of an experiment, it does not consider the costs of conducting
evaluation. To make EIG cost-aware, we design the following
acquisition function based on prior work that simply integrates
cost with a multiplicative factor [29, 21]:

acost-aware(πi, Tj , Tcurrent) =
I(πi, Tj)

(λ · cswitch(Tcurrent, Tj)) + 1
, (2)

where I(πi, Tj) represents EIG for the policy πi on task
Tj , cswitch(Tcurrent, Tj)) is the cost of switching from current
task Tcurrent to new task Tj , and λ is a cost sensitivity
hyperparameter.

Active Experiment Selection. We use this acquisition
function to iteratively sample experiments (see Algorithm 1
in Appendix C). To avoid cold-start issues, we initialize D
with one randomly chosen task evaluated 3 times across all
policies, then train the surrogate model. At each step, we
compute a(πi, Tj) for all pairs, using MC dropout to sample
10 predicted distributions. We apply an ϵ-greedy strategy
(ϵ = 0.1) to balance exploration and exploitation. The selected
pair is evaluated 3 times, and outcomes are added to D. We
found 3 trials per query provided more reliable estimates. The
surrogate is retrained continuously on the updated dataset to
refine its predictions.

V. EXPERIMENTS

We evaluate our active testing framework on four offline
datasets (details in Appendix D). HAMSTER [23] includes 81
tasks with continuous outcomes modeled as Gaussians. Open-
VLA [18] has 4 policies on 29 tasks across two embodiments,
incorporating switching costs. MetaWorld Policies [43] cov-
ers 50 manipulation tasks with 10 policies, using binary
and continuous metrics, with switching costs reflecting object
differences. MetaWorld Checkpoints tracks one policy over
11 training checkpoints. These datasets vary in distributions,
costs, and task diversity.

A. Task and Policy Representation

Experiment Design and Baselines. As the ideal task or
policy representation is unclear, we compute an upper bound
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by training learnable policy and task embeddings using all pre-
evaluated outcomes to predict performance. We describe this
in more detail in Appendix B-A. These Optimal embeddings
are tuned specifically for this task but require full data access a
priori. To study embedding effects, we design separate repre-
sentations for tasks and policies. As discussed in Section IV-A,
we use language embeddings for tasks. However, standard
embeddings emphasize nouns over verbs, causing similar-
noun actions with different verbs to be incorrectly grouped.
To address this, we: (1) extract verbs via POS tagging, (2)
compute embeddings for both the verb (everb

Tj
) and full task

(etask
Tj

), and (3) define eTj
= 0.8·everb

Tj
+0.2·etask

Tj
+0.1·N (0, 1).

We found that adding small noise helped differentiate similar
tasks. We refer to this weighted representation as Verb.

We compare to standard Language and Random embed-
dings. Since there is no canonical policy representation, we
use Optimal and Random embeddings, leaving further ex-
ploration for future work. Experiments run for 750 steps with
three seeds, sampling by selecting a random task and testing
each policy three times. To evaluate embeddings, we compute
the average log-likelihood of outcomes under the surrogate
model’s predicted population parameters. More details on
baselines and training for Optimal are in Appendix E.

Results. We find that random embeddings for tasks or
policies consistently underperform, as they fail to encode
meaningful structure or shared information. Although Ran-
dom improves slightly as more experiments are sampled
because the model can slowly better interpolate. The impact
of representation is also task-dependent: HAMSTER, with its
variations around object types (e.g., “pick up the milk” vs.
“pick up the shrimp”), benefits significantly from language-
based embeddings. In contrast, OpenVLA’s task set is all more
similar yields smaller differences between using language
or not. Meanwhile, Metaworld Checkpoints, with wider task
diversity, shows stronger gains from Verb over Lang.

B. Cost-Aware Experiment Selection

Sampling Strategies. We compare two families of strate-
gies: (1) selecting a policy-task pair, and (2) selecting a task
and evaluating all policies d = 3 times. For pairwise selection,
we use: Random Sampling, which samples uniformly; EIG,
which selects the pair with highest expected information
gain (EIG, see Section IV-A); and Cost-aware EIG, which
accounts for task-switching cost via Equation 2. For task-based
sampling, we use: Random Task, sampling tasks uniformly;
Task EIG, selecting the task with highest total EIG; across
policies and Cost-aware Task EIG, which maximizes sum
total cost-aware EIG across policies. The task-based sampling
strategies are more realistic to how experimenters evaluate
their robots today, as experimenters typically select a task
and then evaluate every policy. All methods are run for 1500
steps across three seeds with Random policy and Verb task
embeddings. We report the L1 distance between the true
and estimated means derived from the estimated population
parameters per policy-task pair (see Appendix F for details).

We find EIG methods consistently outperform baselines in
estimating mean performance, often at lower cost. For exam-
ple, in OpenVLA, Cost-Aware Task EIG reduces L1 error by
50% over random sampling at the same budget. Improvements
are most evident mid-way through evaluation since early stages
lack coverage and late stages see all baselines converge. Fit-
ting full performance distributions remains challenging: EIG
slightly improves log-likelihoods over random, with dataset-
dependent benefits. As shown in Figure 4, early predictions
tend to center on the mean but improve with more data. Even
without cost constraints, the surrogate model offers a scalable
way to monitor and refine performance.

Concluding Statement. By framing robot evaluation as
an active testing problem, we investigate the relationships
between tasks to predict policy performance distributions. The
surrogate model not only informs cost-aware sampling but also
serves as a scalable tool for tracking evaluation progress. We
hope this ability enables more informed decision-making in
the robot development lifecycle.
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Fig. 4. Predicted Mean Distributions. We use random sampling with 3 eval-
uations per policy-task pair to show that our surrogate model can actively learn
the full distribution of performance and learn the performance distribution
over time. For example, for MetaWorld Policies at t = 750, 750/3 = 250
policy-task pairs were sampled of the total 50∗10 = 500 possible policy-task
pairs that could be evaluated, the estimated mean performance is qualitatively
comparable to the true mean.
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APPENDIX A
LIMITATIONS

Cost-effective performance distribution estimation.
While our approach better estimates the mean performance of
policy-task pairs (see Section V-B), the surrogate model does
not learn the parameters of the performance distribution in a
more cost-effective manner than random sampling, as reflected
in the lower log-likelihoods in Figure 6. This is likely because
cost-aware strategies favor repeating low-cost experiments.
As a result, task coverage decreases, and the model sees
fewer diverse or uncommon items. We focused on ensuring
that the surrogate model is able to estimate the landscape
of performance across tasks and policies at low cost, but in



practice, experimenters care about policy comparisons. Our
framework can be combined with concurrent work on optimal
stopping for experiments during policy comparisons [36], or
focus on other applications such as finding the best average
policy, finding a ranked ordering of policies, or finding the
worst performing tasks. Each of these would require different
active sampling strategies.

Cost-aware, myopic experiment selection. We represented
robot execution costs naively at a fixed cost; however, different
tasks may have different execution costs that may depend on
whether a policy fails on its task or not, such as having to
clean up spilled milk. When execution or switching costs are
non-uniform, single-step look-ahead is typically not sufficient
for cost-aware experiment selection. More optimal cost-aware
solutions must plan future evaluations with respect to cost
and potential information gain. Future work can extend our
methods by developing myopic, look-ahead algorithms that
can select longer sequences of experiments at a time.

Language-based task representations. For computing our
language representations, the design of Verb involved a
weighted sum between verb and full-instruction embeddings.
We found this heuristic term to perform better, and the weight-
ings of these terms to not impact performance. Most language
embeddings emphasize objects, as they act like bag-of-words
models, but verbs are more indicative of the task in robotics.
This finding motivates future work in learning robotics-specific
task representations that are grounded in actions and are
available a priori. There are also hierarchical relationships
between tasks such as “pour milk” likely depending on being
able to “pick up the milk” that this work does not consider.

Policy representation. We used simple random or optimal
embeddings for policy representations and found minimal dif-
ferences between the two, but learning policy embeddings may
better predict performance. Policy embedding priors might be
formed by encoding the training data of those policies or their
predictions to offline data.
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Fig. 6. Average Log Likelihood Over Cost. We show the average log
likelihood of all the outcomes in our offline dataset against the cost of
evaluation for MetaWorld Policies, MetaWorld Checkpoints, HAMSTER, and
OpenVLA over continuous and binary performance distributions. Each set of
experiments is run for 1500 trials. We find that EIG-based approaches struggle
to model the true distribution in a more cost-efficient manner than Random
Task sampling. Task-based sampling strategies are more cost-efficient than
policy-task approaches.

APPENDIX B
SURROGATE MODEL

A. Computing optimal representations

To compute the optimal embeddings, we take the MLP
surrogate model, add a learnable task and policy embedding,
and then supervise against its respective loss against all the
evaluation data a priori. This approach quickly learns to esti-
mate the performance distribution parameters, conditioned on
the learnable embeddings. Then, once training has converged,
we stop training, reset the surrogate model’s weights, and
freeze the policy and task embedding layers. This surrogate
model is then used for actively learning the policy distribution
parameters.

B. Surrogate model details

We actively train the surrogate model, which is a 2-layer
MLP that takes in the policy and task embeddings and outputs
the number of parameters. We train with a learning rate of
1e-4 and a weight decay of 1e-4. We train with a dropout
of 10% and also use dropout during parameter sampling.
For computing metrics such as L1 error, log-likelihoods, and
others, we do not use dropout.

APPENDIX C
ACTIVE EXPERIMENT SELECTION PROCEDURE

Below, we provide the active experiment selection procedure
in detail.

Algorithm 1 Active Experiment Selection Procedure
Require: A set of policies πi ∈ P to evaluate over tasks

Tj ∈ T , an empty dataset of outcomes D, an untrained
surrogate model p(πi, Tj), exploration rate ϵ = 0.1

1: Randomly sample a single task Tj and evaluate every
policy 3 times. Add outcomes xk

ij to D
2: Set Tcurrent = Tj

3: Increment Ctotal = Ceval + ceval · |P| · 3
4: Train the surrogate model p(·) on D for k epochs
5: for each query step do
6: Use MC dropout to sample 10 predicted distributions

from the surrogate model for every policy-task pair
7: Use sampled distributions to compute scores sij =

a(πi, Tj , Tcurrent) according to Eq. 2
8: With probability ϵ, select a random (πi, Tj)
9: Otherwise, select (πi, Tj) = argmax(πi,Tj) sij

10: Conduct 3 evaluations and observe x1
ij , x

2
ij , x

3
ij ∼ Pij

11: Add these outcomes to D
12: Train f(·) on D for k epochs
13: Increment Ctotal = Ctotal + ceval · 3
14: if Tj ̸= Tcurrent then ▷ Task switching cost applies
15: Increment Ctotal = Ctotal + cswitch(Tcurrent, Tj)
16: Update Tcurrent = Tj

17: end if
18: end for

Experiment sampling. We run each policy-task pair three
times, since preliminary experiments showed that estimating



binary performance distributions required more trials to esti-
mate the population parameters. Using 1 trial per policy-task
selection led to more costly task switches with poor parameter
estimations. Additionally, The OpenVLA evaluation dataset
used 10 trials for each task, so we used 3 trials per policy-task
pair as we could execute that experiment 3 times if needed.

Expected Information Gain Computation Though our
approach to mitigating the cold-start problem with test-time
dropout inspired by past work [24, 20] appears to have
improved performance during sampling, this approach has not
been rigorously tested by the Bayesian optimization commu-
nity in particular. We had also tried other approaches, such as
ensembling and variational prediction, but these approaches
also overfit to the small size of the dataset early in the
evaluation procedure.

APPENDIX D
OFFLINE DATASET DETAILS

A. HAMSTER

We use evaluations from HAMSTER [23], which compares
a hierarchical VLA model against 4 other policies across 81
diverse tasks with varying objects, complexity, and linguistic
variation. Each policy-task pair is evaluated once using a con-
tinuous progress metric. We model each outcome as the mean
of a Gaussian distribution with fixed variance. For HAMSTER,
we have a cost of 0.5 per execution of an experiment, then an
additional switching cost of +1 if a task is of the same task
type but requires adding/removing objects. If a new task type
is selected, we then add a cost of +2 for requiring new, often
large, objects to be brought into the scene.

B. OpenVLA

From OpenVLA [18], we use evaluations of 4 policies
across 29 tasks. Partial successes (e.g., 0.5) are rounded down
to binary outcomes. We have a cost of 0.5 per execution of an
experiment. If a task is changed, such as moving an eggplant
to lifting a battery, a cost of 1 is applied. OpenVLA also has
multiple embodiments available, Bridge and the Google Robot.
If there is an embodiment change, we set the changing cost
to 3, as this change is relatively large.

C. MetaWorld Policies/Checkpoints

MetaWorld [43] is an open-source simulated benchmark
containing a set of 50 different manipulation environments
for multi-task learning. With MetaWorld, we use both binary
success and continuous reward normalized between 0 and 1.

For MetaWorld evaluation, we have a cost of 0.5 per
execution of an experiment. In MetaWorld tasks, some tasks
keep the same objects in the same scene such as opening or
closing a window, while others would require new objects
like a faucet or a door. Because these changes are easier to
enumerate, we apply only a task switching cost of +1 if the
primary object changes, and a switching cost of 0 in the case
of the same object being manipulated.

We train 10 multi-task policies with varying architectures
and noise to ensure diverse behaviors, and then evaluate

100 times in each environment to serve as an approximation
of the true performance population distribution. For training
these policies, we rollout an expert policy for 100 episodes
for the 50 tasks to build our training set. We then train
a state-based, language-conditioned behavior cloning policy.
The policy takes in a 768-dimensional language embedding,
a 39-dimensional state vector, and outputs a 4-dimensional
action. For MetaWorld Checkpoints, we train a single MLP-
based policy for 100 epochs, recording the policy performance
at epoch 1, 10, 20, ..., 100 for a total of 11 checkpoints. For
MetaWorld Policies, we instead train 10 policies on random
MLP architecture sizes and also apply different amounts of
noise to the proprioceptive inputs to the policy to mimic a
noisy understanding of state information. We do this procedure
to produce policies that vary more in performance while still
having a systematic “flaw” in understanding the scene, which
we hope would be captured in our policy embeddings. Then,
for each policy and environment, we sample 50 evaluations
each and store them offline for sampling.

APPENDIX E
TASK AND POLICY REPRESENTATION EXPERIMENT

DESIGN

We evaluate how different task and policy representations
affect the quality of the surrogate model’s predictions. Because
each experiment involves both a task and a policy, we define
embedding strategies for each separately. Below, we detail the
representations evaluated in our experiments.

a) Task Representations.: We define 4 different task
reprsentations.

• Optimal: Learned task embeddings trained to directly
predict performance using all available data. These serve
as an upper bound but are not feasible in real settings
due to their reliance on full data access.

• Verb: Our primary method, which constructs a represen-
tation from a weighted combination of the task’s instruc-
tion embedding and its extracted verbs. This captures both
linguistic and action-related structure (see Section IV-A).

• Language: A baseline that uses only the sentence embed-
ding of the full task description, without decomposition.

• Random: Randomly initialized vectors for each task.
These break any meaningful structure and serve as a naive
control.
b) Policy Representations.: Since we cannot compute

policy representations apriori, we use the two following ap-
proaches, and leave the question on discovering new policy
representations to future work.

• Optimal: Learned policy embeddings trained using full
data to predict outcomes. As with task embeddings, these
are used only to establish a performance upper bound.

• Random: Random vectors assigned to each policy, used
as a baseline in the absence of structured policy de-
scriptors. We leave the design of more informed policy
representations (e.g., based on architecture, behavior, or
training data) to future work.



All embedding configurations are evaluated over 750 exper-
iment steps, across three random seeds. In each step, a task is
sampled uniformly at random, and all policies are evaluated
three times on that task. To assess surrogate model quality,
we compute the average log likelihood of all outcomes in the
offline dataset under the predicted distribution derived from
the model’s estimated population parameters.

APPENDIX F
SAMPLING STRATEGY DETAILS

We explore two main families of sampling strategies for
selecting experiments: (1) selecting a specific policy-task pair,
and (2) selecting a task and evaluating all policies on that task.
Below, we detail each method:

• Random Sampling: Select a policy-task pair (πi, Tj)
uniformly at random. Acquisition function: a(πi, Tj) =
1/(|P| × |T |).

• EIG: Select the policy-task pair with the highest expected
information gain (EIG), as described in Section IV-A.
Acquisition function: a(πi, Tj) = I(πi, Tj).

• Cost-aware EIG: Incorporate task-switching costs by
selecting the pair that maximizes cost-adjusted EIG. See
Equation 2 for the full formulation.

• Random Task: Select a task Tj uniformly at random and
evaluate all policies on it, d = 3 times each. Acquisition
function: a(Tj) = 1/|T |.

• Task EIG: Select a task by summing the EIG across all
policies and choosing the task with the highest total infor-
mation gain. Acquisition function: a(Tj) =

∑
i I(πi, Tj).

• Cost-aware Task EIG: Like Task EIG, but incorporates
cost-awareness by summing the cost-adjusted EIG across
all policies relative to the current task. Acquisition func-
tion: a(Tj) =

∑
i acost-aware(πi, Tj , Tcurrent).

These strategies are evaluated over 1500 experiment steps
across three random seeds. We use Random policy em-
beddings and Verb task embeddings throughout. Our main
evaluation metric is the L1 error between the true mean
outcome of a policy-task pair and the surrogate’s predicted
mean.
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