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ABSTRACT

Feature attribution methods based on Shapley values, such as the popular SHAP
framework, are built on strong axiomatic foundations but suffer from a critical,
previously underappreciated flaw: global dependence. As recent impossibility
theorems demonstrate, this vulnerability is not merely an estimation issue but a
fundamental one. The feature attributions for a local instance can be arbitrarily
manipulated by modifying the model’s behavior in regions of the feature space far
from that instance, rendering the resulting Shapley values semantically unstable
and potentially misleading.

This paper introduces VARSHAP, a novel feature attribution method that directly
solves this problem. We argue that the source of the flaw is the characteristic func-
tion used in the Shapley game — the model’s output itself. VARSHAP redefines
this game by using the reduction of local prediction variance as the character-
istic function. By doing so, our method is, by construction, independent of the
model’s global behavior and provides a truly local explanation. VARSHAP re-
tains the desirable axiomatic properties of the Shapley framework while ensuring
that the resulting attributions are robust and faithful to the model’s local decision
landscape. Experiments on synthetic and real-world datasets confirm our theo-
retical claims, showing that VARSHAP provides stable explanations under global
data shifts where standard methods fail and demonstrates superior performance,
particularly in robustness and complexity metrics.

1 INTRODUCTION

Feature attribution As machine learning models are deployed in high-stakes domains like health-
care and finance, Explainable AI (XAI) is crucial for ensuring fairness, accountability, and trust. A
key tool in XAI is feature attribution, which quantifies the contribution of each input feature to a
model’s prediction (Holzinger et al., 2020). These methods can be global, offering a high-level
overview of a model’s average behavior Covert et al., 2020, or local, explaining a single, individ-
ual prediction. This work focuses on local feature attribution, which is essential for revealing the
instance-specific nuances of a model’s decision-making process that are often obscured by global
perspectives (Guidotti et al., 2018; Murdoch et al., 2019).

Shapley value theory (Shapley, 1953), originating from cooperative game theory, provides a prin-
cipled method of allocating payout among players. Štrumbelj & Kononenko (2011) suggested that
the input features in machine learning models can be treated as players and the model output can be
seen as a payout, providing a way to use Shapley value in feature attribution. The strong mathemat-
ical underpinnings of Shapley values, characterized by desirable axioms like efficiency, symmetry,
null-player, and additivity, have made this framework a popular choice for generating feature attri-
butions (Li et al., 2024). Among these, SHAP (SHapley Additive exPlanations) (Lundberg & Lee,
2017) is a prominent unified method. SHAP assigns each feature an importance value for a particu-
lar instance, quantifying its contribution to shifting the model’s output from a baseline to its current
value. A key strength of the SHAP framework is its model-agnostic nature, allowing it to be applied
to any machine learning model without requiring access to its internal structure.
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Inherent flaw of Shapley-based feature attributions While prized for their axiomatic rigor,
Shapley-based feature attribution methods harbor a fundamental vulnerability that undermines their
reliability: global dependence. This is not a minor flaw in estimation but an intrinsic and provable
weakness of the entire theoretical framework. The issue arises because these methods, in order
to satisfy properties like completeness, must incorporate the model’s behavior across a global data
distribution, even when explaining a single, local prediction.

This vulnerability was definitively formalized in a recent impossibility theorem Bilodeau et al.
(2024), which proves that any feature attribution method that is both complete and linear, a class
that includes SHAP Lundberg & Lee (2017) and Integrated Gradients Sundararajan et al., 2017, can
be arbitrarily manipulated. By altering a model’s behavior in regions far from the point of inter-
est, one can produce profoundly different attributions even if the model’s local behavior remains
unchanged, rendering these methods no better than random guessing for tasks like algorithmic re-
course. This is not a flaw in a specific implementation but a foundational problem with the Shapley
value concept itself when applied to model explanations. The critical consequence is that the attri-
butions lack stable semantic meaning, as they reflect artifacts of the global model landscape rather
than true local sensitivities. For example, a positive SHAP value does not guarantee that increasing a
feature will increase the model’s output, potentially leading to misleading conclusions for subgroups
whose behavior deviates from the population average.

As demonstrated by Bilodeau et al. (2024), marginal SHAP attributions can be manipulated to pro-
duce any desired vector while keeping the model’s local behavior completely unchanged. In Ap-
pendix A.1, we extend this result to show that conditional SHAP suffers from similar issues: Under
very mild assumptions1, the relative importance of any two features — as determined by their attri-
bution values — can be arbitrarily manipulated, regardless of the model’s underlying behavior. This
fundamental problem affects all approaches that target more efficient or accurate SHAP estimation
methods such as KernelSHAP (Lundberg & Lee, 2017), TreeSHAP (Lundberg et al., 2018), on-
manifold Shapley(Frye et al., 2020a), or (Aas et al., 2021; Chen et al., 2023; Ketenci et al., 2024),
as well as recent work integrating causal reasoning with Shapley explanations (Heskes et al., 2020;
Frye et al., 2020b; Jung et al., 2022), since they all rely on the model’s output value as the character-
istic function. While Janzing et al. (2024) explores variance-based explanations in causal settings,
their approach requires known causal graphs, is not model-agnostic, and does not address the global
dependency problem that undermines explanation reliability.

Key contributions The impossibility theorem reveals that traditional Shapley-based explanations
face a fundamental barrier, not a minor flaw. They are intrinsically vulnerable to arbitrary manipula-
tion due to their reliance on a model’s global behavior. Overcoming this requires not an incremental
fix, but a paradigm shift. This paper introduces that new paradigm. We argue the vulnerability lies
in using the model’s direct output as the characteristic function in the Shapley game. Our work
circumvents this impossibility by fundamentally redefining the game itself. Our key contributions
are as follows:

• We theoretically justify that for a local attribution method to be truly local and satisfy in-
tuitive axioms like shift-invariance, its characteristic function must measure the dispersion
of model outputs (Appendix A.2).

• We prove that variance is the unique function that satisfies these properties, providing a
principled foundation for our approach (Appendix A.3).

• We prove that the global dependence problem persists in Shapley methods using condi-
tional probability distribution in characteristic function (Appendix A.1).

• We introduce VARSHAP, a novel framework for local feature attribution. By using the
reduction of local output variance as its core importance metric, VARSHAP is, by con-
struction, immune to the global dependencies that render traditional methods semantically
unstable (Section 2.3).

• We provide a comprehensive empirical evaluation on synthetic and real-world datasets. The
results confirm that VARSHAP’s theoretical advantages translate into superior practical
performance (Section 3).

1We require that the model is piecewise linear and the probability distribution is non-degenerated, the as-
sumptions fulfilled by vast majority of models and datasets.
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2 VARSHAP: VARIANCE-BASED SHAPLEY ADDITIVE EXPLANATIONS

The global dependency problem inherent in traditional Shapley-based methods stems directly from
the choice of the characteristic function, which is the model’s raw output. To construct an attribution
method that is truly local, we must design a new characteristic function that is, by construction,
insensitive to the model’s global behavior. The foundational property for such a function is shift
invariance: a local explanation should not change if the model’s outputs are all shifted by a constant
value, as this does not alter the relative importance of features to the model’s local behavior.

This intuitive requirement leads to a powerful and unique theoretical conclusion. We formally
demonstrate in Proposition 1 that any characteristic function designed to be shift-invariant must
measure the dispersion of model outputs around their local mean. Furthermore, when combined
with a few simple, desirable axioms, such as zero property, sign independence, and additivity, the
only function that satisfies these constraints is the squared deviation from the mean. This result
provides a rigorous, first-principles justification for using variance as the basis for a new, truly local,
and axiomatically sound feature attribution method.

2.1 VARIANCE AS THE BASIS FOR FEATURE ATTRIBUTIONS

Traditional SHAP calculates feature importance by measuring how each feature affects the expected
model output. Specifically, for a feature j and a subset of features S not containing j, SHAP com-
putes the expected model output E[Ω(xS , X−S)] where features in S are fixed to their values from
the instance being explained, and out-of-coalition features (X−S) are treated as random variables
sampled from a global background distribution. The difference in expected output when adding
feature j to coalition S represents its marginal contribution, which is then weighted by the Shapley
kernel across all possible coalitions.

The core methodological innovation of VARSHAP is to redefine local feature importance by quan-
tifying how much the knowledge of a specific feature’s value reduces the uncertainty in the model’s
output within the local vicinity of the instance being explained. The key insight of VARSHAP is
to measure feature importance through the lens of variance reduction. Intuitively, when a feature’s
value is known and fixed (conceptually, when it is added to a coalition of features whose values are
already known for the instance in question), the range of possible model outputs, and thus its vari-
ance, should decrease if that feature is influential for the prediction at that specific point. The more
a feature contributes to reducing this local output variance, the more important it is considered for
that particular prediction. Specifically, for each possible subset of features S that does not contain
the feature of interest, j, VARSHAP compares two scenarios. First, it considers the variance of the
model’s output when the features in subset S are fixed to their values from the instance being ex-
plained, while all other features (including feature j and those not in S ∪ {j}) are perturbed locally
around the instance. Second, it considers the variance of the model’s output when the features in
S and feature j are fixed to their values from the instance, and only the remaining features (those
not in S ∪ {j}) are subjected to local perturbation. The difference between these two variances,
which represents the reduction in output variance attributable to fixing feature j given the context
of known features S, is then weighted according to the standard Shapley kernel. Summing these
weighted variance reductions across all possible coalitions S provides the VARSHAP attribution
value for feature j. This approach anchors the explanation in the local behavior of the model, di-
rectly addressing the global dependence issue inherent in methods that rely on a global background
distribution for feature perturbation or removal.

The choice of variance as the central metric for quantifying feature contributions in VARSHAP is not
arbitrary. It stems directly from a fundamental desideratum for feature attribution methods, which
is shift invariance. This property is crucial because the absolute scale of model outputs often carries
less meaning than the relative contributions of features to those outputs. We would also like for our
characteristic function to fulfill the null player axiom (i.e. to return zero feature attribution when
the variance of model’s output is zero, which means that the feature has no influence on the model’s
output) and to be symmetric, to not set preference for increasing or decreasing output value.

This last property requires additional explanation. A prevalent and misleading interpretation of
SHAP values is that a positive attribution for a feature directly implies that increasing that feature’s
value will increase the model’s output. This assumption is incorrect because it confuses attribution
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with counterfactual prediction. A SHAP value explains how a feature’s current value contributed
to shifting the prediction from a baseline to its final output. It does not, however, describe how
the model will behave if that feature’s value is changed. Again, the root of this misunderstanding
lies in SHAP’s global dependence. A feature can receive a large positive attribution due to the
model’s behavior on a distant baseline distribution, while in the immediate local neighborhood of
the instance, the model might be insensitive or even react negatively to an increase in that feature.
Therefore, equating a positive SHAP value with a positive local gradient is a critical error. The
attribution explains the "why" of the present prediction, not the "what if" of a future change.

Proposition 1. We propose that any continuous characteristic function v(x,Π, S) used for feature
attribution that aims to satisfy shift invariance must fundamentally measure the dispersion of model
outputs around their local mean. Specifically, such a characteristic function must take the following
general form:

v(x,Π, S) = EX−S∼Π(x−S |xS)[d(Ω(xS , X−S)− EX′
−S∼Π(x−S |xS)[Ω(xS , X

′
−S)])]

for some attribution function d. We posit that the function d must satisfy the axioms of zero property,
sign independence, and additivity to ensure meaningful and consistent attributions. The only func-
tion d that satisfies the above axioms, and a simple normalization condition d(1) = 1, is d(x) = x2.
The formal proof of this proposition is provided in the Appendix A.3.

Here, Ω(xS , X−S) is the model’s output when features in coalition S are fixed to their values xS

from the instance being explained, and the remaining features X−S are perturbed using Π(x−S |xS)
centered around the instance x. The inner expectation EX′

−S∼Π(x−S |xS)[Ω(xS , X
′
−S)] represents

the local expected model output given that features in S are fixed.

2.2 LOCAL PERTURBATION FRAMEWORK

With the justification for using variance as the core of our characteristic function established,
the only remaining component to introduce before presenting the full VARSHAP feature attribu-
tion formula is the precise mechanism for local perturbation. Given a machine learning model
Ω : X ⊆ Rd → Y ⊆ R, we define, for any specific instance x ∈ X that we wish to explain, a pertur-
bation function Π : Rd → ∆(Rd). Here, ∆(Rd) represents the space of all probability distributions
over Rd. This perturbation function is designed such that for any given point x, Π(x) yields a prob-
ability distribution with the property that if a random variable X is drawn from this distribution,
then its expected value is the point itself, i.e., E[X] = x. This ensures that the feature perturbations,
and consequently the analysis of the model’s behavior, remain focused on the local neighborhood
of the instance, thereby maintaining the locality of the explanation. This process can be interpreted
as introducing controlled uncertainty specifically about the values of the out-of-coalition features,
allowing us to measure the impact of knowing a specific feature’s value by observing how it reduces
this local uncertainty.

For a concrete and practical implementation, we propose utilizing a multivariate Gaussian pertur-
bation centered at the instance x. Specifically, Π(x) is a family of Gaussians defined as N (µ,Σ),
where the mean µ is set to the instance itself (µ = x), ensuring the perturbation is centered locally.
The covariance matrix Σ is chosen to be diagonal, meaning Σij = 0 for i ̸= j. The diagonal ele-
ments, representing the variance for each feature’s perturbation, are defined as Σii = α·σ̂2

i , where σ̂2
i

is the estimated variance of feature i observed in the training dataset, and α > 0 is a scaling hyper-
parameter. This Gaussian perturbation formulation offers several advantages: it aligns well with the
theoretical underpinnings (e.g., the additivity property of variance for independent perturbations),
naturally accounts for the different scales and typical ranges of various features by using their empir-
ical variances σ̂2

i , and is computationally efficient to sample from. Furthermore, the hyperparameter
α provides a direct mechanism to control the "locality" of the explanation. Smaller values of α lead
to tighter perturbations around x, focusing on more immediate local behavior, while larger values
explore a slightly broader neighborhood. For efficiency, VARSHAP performs local perturbations
using the marginal probability distribution of features, but it also supports conditional probability
distributions, a capacity relevant to the lively academic debate concerning the appropriate use of
marginal versus conditional probabilities for simulating feature absence Janzing et al. (2020).
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2.3 VARSHAP FEATURE ATTRIBUTION

Having established the foundational principles of using variance reduction for local feature impor-
tance and defined the local perturbation framework, we can now fully define the VARSHAP feature
attribution formula. For a given machine learning model Ω : X ⊆ Rd → Y ⊆ R, an instance x ∈ X
to be explained, the set of all feature indices F = {1, . . . ,m}, and a local perturbation function Π,
the VARSHAP attribution Φj for a feature j ∈ F is defined as:

Φj(Ω,Π, x) =
∑

S⊆F\{j}

ω(|S|) (VarΩ(S ∪ {j})− VarΩ(S)) (1)

where ω(|S|) = |S|!(k − |S| − 1)!(k!)−1 is the Shapley kernel, which assigns a weight to each
coalition S based on its size |S|, out of k total features. Variance of the machine learning model Ω
is formally defined as:

VarΩ(S) = EX−S∼Π(x−S |xS)

[(
Ω(xS , X−S)− EX′

−S∼Π(x−S |xS)[Ω(xS , X
′
−S)]

)2
]

(2)

where xS denotes the components of the instance x corresponding to features in coalition S,
and X−S (and X ′

−S for the inner expectation) denotes the random components for features not
in S, drawn from the local perturbation distribution Π(x−S |xS) which is derived from Π(x)
by conditioning on xS (or simply by taking the marginals if perturbations are independent).
The term Ω(xS , X−S) is the model’s output with features in S fixed and others perturbed, and
EX′

−S∼Π(x−S |xS)[Ω(xS , X
′
−S)] is the local expected output under these conditions. Thus, Φj mea-

sures the weighted average marginal contribution of feature j to the reduction of local model output
variance across all possible feature coalitions S not containing j.

By defining feature attributions using the Shapley value framework applied to the characteristic
function v(S) = VarΩ(S) (the local output variance given coalition S), VARSHAP inherently sat-
isfies the three fundamental Shapley value axioms, thereby providing theoretically sound and fair
explanations. These axioms are:

• efficiency: The sum of all VARSHAP attributions,
∑

j∈F Φj(Ω,Π, x), precisely equals the
total change in variance from a state where all features are unknown (and thus perturbed
according to Π(x)) to a state where all features are known (fixed to their values in x). This
total change is VarΩ(F) − VarΩf

(∅) = 0 − VarΩf
(∅) = −VarΩf

(∅), meaning the sum
of attributions equals the negative of the initial total variance under full local perturbation.
Thus, the attributions fully account for the overall variance reduction potential.

• symmetry: If two distinct features, j and k, have an identical impact on the model’s output
variance for all possible coalitions S ⊆ F \ {j, k} (i.e., VarΩf

(S ∪ {j}) − VarΩf
(S) =

VarΩf
(S∪{k})−VarΩf

(S)), then their VARSHAP attributions will be equal, i.e., Φj = Φk.
Features contributing identically to variance changes receive equal attribution.

• null player (dummy): If a feature j has no influence on the model’s output variance re-
gardless of the other features in any coalition (i.e., VarΩf

(S ∪ {j}) = VarΩf
(S) for all

S ⊆ F \ {j}), then its VARSHAP attribution will be zero: Φj = 0. This guarantees that
features that do not affect the local output variance receive no importance.

In addition to the additivity axiom of variance, VARSHAP also adheres to the linearity property.
This property further guarantees the consistency and interpretability of VARSHAP attributions under
specific model structures. We define linearity as follows:
Definition 1. A feature attribution method Φ is linear if for any model Ω that is decomposable into a
sum of single-feature functions, i.e., Ω(x) =

∑
i∈F Ωi(xi) (where each Ωf i : R → Y operates only

on feature xi), and for any perturbation function Π that generates statistically independent feature
distributions for the out-of-coalition features, the attribution for any feature i ∈ F at an instance
x ∈ X is given by: Φ(Ω,Π, x)i = Φ(Ωi,Π, xi).

Here, Φ(Ωi,Π, xi) represents the attribution calculated for the simpler model Ωi that solely depends
on feature xi. Linearity guarantees that when features contribute independently to the overall model
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output (as in an additive model structure), VARSHAP attributions precisely isolate and quantify each
feature’s individual contribution to the model’s output variance. In such scenarios, the importance
score assigned to a feature i by VARSHAP for the full model Ω will be exactly the total variance
that feature i would account for if it were the sole input to its respective sub-model Ωi. A detailed
explanation of why the method is linear can be found in Appendix A.4.

The linearity property is important for understanding models with additive structures. For instance,
consider a linear regression model Ω(x) =

∑
j∈F wjxj . If the features xj are perturbed indepen-

dently (e.g., using the proposed Gaussian perturbation with a diagonal covariance matrix), VAR-
SHAP’s linearity ensures that the attribution for feature i, Φi(Ω,Π, x), will be precisely equal to
−w2

i Var(XΠ
i ). Here, wi is the coefficient for feature i, and Var(XΠ

i ) is the variance of the per-
turbed feature Xi as defined by Π(xi). The magnitude of this attribution, w2

i Var(XΠ
i ), is exactly the

component of the total output variance VarΩ(∅) that is directly attributable to feature i’s individual
variability and its impact via wi. This aligns perfectly with the intuition that features with larger
squared coefficients or those that exhibit greater variability under local perturbation (if influential)
should be assigned greater importance in explaining the model’s output variance.

Computational complexity In practice, VARSHAP requires numerical approximation at
two levels. The variance terms can be expressed using integral notation as VarΩ(S) =∫
Ω(xS , x−S)

2π(x−S |xS)dx−S −
(∫

Ω(xS , x
′
−S)π(x

′
−S |xS)dx

′
−S

)2
where π(x−S |xS) denotes

the probability density function of the local perturbation distribution. Computing VARSHAP thus
involves both approximating the Shapley value summation over coalitions (as in the usual approach)
and evaluating these nested integrals for each variance term. Since these are well-defined integrals,
they can be efficiently approximated using standard numerical integration techniques such as Monte
Carlo sampling, which are well understood and developed.

3 EMPIRICAL EVALUATION

To demonstrate the practical advantages and unique insights offered by VARSHAP, this section
presents a comparative analysis with two prominent and widely adopted model-agnostic feature
attribution methods: SHAP Lundberg & Lee (2017) and LIME Ribeiro et al. (2016). These meth-
ods were specifically selected for comparison due to their established popularity within the XAI
community and their core design principle of model-agnosticism. The experimental comparison of
VARSHAP with SHAP and LIME is presented in Section 3.3.

To evaluate VARSHAP and compare its explanatory capabilities, a controlled experiment was con-
structed using synthetic data designed to mimic a simplified healthcare application. This setup
allows for a clear understanding of how different attribution methods perform when the underlying
data generating process and model behavior can be precisely defined. The experiment considers a
scenario with three distinct sub-populations of patients, labeled A, B, and C. For the training phase,
these sub-populations consist of 1000, 5000, and 5000 patient samples, respectively, allowing us
to investigate how methods perform with varying group sizes and potentially different underlying
relationships. The model utilizes two continuous input features, X1 and X2, which represent hypo-
thetical physiological measurements. These features are used to predict a single continuous output
quantity, which can be interpreted as a patient’s response to a treatment or a risk assessment score.

Two predictive model types were implemented to assess the attribution methods: Neural Network
Models (NNM) — standard feedforward networks with an input layer, three hidden layers (50-70-50
neurons), and an output layer — and Ground-Truth Models (GTM). These are not trained models
in the conventional sense but direct programmatic instantiations of the known data-generating func-
tions. GTMs provide crucial insights by eliminating model estimation error typically present in
trained models, offering a “ground truth” benchmark for explanation fidelity. All input features
(X1, X2) were normalized across methods and models to ensure fair comparison.

3.1 CASE STUDY 1: DEMONSTRATING THE GLOBAL DEPENDENCY FLAW

For the first case study, the data was generated to create specific conditions for testing feature attri-
bution consistency. This involved creating two distinct datasets. In Dataset 1, all patient groups were
designed to follow the mathematical relationship Y = X1 + 0.2 ·X2. This means that the outcome
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variable Y for every patient, regardless of their group, is determined by the values of their features
X1 and X2 according to this specific formula. Dataset 2 introduces a variation. While patient groups
A and B still adhered to the same relationship as in Dataset 1 (Y = X1 + 0.2 ·X2), patient group
C was defined by a different formula: Y = X1 − 0.05 · X1 · X2. This change in the underlying
relationship for group C creates a global distribution shift between Dataset 1 and Dataset 2.

The key experimental design element is that despite the global difference between the two datasets
(due to group C’s altered behavior), the local conditions for a specific point of interest were kept
constant. Specifically, for a patient located at the center of cluster A, represented by the feature
value vector [0, 0], the prediction mechanism yields the same result in both datasets. This setup
allows for the investigation of whether local attribution methods provide consistent explanations for
this specific point when the broader data distribution changes.
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Figure 1: Feature attributions for NNMs and GTMs trained on Dataset 1 (left) and Dataset 2 (right)

The results, illustrated in Figure 1, demonstrate how SHAP, VARSHAP, and LIME perform when
analyzing the specific data point [0, 0] in both a neural network and ground-truth models across two
distinct datasets. The key observation is that SHAP’s attributions for this point varied significantly
between Dataset 1 and Dataset 2. In Dataset 1, SHAP assigned positive importance to both features
X1 and X2, with X1 receiving a higher attribution value. However, in Dataset 2, SHAP’s explanation
changed: the attribution for X1 increased, while X2 was assigned a negative attribution value. This
occurred despite the fact that the underlying model behavior around the point [0, 0] was designed
to be identical in both datasets. In contrast to SHAP, both VARSHAP and LIME provided more
consistent attribution values for the point [0, 0] across the two datasets. This stability in explanations
from VARSHAP and LIME aligns with the expectation that if the local predictive behavior of a
model at a specific point remains unchanged, the explanations for that point should also remain
consistent, even if the global data distribution is altered.

It is possible that the observed differences in attribution stem from an artifact specific to neural
networks rather than being an issue inherent to SHAP. However, by examining the ground-truth
models, which can be considered as having complete insight into the data underlying distribution
(akin to an ablation study), we see a strong resemblance in their results (as depicted in Figure 1 ) to
those obtained from the NNMs. This close alignment between the GTMs and the NNMs reinforces
the argument that the attribution discrepancies are likely due to a fundamental issue within SHAP
itself, rather than being a byproduct of the network architecture. SHAP’s inherent flaw is its global
nature. Changes in distant parts of the data distribution can alter local explanations, meaning they
may not accurately reflect the factors driving an individual prediction. VARSHAP avoids this by
focusing only on the variance from local perturbations, providing attributions that more faithfully
capture the model’s immediate behavior.

3.2 CASE STUDY 2: CONTRASTING VARSHAP WITH OTHER LOCAL METHODS

In the second case study we specifically investigated scenarios involving non-linear relationships and
the inclusion of irrelevant features. This experiment was structured to underscore the limitations of
explanation methods that depend on linear approximations and to showcase VARSHAP’s resilience
in more challenging situations. For this purpose, a synthetic Dataset 3 was generated where the target
variable is defined by the non-linear equation Y = |X1+X2|. The third feature, X3, was introduced
which has no correlation with the target variable, and all features (X1, X2, X3) were normalized.
The choice of the absolute value function introduces a significant challenge for linear explanation
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techniques due to its distinct non-linearity at the point where X1+X2 = 0. Furthermore, according
to the null player axiom, the attribution for the irrelevant feature X3 should theoretically be zero.
Similar to Case Study 1, both GTMs (exactly following the relationship) and NNMs (architecture
[50, 70, 50]) were implemented. This allows for an analysis of both the theoretical behavior of
attribution methods and their practical performance on learned models.
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Feature attributions comparison: NN model vs GTM model
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VARSHAP (NN model)

LIME (NN model)

SHAP (GTM model)

VARSHAP (GTM model)

LIME (GTM model)

Figure 2: Feature attributions for NNMs and GTMs trained on Dataset 3

In a scenario with strong non-linearity and an irrelevant feature, significant differences between ex-
planation methods emerge, as shown in Figure 2. LIME incorrectly assigns substantial attribution
to the irrelevant feature X3, a failure that violates the null player axiom. This error is intrinsic to
LIME’s methodology, as it also occurs in the ground-truth model (GTM). In contrast, both VAR-
SHAP and SHAP uphold the axiom by correctly assigning near-zero importance to the irrelevant
feature. This limitation is further confirmed by a comparison for the GTM in Figure 2 that per-
fectly implements the absolute value function. Even in this ideal scenario, LIME still incorrectly
attributes importance to X3. The core of LIME’s issue lies in its fundamental assumption of local
linearity, which is ill-suited for handling the sharp non-linearity inherent in the absolute value func-
tion. VARSHAP, however, successfully navigates this challenge because its methodology centers on
variance reduction. Perturbing the irrelevant feature X3 leads to no change in the output variance,
and consequently, VARSHAP correctly assigns it an attribution of zero. To further substantiate the
lack of any relationship between X3 and the target variable, partial dependency plots for both mod-
els are available in the Appendix A.5, reinforcing the observation that X3 should indeed receive no
attribution.

3.3 LATEC BENCHMARK RESULTS

Evaluating feature attribution is challenging due to the absence of ground truth and the complex
nature of "good" explanations. We address this using a framework based on the LATEC bench-
mark Klein et al. (2024), applying faithfulness, robustness, and complexity metrics across various
models and datasets. Methods are ranked by their median scores per metric over all combinations,
providing a robust assessment to systematically compare VARSHAP with SHAP and LIME.

Faithfulness metrics aim to determine if the features highlighted as important by an attribution
method genuinely contribute to the model’s decision-making process. Robustness metrics, con-
versely, assess whether features identified as irrelevant are indeed insignificant for the model’s pre-
dictions. Finally, complexity metrics evaluate the interpretability and conciseness of the explana-
tions provided. Detailed descriptions of all metrics used are provided in Appendix A.6.1.

VARSHAP’s performance was + on three datasets with varying characteristics (detailed in Ap-
pendix A.6.3). For each dataset, three different model architectures were trained (detailed in Ap-
pendix A.6.4). VARSHAP was compared against model-agnostic methods KernelSHAP and LIME
with various parameter configurations.

The aggregated rankings (Table 1) show VARSHAP, especially with α = 0.6 and α = 1.0, and
KernelSHAP as the top-performing methods. These approaches significantly outperformed LIME
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Table 1: Aggregated ranking of feature attribution methods across all models and metrics

Method Avg. Ranking Method Avg. Ranking
VARSHAP (α = 0.6) 3.39 LIME (sparsity = 1.5) 5.51
VARSHAP (α = 1.0) 3.39 LIME (sparsity = 5.0) 5.67
VARSHAP (α = 0.3) 3.64 LIME (sparsity = 0.5) 5.81
KernelShap (data sampling) 3.74 KernelShap (baseline 0) 4.86

variants, indicating a clear performance advantage. For detailed insights into performance on spe-
cific evaluation metrics, refer to Table 2.

Table 2 presents the detailed rankings of methods by individual metrics. The methods show distinct
performance patterns. For faithfulness, KernelShap with data sampling often ranks top (e.g., Faith-
fulnessCorrelation), while VARSHAP is competitive, leading in MonotonicityCorrelation. VAR-
SHAP variants excel in robustness metrics, which indicates VARSHAP’s variance-based approach
yields explanations more stable to slight input perturbations. Furthermore, VARSHAP leads in com-
plexity metrics, suggesting it produces more concise and interpretable explanations.

Table 2: Rankings by individual metrics (lower is better)

Method Faithfulness Robustness Complexity
FC FC_B FE FE_B MC MC_B LLE MS RIS SP CP ECP

VARSHAP (α=0.6) 2.75 5.38 2.63 4.50 3.13 4.75 2.00 2.71 5.86 2.22 1.89 3.00
VARSHAP (α=0.3) 2.50 4.75 2.50 5.13 3.38 5.50 2.29 1.71 6.86 2.00 2.11 5.00
VARSHAP (α=1.0) 2.63 5.25 2.75 5.75 2.50 5.25 2.14 3.29 5.86 1.78 2.00 2.11
KernelShap (data) 2.13 6.63 2.13 6.63 2.00 5.38 4.14 2.29 5.43 4.11 4.11 4.44
KernelShap (0) 5.63 3.75 5.63 3.88 6.50 4.00 4.43 5.00 2.86 5.00 4.89 3.22
LIME (1.5) 6.38 3.25 6.88 3.00 6.50 3.13 7.43 7.00 2.71 7.11 7.22 4.78
LIME (0.5) 7.50 3.88 6.88 3.38 5.63 4.00 6.71 7.57 3.00 7.44 7.22 6.11
LIME (5.0) 6.50 3.13 6.63 3.75 6.38 4.00 6.86 6.43 3.43 6.33 6.56 7.33

FC: FaithfulnessCorrelation, FC_B: FaithfulnessCorrelation_black, FE: FaithfulnessEstimate, FE_B:
FaithfulnessEstimate_black, MC: MonotonicityCorrelation, MC_B: MonotonicityCorrelation_black, LLE:
LocalLipschitzEstimate, MS: MaxSensitivity, RIS: RelativeInputStability, SP: Sparseness, CP: Complexity,

ECP: EffectiveComplexity

4 CONCLUSIONS

The quantitative benchmark evaluation provides strong evidence for VARSHAP’s practical advan-
tages, confirming its superior performance against established methods like KernelSHAP and LIME.
Crucially, VARSHAP’s consistent top-ranking in robustness metrics is not an incidental finding, it
is the direct empirical validation of our central thesis. This result demonstrates that VARSHAP’s
theoretical design, specifically its resilience to the global dependency problem, translates into mea-
surably more stable and reliable explanations in practice. Furthermore, VARSHAP consistently pro-
duces more concise and less complex explanations while also exhibiting stability across its different
α parameter values, indicating that precise tuning is not critical for achieving strong performance.
In practice, even for a much broader range of α values, the method produced well-behaved expla-
nations (assuming the model behaves well in such a neighborhood). Thus, it is up to practitioners
and their domain knowledge to define how large a region they want to explain. These findings col-
lectively confirm that our axiomatically-derived, variance-based characteristic function successfully
solves a fundamental flaw in prior methods. The result is a feature attribution tool that retains the
desirable axiomatic properties of SHAP but delivers explanations that are demonstrably more robust
and trustworthy.

The current implementation of VARSHAP relies on a simplified, independent Gaussian perturbation
mechanism. A primary direction for future work is to extend this framework to more sophisticated,
data-aware distributions, such as conditional probabilities, which could better model complex fea-
ture correlations. Such an extension may not only improve attribution for dependent features but
could also enhance robustness against adversarial attacks on explanations (Slack et al., 2020), which
often exploit out-of-distribution samples to mislead the interpretation method.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

REFERENCES

Kjersti Aas, Martin Jullum, and Anders Løland. Explaining individual predictions when features are
dependent: More accurate approximations to shapley values. Artificial Intelligence, 298:103502,
2021.

Chirag Agarwal, Nick Johnson, Martin Pawelczyk, Shashank Krishna, Esha Saxena, Marinka Zitnik,
and Himabindu Lakkaraju. Rethinking stability for attribution-based explanations. arXiv preprint
arXiv:2203.06877, 2022.

David Alvarez Melis and Tommi Jaakkola. Towards robust interpretability with self-explaining
neural networks. In Advances in Neural Information Processing Systems, volume 31, 2018.

Umang Bhatt, Adrian Weller, and José MF Moura. Evaluating and aggregating feature-based model
explanations. In Proceedings of the Twenty-Ninth International Joint Conference on Artificial In-
telligence, pp. 3016–3022. International Joint Conferences on Artificial Intelligence Organization,
2020.

Blair Bilodeau, Natasha Jaques, Pang Wei Koh, and Been Kim. Impossibility theorems for feature
attribution. Proceedings of the National Academy of Sciences, 121(2):e2304406120, 2024.

Prasad Chalasani, Jiefeng Chen, Amrita Roy Chowdhury, Xingjun Wu, and Somesh Jha. Concise
explanations of neural networks using adversarial training. In Proceedings of the 37th Interna-
tional Conference on Machine Learning, pp. 1383–1391. PMLR, 2020.

Hugh Chen, Ian C Covert, Scott M Lundberg, and Su-In Lee. Algorithms to estimate shapley value
feature attributions. Nature Machine Intelligence, 5(6):590–601, 2023.

P. Cortez, A. Cerdeira, F. Almeida, T. Matos, and J. Reis. Modeling wine preferences by data
mining from physicochemical properties. Decision Support Systems, 47(4):547–553, 2009. doi:
10.1016/j.dss.2009.05.016.

Ian Covert, Scott M Lundberg, and Su-In Lee. Understanding global feature contributions with
additive importance measures. Advances in neural information processing systems, 33:17212–
17223, 2020.

C Frye, D de Mijolla, T Begley, L Cowton, M Stanley, and I Feige. Shapley explainability on the
data manifold. arxiv. arXiv preprint arXiv:2006.01272, 2020a.

Christopher Frye, Colin Rowat, and Ilya Feige. Asymmetric shapley values: incorporating causal
knowledge into model-agnostic explainability. Advances in neural information processing sys-
tems, 33:1229–1239, 2020b.

Riccardo Guidotti, Anna Monreale, Salvatore Ruggieri, Franco Turini, Fosca Giannotti, and Dino
Pedreschi. A survey of methods for explaining black box models. ACM computing surveys
(CSUR), 51(5):1–42, 2018.

Tom Heskes, Evi Sijben, Ioan Gabriel Bucur, and Tom Claassen. Causal shapley values: Exploit-
ing causal knowledge to explain individual predictions of complex models. Advances in neural
information processing systems, 33:4778–4789, 2020.

Andreas Holzinger, Anna Saranti, Christoph Molnar, Przemyslaw Biecek, and Wojciech Samek.
Explainable ai methods-a brief overview. In International workshop on extending explainable AI
beyond deep models and classifiers, pp. 13–38. Springer, 2020.

Dominik Janzing, Lenon Minorics, and Patrick Blöbaum. Feature relevance quantification in ex-
plainable ai: A causal problem. In International Conference on artificial intelligence and statis-
tics, pp. 2907–2916. PMLR, 2020.

Dominik Janzing, Patrick Blöbaum, Atalanti A Mastakouri, Philipp M Faller, Lenon Minorics, and
Kailash Budhathoki. Quantifying intrinsic causal contributions via structure preserving interven-
tions. In International Conference on Artificial Intelligence and Statistics, pp. 2188–2196. PMLR,
2024.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

Yonghan Jung, Shiva Kasiviswanathan, Jin Tian, Dominik Janzing, Patrick Blöbaum, and Elias
Bareinboim. On measuring causal contributions via do-interventions. In International Conference
on Machine Learning, pp. 10476–10501. PMLR, 2022.

Mert Ketenci, Iñigo Urteaga, Victor Alfonso Rodriguez, Noémie Elhadad, and Adler Perotte. Vari-
ational shapley network: A probabilistic approach to self-explaining shapley values with uncer-
tainty quantification. arXiv preprint arXiv:2402.04211, 2024.

Diederik P Kingma. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980,
2014.

Lukas Klein, Carsten Lüth, Udo Schlegel, Till Bungert, Mennatallah El-Assady, and Paul Jäger.
Navigating the maze of explainable ai: A systematic approach to evaluating methods and metrics.
Advances in Neural Information Processing Systems, 37:67106–67146, 2024.

Meng Li, Hengyang Sun, Yanjun Huang, and Hong Chen. Shapley value: from cooperative game to
explainable artificial intelligence. Autonomous Intelligent Systems, 4(1):2, 2024.

Scott M Lundberg and Su-In Lee. A unified approach to interpreting model predictions. Advances
in Neural Information Processing Systems, 30:4765–4774, 2017.

Scott M Lundberg, Gabriel G Erion, and Su-In Lee. Consistent individualized feature attribution for
tree ensembles. arXiv preprint arXiv:1802.03888, 2018.

W James Murdoch, Chandan Singh, Karl Kumbier, Reza Abbasi-Asl, and Bin Yu. Definitions, meth-
ods, and applications in interpretable machine learning. Proceedings of the National Academy of
Sciences, 116(44):22071–22080, 2019.

An-phi Nguyen and María Rodríguez Martínez. On quantitative aspects of model interpretability.
arXiv preprint arXiv:2007.07584, 2020.

Fabian Pedregosa, Gaël Varoquaux, Alexandre Gramfort, Vincent Michel, Bertrand Thirion, Olivier
Grisel, Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vincent Dubourg, et al. Scikit-learn:
Machine learning in Python. Journal of Machine Learning Research, 12:2825–2830, 2011.

Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. " why should i trust you?" explaining the
predictions of any classifier. In Proceedings of the 22nd ACM SIGKDD international conference
on knowledge discovery and data mining, pp. 1135–1144, 2016.

Lloyd S Shapley. A value for n-person games. Contributions to the Theory of Games, 2(28):307–
317, 1953.

Dylan Slack, Sophie Hilgard, Emily Jia, Sameer Singh, and Himabindu Lakkaraju. Fooling lime
and shap: Adversarial attacks on post hoc explanation methods. In Proceedings of the AAAI/ACM
Conference on AI, Ethics, and Society, pp. 180–186, 2020.

Erik Štrumbelj and Igor Kononenko. A general method for visualizing and explaining black-box
regression models. In Adaptive and Natural Computing Algorithms: 10th International Con-
ference, ICANNGA 2011, Ljubljana, Slovenia, April 14-16, 2011, Proceedings, Part II 10, pp.
21–30. Springer, 2011.

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. Axiomatic attribution for deep networks. In
International conference on machine learning, pp. 3319–3328. PMLR, 2017.

Athanasios Tsanas and Max Little. Parkinsons Telemonitoring. UCI Machine Learning Repository,
2009. DOI: https://doi.org/10.24432/C5ZS3N.

Chih-Kuan Yeh, Cheng-Yu Hsieh, Arun Suggala, David I Inouye, and Pradeep Ravikumar. On the
(in)fidelity and sensitivity of explanations. Advances in Neural Information Processing Systems,
32, 2019.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

A APPENDIX

A.1 ARBITRARY MANIPULATION OF CONDITIONAL SHAP ATTRIBUTION DIFFERENCES

We prove that conditional SHAP attribution differences between any two features can be made
arbitrarily large or small under mild non-degeneracy conditions, while keeping local counterfac-
tual behavior completely fixed. We proof it similar to Bilodeau et al. (2024) for a broad class of
piecewise-linear models. This demonstrates that conditional SHAP values can be misleading in the
similar way as marginal when comparing feature importance, as the relative attributions depend on
model behavior far from the point of interest rather than local counterfactual properties.

Assumptions
Assumption 1. [Additive Function Class] Let f : Rp → R be of the form:

f(x) =

p∑
i=1

fi(xi)

where each fi : R → R is defined as:

fi(xi) =


fL
i (xi) if xi ∈ (xL

i , xi − δi)

gi(xi) if xi ∈ [xi − δi, xi + δi]

fR
i (xi) if xi ∈ (xi + δi, x

R
i )

The linear components are defined as:

fL
i (xi) = βL

i · (xi − xi + δi) + gi(xi − δi) (3)

fR
i (xi) = βR

i · (xi − xi − δi) + gi(xi + δi) (4)

where βL
i , β

R
i ∈ R are manipulable parameters, and gi specifies the local counterfactual behavior.

Assumption 2 (Non-degeneracy Conditions). For features i, j, assume: For features i, j, assume
there exists probability mass outside the neighborhood for both marginal and conditional distribu-
tions: Ci,L,∅ ̸= 0 and Ci,L,{j} ̸= 0.

Compact Notation for Conditional Expectations For any subset S ⊆ [p], define the conditional
distribution µi|S of Xi given XS = xS .
Definition 2 (Compact Coefficients). Define:

Ci,L,S := EXi∼µi|S [Xi · 1{Xi ∈ (xL
i , xi − δi)}]− (xi − δi) · µi|S((x

L
i , xi − δi)) (5)

Ci,R,S := EXi∼µi|S [Xi · 1{Xi ∈ (xi + δi, x
R
i )}]− (xi + δi) · µi|S((xi + δi, x

R
i )) (6)

Gi,S := Gi,L,S +Gi,R,S +Gi,0,S (7)

where Gi,L,S , Gi,R,S , and Gi,0,S represent terms involving gi. Lets note that Ci,L,S < 0 and
Ci,R,S > 0.

The conditional expectation becomes:

EXi∼µi|S [fi(Xi)] = βL
i Ci,L,S + βR

i Ci,R,S +Gi,S

Main Result
Theorem 1 (Arbitrary Attribution Difference Manipulation). For a function class following the
construction from Assumption 1 and a distribution fulfilling Assumption 2, for any p ≥ 2 features
and any pair (i, j) with i ̸= j, the difference ϕcond

i − ϕcond
j can be made arbitrarily large (positive

or negative) while keeping the local behavior functions g.

Proof. Without loss of generality, we can assume that the probability mass is non-zero at the
(xL

i , xi − δi) interval. Setting βR
k = 0 for all k and βL

j = 0 for transparency, we focus on ma-
nipulating βL

i .
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Using Shapley weights w(|S|) = |S|!(p−|S|−1)!
p! , the conditional SHAP attributions are:

ϕcond
i = βL

i

 ∑
S⊆[p]\{i,j}

w(|S|) · (−1) · Ci,L,S +
∑

S⊆[p]\{i,j}

w(|S|) · (−1) · Ci,L,S∪{j}

+ consti

(8)

ϕcond
j = βL

i

∑
S⊆[p]\{i,j}

[
w(|S|) · (−1) · Ci,L,S + w(|S|+ 1) · (+1) · Ci,L,S∪{j}

]
+ constj (9)

The difference yields:

ϕcond
i − ϕcond

j = βL
i

∑
S⊆[p]\{i,j}

[
w(|S|) · (−1) · Ci,L,S∪{j} − w(|S|+ 1) · (+1) · Ci,L,S∪{j}

]
+ const

(10)

= βL
i

∑
S⊆[p]\{i,j}

(w(|S|) + w(|S|+ 1)) · (−1) · Ci,L,S∪{j} + const (11)

Since Ci,L,S∪{j} < 0 and w(|S|) + w(|S| + 1) > 0, the coefficient of βL
i is strictly positive and

non-zero. Therefore, by choosing βL
i arbitrarily large (positive or negative), we can make ϕcond

i −
ϕcond
j arbitrarily large in either direction, while the local behavior offunction remain completely

unchanged.

A.2 SHIFT INVARIANCE AND CENTERED DISTRIBUTIONS

We begin by establishing that a function of a random variable satisfying shift invariance must be
expressible in terms of centered random variables.

Proposition 2. Let X be a random variable representing model outputs, and let d be a distribution
functional satisfying shift invariance, i.e., d(X + c) = d(X) for all constants c. Then d depends
only on the distribution of the centered random variable X − E[X].

Proof. By shift invariance, for any constant c:

d(X + c) = d(X) (12)

In particular, for c = −E[X]:
d(X − E[X]) = d(X) (13)

This shows that d depends only on the distribution of the centered random variable and that without
loss of generality, we may assume E[X] = 0 when studying properties of d.

A.3 DETERMINATION OF THE ATTRIBUTION FUNCTION d

In the context of the SHAP framework, we consider expectations over features outside the coalition.
Our characteristic function takes the form:

v(x,Π, S) = E[d(Ω(xS , X−S)− E[Ω(xS , X−S)])] (14)

Where d is a continuous function we seek to determine. By Proposition 2, we can simplify by
assuming E[Ω(xS , X−S)] = 0 without loss of generality, giving us:

v(x,Π, S) = E[d(Ω(xS , X−S))] (15)

We propose three axioms that the attribution function d should satisfy:
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• zero property: d(0) = 0. This axiom dictates that if perturbing features locally around the
instance x (while features in S are fixed) does not lead to any change in the model’s output
whatsoever (i.e., the deviation from the local expected value is zero), then these perturbed
features should collectively receive zero attribution in that specific context.

• sign independence: ∀x ∈ R : d(−x) = d(x). This property ensures that positive and
negative deviations from the local expected value are treated symmetrically. The magnitude
of the deviation is what matters for attribution, not its direction. This means the method
does not inherently prefer features that increase the model’s output over those that decrease
it, or vice-versa, when assessing their contribution to output variability.

• additivity: For independent random variables A and B, representing independent con-
tributions to the overall deviation from the expected value, we require E[d(A + B)] =
E[d(A)] + E[d(B)]. This property is essential for ensuring that our attribution method be-
haves additively when combining the effects of independent sources of variation. If the
total deviation is a sum of independent parts, their attributed importance should also sum
up accordingly.

Theorem 2. The only function d satisfying Axioms 1-3 and normalization d(1) = 1 is d(x) = x2.

Proof. To simplify, we may assume E[X] = E[Y ] = 0 for any random variables considered. Let’s
also assume bounded random variables to ensure existence of all expected values.

By Sign Independence (Axiom 2), d must be an even function. Let’s assume d is continuous.

The Additivity axiom requires that for independent random variables X and Y with zero means:

E[d(X + Y )] = E[d(X)] + E[d(Y )] (16)

By linearity of expectation, this is equivalent to:

E[d(X + Y )− d(X)− d(Y )] = 0 (17)

Consider independent random variables X and Y with symmetric two-point distributions:

P (X = s) = P (X = −s) =
1

2
(18)

P (Y = t) = P (Y = −t) =
1

2
(19)

For these distributions:

E[d(X)] =
d(s) + d(−s)

2
= d(s) (20)

E[d(Y )] = d(t) (21)

E[d(X + Y )] =
d(s+ t) + d(s− t) + d(−s+ t) + d(−s− t)

4
(22)

Since d is even, d(−s+ t) = d(s− t) and d(−s− t) = d(s+ t). Thus:

E[d(X + Y )] =
d(s+ t) + d(s− t)

2
(23)

The additivity condition becomes:

d(s+ t) + d(s− t)

2
− d(s)− d(t) = 0 (24)

When s = t = 0, we get d(0) = 0, confirming Axiom 1.

Setting s = kt for integer k, we can show by induction that:

d(kt) = k2d(t) (25)

Induction Hypothesis: Assume f(kt) = k2f(t) for some integer k ≥ 1.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Goal: Prove f((k + 1)t) = (k + 1)2f(t)

From our functional equation with s = kt:
f(kt+ t) + f(kt− t)

2
− f(kt)− f(t) = 0

Rearranging to isolate f((k + 1)t):
f((k + 1)t) = 2f(kt) + 2f(t)− f(kt− t)

Applying the induction hypothesis:
f(kt) = k2f(t)

f(kt− t) = f((k − 1)t) = (k − 1)2f(t) (for k > 1)

For k = 1:
f(2t) = 2f(t) + 2f(t)− f(0)

= 4f(t)

= 22f(t)

For k > 1:
f((k + 1)t) = 2k2f(t) + 2f(t)− (k − 1)2f(t)

= 2k2f(t) + 2f(t)− (k2 − 2k + 1)f(t)

= 2k2f(t) + 2f(t)− k2f(t) + 2kf(t)− f(t)

= k2f(t) + 2kf(t) + f(t)

= (k2 + 2k + 1)f(t)

= (k + 1)2f(t)

This proves the induction step, confirming that f(kt) = k2f(t) for all positive integers k.

For rational numbers a/b:

d
(a
b

)
=

a2

b2
d(1) (26)

Because:

f(t) =
f(kt)

k2
(27)

(28)

Setting t =
1

b
and k = b : (29)

(30)

f

(
1

b

)
=

f
(
b · 1

b

)
b2

(31)

=
f(1)

b2
(32)

Since the function is continuous, this extends to all real numbers:
d(x) = x2d(1) (33)

With the normalization condition d(1) = 1, we get:

d(x) = x2 (34)

This proves that the squared function is the unique solution in this case.

Now we show that for d(x) = x2 these axioms hold for all random variables, concluding that
variance is unique function (up to normalization constant):
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1. Zero Property: d(0) = 02 = 0. This axiom is trivially satisfied.

2. Sign Independence: d(−x) = (−x)2 = x2 = d(x). This confirms that d treats positive
and negative deviations equally.

3. Additivity: For independent random variables X and Y :
Var(X + Y ) = E[((X + Y )− E[X + Y ])2] (35)

= E[((X + Y )− (µX + µY ))
2] (36)

= E[((X − µX) + (Y − µY ))
2] (37)

= E[(X − µX)2 + 2(X − µX)(Y − µY ) + (Y − µY )
2] (38)

= E[(X − µX)2] + 2E[(X − µX)(Y − µY )] + E[(Y − µY )
2] (39)

= Var(X) + 2E[(X − µX)(Y − µY )] + Var(Y ) (40)
= Var(X) + 2E[X − µX ]E[Y − µY ] + Var(Y ) (by independence) (41)
= Var(X) + 2 · 0 · 0 + Var(Y ) (42)
= Var(X) + Var(Y ) (43)

The variance characteristic function emerges naturally from fundamental axioms about feature at-
tribution. When we combine this result with the Shapley value framework, we obtain VARSHAP,
a method that maintains the axiomatic properties of Shapley values while focusing on the local
behavior of the model through variance reduction.

A.4 VARSHAP LINEARITY

For a model Ω that is decomposable into a sum of single-feature functions, i.e., Ω(x) =∑
i∈F Ωi(xi) (where each Ωi : R → Y operates only on feature xi), and for a perturbation function

Π that generates statistically independent feature distributions for the out-of-coalition features, the
attribution for any feature j ∈ F at an instance x ∈ X is given by:

Φ(Ω,Π, x)j = Φ(Ωj ,Π, xj) = VarΠ(Ωj(Xj)) (44)

Where VarΠ(Ωj(Xj)) represents the variance of the output of function Ωj when feature j is per-
turbed according to the perturbation distribution Π(x).

Recall that the VARSHAP attribution for feature j is defined as:

Φj(Ω,Π, x) =
∑

S⊆F\{j}

ω(|S|)(VarΩ(S)− VarΩ(S ∪ {j})) (45)

Where ω(|S|) = |S|!(|F |−|S|−1)!/|F |! is the Shapley kernel, and VarΩ(S) represents the variance
of the model’s output when features in S are fixed to their values from instance x and features outside
S are perturbed according to Π.

For an additive model Ω(x) =
∑

i∈F Ωi(xi), when features are perturbed independently (as speci-
fied by our perturbation function Π with diagonal covariance matrix), we can express the variance
terms as follows:

VarΩ(S) = EX−S∼Π(x−S |xS)

[
(Ω(xS , X−S)− E[Ω(xS , X−S)])

2
]

(46)

Due to the additive structure of Ω and the independence of features, this can be rewritten as:

VarΩ(S) = E


∑

i∈S

Ωi(xi) +
∑

l∈F\S

Ωl(Xl)− E

∑
i∈S

Ωi(xi) +
∑

l∈F\S

Ωl(Xl)

2
 (47)
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Since the features in S are fixed, their contribution to the expected value is constant. Therefore:

VarΩ(S) = E


 ∑

l∈F\S

Ωl(Xl)− E

 ∑
l∈F\S

Ωl(Xl)

2
 (48)

For independent random variables, the variance of a sum equals the sum of the variances:

VarΩ(S) =
∑

l∈F\S

Var(Ωl(Xl)) (49)

Similarly, for S ∪ {j}:

VarΩ(S ∪ {j}) =
∑

l∈F\(S∪{j})

Var(Ωl(Xl)) (50)

Therefore, the difference in variance is:

VarΩ(S)− VarΩ(S ∪ {j}) =
∑

l∈F\S

Var(Ωl(Xl))−
∑

l∈F\(S∪{j})

Var(Ωl(Xl))

= Var(Ωj(Xj))

(51)

Substituting this into the VARSHAP attribution formula:

Φj(Ω,Π, x) =
∑

S⊆F\{j}

ω(|S|) · Var(Ωj(Xj)) (52)

Since
∑

S⊆F\{j} ω(|S|) = 1 (a property of the Shapley kernel) and Var(Ωj(Xj) does not depend
on S, we get:

Φj(Ω,Π, x) = Var(Ωj(Xj)) (53)

For the specific case of linear regression models where Ω(x) =
∑

j∈F wjxj , the attribution for
feature j becomes:

Φj(Ω,Π, x) = w2
j · Var(Xj) (54)

Where Var(Xj) is the variance of feature j under the perturbation distribution Π. This confirms
that when features contribute independently to the model output, VARSHAP attributions precisely
isolate and quantify each feature’s individual contribution to the model’s output variance.

A.5 PARTIAL DEPENDENCY PLOTS

Neural Network Model

Ground-truth Model

A.6 LATEC BENCHMARK DETAILS

A.6.1 EVALUATION METRICS

For this evaluation, specific metrics were chosen from three categories: Faithfulness (Faithfulness-
Correlation Bhatt et al. (2020), FaithfulnessEstimate Nguyen & Martínez (2020) and Monotonici-
tyCorrelation), Robustness (LocalLipschitzEstimate Alvarez Melis & Jaakkola (2018), MaxSensi-
tivity Yeh et al. (2019), and RelativeInputStability Agarwal et al. (2022)), and Complexity (Sparse-
ness Chalasani et al. (2020), Complexity, and EffectiveComplexity Nguyen & Martínez (2020)).
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Figure 3: Feature attributions trained on Dataset 3

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
X_3 Value

0.64

0.65

0.66

0.67

0.68

0.69

0.70

0.71

Av
er

ag
e 

Pr
ed

ict
io

n

Feature Index: 2
Mean Prediction: 0.6741

Partial Dependence Plot for X_3
Mean Prediction

(a) Partial dependency plot for feature X3 for Neural
Network Model.

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
X_1 Value

0.5

0.6

0.7

0.8

0.9

1.0

Av
er

ag
e 

Pr
ed

ict
io

n

Feature Index: 0
Mean Prediction: 0.6853

Partial Dependence Plot for X_1
Mean Prediction

(a) Partial dependency plot for feature X1 for
Ground-truth Model.

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
X_2 Value

0.5

0.6

0.7

0.8

0.9

1.0

Av
er

ag
e 

Pr
ed

ict
io

n

Feature Index: 1
Mean Prediction: 0.6853

Partial Dependence Plot for X_2

Mean Prediction

(b) Partial dependency plot for feature X2 for
Ground-truth Model.

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
X_3 Value

0.670

0.675

0.680

0.685

0.690

0.695

0.700

Av
er

ag
e 

Pr
ed

ict
io

n

Feature Index: 2
Mean Prediction: 0.6853

Partial Dependence Plot for X_3
Mean Prediction

(a) Partial dependency plot for feature X3 for
Ground-truth Model.

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

These particular metrics were selected because they are not inherently image-specific and can be
readily adapted to scenarios involving a smaller number of features, rendering them suitable for di-
verse data modalities. The parameters for each metric were determined based on recommendations
from their original publications and the LATEC benchmark, and were subsequently fine-tuned to
ensure an appropriate distribution of scores.

A.6.2 METRICS HYPERPARAMETERS AND HISTOGRAMS

For our evaluation, we configured metrics with the following hyperparameters:

Faithfulness Metrics: FaithfulnessCorrelation was configured with 100 runs and subset size 6,
using either black” or uniform” perturbation baselines. FaithfulnessEstimate used single-feature
steps with both perturbation baseline types. MonotonicityCorrelation used single-feature steps with
10 samples.

Robustness Metrics: LocalLipschitzEstimate was implemented with 10 samples, perturbation stan-
dard deviation of 0.2, and zero mean. MaxSensitivity used 10 samples with a lower bound of 0.02.
RelativeInputStability was configured with 10 samples.

Complexity Metrics: Sparseness and Complexity were used with default parameters, while Effec-
tiveComplexity used an epsilon value of 0.05.

All metrics were applied consistently across models and datasets to ensure fair comparison between
attribution methods. Below (Figure 7) we present a histogram for the FaithfulnessCorrelation met-
ric on neural network models for the Parkinson dataset. Additional histograms for other metrics,
methods, models and datasets can be found in the supplementary materials.

Figure 7: Histogram for metric faithfulnesscorrelation for NN moel for Parkinson dataset

A.6.3 DATASETS

VARSHAP’s performance was evaluated on three datasets:

• Digits dataset Pedregosa et al. (2011): 1,797 8x8 handwritten digit images, 64 features

• Wine Quality dataset Cortez et al. (2009): tabular wine properties, 11-13 features

• Parkinsons Telemonitoring (Tsanas & Little, 2009): with one categorical column re-
moved

A.6.4 MODEL ARCHITECTURES AND HYPERPARAMETERS

In all cases 80% of dataset was used as a training dataset and 20% as a test dataset. For neural
network optimization, we performed grid search hyperparameter tuning over batch sizes (32, 64,
128) and learning rates (0.1, 0.01, 0.001) to identify the configuration yielding optimal model per-
formance. All neural network models used Adam (Kingma, 2014) as an optimizer.
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Digits Dataset Models:

• DigitsNNModel: A simple multi-layer perceptron (MLP) with two hidden layers, each
with 128 neurons. The architecture consists of an input layer accepting 64-dimensional
feature vectors, followed by two ReLU-activated hidden layers with dropout regularization
(rate=0.2), and a final output layer with 10 classes corresponding to digits 0-9. Chosen
hyperparameters: lr=0.01, batch size = 256

• DigitsConvNNModel: A convolutional neural network designed for the 8×8 digits images.
The architecture includes a single 2D convolutional layer with 32 filters and 3×3 kernel
size, followed by a flattening operation and two fully-connected layers. The hidden layer
has 64 neurons with ReLU activation and dropout (rate=0.2), while the output layer has 10
neurons corresponding to the digit classes. Chosen hyperparameters: lr=0.01, batch size
= 256

• DigitsTreeModel: RandomForestClassifier with n_estimators=20, max_depth=4,
min_samples_split=2.

Parkinson Dataset Models:

• ParkinsonNNModel: A standard MLP with two hidden layers, each containing 128 neu-
rons. The architecture begins with an input layer accepting 20-dimensional feature vectors,
followed by two ReLU-activated hidden layers with dropout regularization (rate=0.2), and
a final single-neuron output layer for regression tasks. Chosen hyperparameters: lr=0.001,
batch size = 64

• ParkinsonDeeperNNModel: A deeper neural network consisting of five layers designed
for regression tasks. The architecture begins with an input layer accepting 20-dimensional
feature vectors, followed by three hidden layers of 96 neurons each and a fourth hidden
layer with 48 neurons, all using ReLU activation and dropout regularization (rate=0.1).
The model concludes with a single-neuron output layer for predicting the continuous target
variable. Chosen hyperparameters: lr=0.001, batch size = 32

• ParkinsonTreeModel: RandomForestRegressor with n_estimators=20, max_depth=4,
min_samples_split=2.

Wine Dataset Models:

• WineNNModel: A standard MLP with two hidden layers, each containing 128 neu-
rons. The architecture begins with an input layer accepting 11-dimensional feature vectors
(representing wine characteristics), followed by two ReLU-activated hidden layers with
dropout regularization (rate=0.2), and a final output layer with 10 neurons. Chosen hyper-
parameters: lr=0.01, batch size = 32

• WineDeeperNNModel: A deeper network with five layers designed for the wine quality
prediction task. The architecture consists of an input layer accepting 11-dimensional fea-
ture vectors, followed by three hidden layers with 96 neurons each and a fourth hidden
layer with 48 neurons. All hidden layers use ReLU activation and dropout regularization
(rate=0.1). The output layer contains 10 neurons corresponding to wine quality scores.
Chosen hyperparameters: lr=0.001, batch size = 256

• WineTreeModel: RandomForestClassifier with n_estimators=100, max_depth=None,
min_samples_split=2.

A.7 DECISION SURFACES

Figure 8 provides a visual representation of the model’s decision-making process for both Dataset
1 and Dataset 2, while Figure 9 depicts decision surface for Dataset 3. Imagine these "decision
surfaces" as topographical maps where the contours indicate how the model arrives at a particular
prediction. The specific point under examination, [0,0], is marked in red on these maps. What
becomes evident from these visualizations is that even though the overall "landscape" or global be-
havior of the model changes quite dramatically in Dataset 2 (especially in the area corresponding to
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group C, which has a different underlying rule), the "local terrain" or gradient immediately surround-
ing the point [0,0] remains largely the same in both datasets. This means that for data points very
close to [0,0], the model makes decisions in a similar fashion in both scenarios. It’s worth noting a
subtle difference: for the neural network models, the learning process itself introduces very slight
alterations to the decision surface even in this local region. In contrast, for the ground-truth mod-
els, which are perfectly defined, the decision surfaces in the immediate vicinity of [0,0] are exactly
identical. The fact that similar patterns in how importance is attributed to features were seen in both
the more complex neural network models and the simpler, perfectly known ground-truth models is
significant. It confirms that the way these attribution methods behave (e.g., SHAP’s changing attri-
butions versus VARSHAP and LIME’s consistency) is a fundamental characteristic of the methods
themselves, rather than some quirk or artifact introduced by the model training process.
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Figure 8: Decision surface visualization of NNMs trained on Dataset 1 (left) and Dataset 2 (right).
The test instance at [0, 0] is marked in red.
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Figure 9: Decision surface visualization of GTMs trained on Dataset 1 (left) and Dataset 2 (right).
The test instance at [0, 0] is marked in red.

A.8 DATASET LICENCES

All datasets used in this study (Wine Quality (Cortez et al., 2009), Digits (Pedregosa et al., 2011),
and the Parkinson’s Telemonitoring Tsanas & Little, 2009 dataset from UCI Machine Learning
Repository) are licensed under a Creative Commons Attribution 4.0 International (CC BY 4.0) li-
cense.
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A.9 COMPUTE RESOURCES

The computations were carried out on a FormatServer THOR E221 (Supermicro) server equipped
with two AMD EPYC 7702 64-Core processors and 512 GB of RAM with operating system Ubuntu
22.04.1 LTS. All experiments were run using only 4 cores and 16GB of RAM. The experiments
from case study section took less than 1 CPU hour Model training was computationally efficient,
requiring less than 4 CPU hours in total. However, the comprehensive ranking calculation across
all metrics, models, and datasets was more resource-intensive, consuming approximately 1000 CPU
hours. The finetuning of metrics hyperparameters took around 200 CPU hours.
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