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ABSTRACT

Discovering interpretable patterns for classification of sequential data is of key im-
portance for a variety of fields, ranging from genomics to fraud detection or more
generally interpretable decision-making. In this paper, we propose a novel differ-
entiable fully interpretable method to discover both local and global patterns (i.e.
catching a relative or absolute temporal dependency) for rule-based binary classi-
fication. It consists of a convolutional binary neural network with an interpretable
neural filter and a training strategy based on dynamically-enforced sparsity. We
demonstrate the validity and usefulness of the approach on synthetic datasets and
on an open-source peptides dataset. Key to this end-to-end differentiable method
is that the expressive patterns used in the rules are learned alongside the rules
themselves.

1 INTRODUCTION

During the last decades, machine learning and in particular neural networks have made tremendous
progress on classification tasks for a variety of fields such as healthcare, fraud detection or entertain-
ment. They are able to learn from various data types ranging from images to timeseries and achieve
impressive classification accuracy. However, they are difficult or impossible to understand by a hu-
man. Recently, explaining those black-box models has attracted considerable research interest under
the field of Explainable AI (XAI). However, as stated by [Rudin|(2019), those aposteriori approaches
are not the solution for high stakes decision-making and more interest should be placed on learning
models that are interpretable in the first place.

Rule-based methods are interpretable, human-readable and have been widely adopted in different
industrial fields with Business Rule Management Systems (BRMS). In practice however, those rules
are manually written by experts. One of the reasons manually-written rule models cannot easily be
replaced with learned rule models is that rule-base learning models are not able to learn as expressive
rules with higher-level concepts and complex grammar (Kramer, 2020). Moreover, due to the lack
of latent representations, rule-based learning methods underperform w.r.t. state-of-the-art neural
networks (Beck & Fiirnkranz, [2021)).

Classical classification rule learning algorithms (Cohen, [1995; Breiman et al.l [1984} [Dash et al.,
2018; [Lakkaraju et al., 2016; |Su et al.,[2016) as well as neural-based approaches to learn rules (Qiao
et al.} 2021} |[Kusters et al., |2022) (or logical expressions with Riegel et al.|(2020)) do not provide the
grammar required to learn classification rules on sequential data. Numerous approaches for learning
classification rules on sequential data in the field of sequential pattern mining have been studied in
the past such as |[Egho et al.| (2015); [Zhou et al.| (2013); [Holat et al.| (2014) but with a different goal
in mind : improve the performance of extracted patterns for a fixed rule grammar as opposed to
extending the rule grammar. Another domain of research focuses on training binary neural networks
to obtain more computational efficient model storing, computation and evaluation efficiency (Geiger
& Team| 2020; [Helwegen et al., |2019). It comes with fundamental optimization challenges around
weights updates and gradient computation.

In this paper, we bridge three domains and introduce a binary neural network to learn classification
rules on sequential data. We propose a differentiable rule-based classification model for sequen-
tial data where the conditions are composed of sequence-dependent patterns that are discovered
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alongside the classification task itself. More precisely, we aim at learning a rule of the following
structure: if pattern then class = 1 else class = 0. In particular we consider two types of patterns: lo-
cal and global patterns as introduced in |/Aggarwal| (2002) that are in practice studied independently
with a local and a global model. A local pattern describes a subsequence at a specific position in the
sequence while a global pattern is invariant to the location in the sequence (Fig[2). The network, that
we refer to as Convolutional Rule Neural Network (CR2N), builds on top of a base rule model that
is comparable to rule models for tabular data presented in|Qiao et al.|(2021); Kusters et al.|(2022).

The contributions of this paper are the following: i) We propose a convolutional binary neural net-
work that learns classification rules together with the sequence-dependent patterns in use. ii) We
present a training strategy to train a binarized neural network while dynamically enforcing sparsity.
iii) We show on synthetic and real world datasets the usefulness of our architecture with the impor-
tance of the rule grammar and the validity of our training process with the importance of sparsity.
The code is publicly available at https://github.com/IBM/cr2nl

2 BASE RULE MODEL

The base rule model we invoke is composed of three consecutive layers (Fig[T). The two last layers
respectively mimic logical AND and OR operators (Qiao et al.,[2021}; Kusters et al.| 2022)). On top
of these layers, we add an additional layer that is specific for categorical input data and corresponds
to an OR operator for each categorical variable over every possible value it can take.

StackedOR layer AND layer OR layer
(X% e, K) (K, H) (H,1)

- D2 and C3
1f(B1 and DQ)

or (D2 and Cs)
’ then 1 else O

Figure 1: Example of a trained base rule model architecture for the rule if (B and Ds) or (Dq
and Cs) then 1 else 0 on 3 categorical variables x.,, ., and 2., (z., € {4, Bk, Ck, Dx}). For
simplicity, the truth value of ., = B; is replaced by B; for example. Plain (dotted) lines represent
activated (masked) weights. An example evaluation of the model is represented with the filled
neurons (neuron=1) for the binary input x., = By, 2., = D2 and z., = As.

The AND layer takes binary features (which are atomic boolean formulae) as input and outputs to the
OR layer. The output of the OR layer is mapped to the classification label y. These layers have binary
weights specifying the nodes that are included in the respective boolean expression (conjunction or
disjunction). In other words, this network implements the evaluation of a DNF and has a direct
equivalence with a binary classification rule like if (A A B) V C then class = 1 else class = 0, where
A, B and C are binary input features (atoms in logical terms). In this paper, we focus on supervised
binary classification where we predict the label y € {0, 1} given input data x.

The base rule model is illustrated in Fig[T]and is composed of three binary neural layers.

* Input neurons x, are binarized input features of size K (x. are one-hot encoded categorical
input features of size n).
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* Hidden neurons h, are conjunctions of the input features of size H.
e Qutput neuron ¥y, is a disjunction of the (hidden) conjunctions.

We assign to each of boolean operations, i.e. AND and OR operations, a binary weight (W,,,4 and
W, respectively) that plays the role of a mask to filter nodes with regards to their respective logical
operation. For the sake of simplicity, we did not extend the model with a logical NOT operation.

The disjunction operation is implemented as,
y = min(Wyh, 1). (1)
If none of the neurons £ are activated then y = 0, and y = 1 if at least one is.

For the conjunction operation, we use the De Morgan’s law that express the conjunction with the
OR operator A A B = =(—A V —B). Combined with Eq|[1} we obtain:

h = = (min(Wypna(—x),1)) = 1 — min(Wana(1 — x),1). )

StackedOR Input Layer As defined previously, the AND layer takes binary input features as
input. In this paper, we propose to add an additional layer for categorical data. A categorical
variable x. can take one value af out of a fixed number of possible values n e.g. {ag,..., a3} =
{A, B, C, D}. Without any additional layer, it requires a one-hot encoding to be provided as input to
the AND layer. Binary inputs . = A and x. = B are then given as input to the AND layer that can
in theory represent the impossible expression z. = A Ax. = B i.e the model has to learn the hidden
categorical relationship between the one-hot encoded variables. To prevent learning a distribution
we already know, we deepen the model with the addition of a stacked architecture of OR layers as
input of the AND layer as shown in Fig|1| This structure is defined by K weights, W’Ctack, for each

input categorical variables and will be referred to as the StackedOR layer with Wstac}i weights.

To conclude, the base rule model is composed of a StackedOR layer for categorical variables, a
logical AND layer and an OR layer. The formal grammar that this architecture can express is
specified with the following production rules (see Appendix [A]for the full grammar):

rule — if baseexpressionthen class =1lelse class =0
base expression —  conjunction | conjunction V base expression
conjunction —  predicate | predicate A conjunction
predicate —  categorical expression | literal 3)
categorical expression —  categorical literal | categorical literal V categorical expression
categorical literal — z.=of|...| ®c = af,, (orsimply af | ...| o5,)
literal — x1|z2]... o

This grammar is also limited by the model architecture: conjunction contains at most one occurrence
of each predicate and the total number of conjunction(s) is bounded by the number of hidden nodes.

3 CONVOLUTIONAL RULE NEURAL NETWORK

Our main contribution is to extend the base rule model for sequential data. We apply the base rule
model as a 1D-convolutional window of fixed length [ € N over a sequence and retrieve all outputs
as input for an additional disjunctive layer which we refer to as the ConvOR layer as shown in
Fig [ﬂ The base rule model learns a DNF over the window size length and the ConvOR layer
indicates where along the sequence that logical expression is true. If the evaluation of the logical
expression is true all along the sequence then it can be described as a global pattern, otherwise the
learned pattern represents a local pattern.

The model input is now of size ), | x n; and output of StackedOR layer (or input of the AND
layer) is [ x K. Other dimensions are not impacted. For simplicity in the following, K is fixed to
1 i.e. input data is composed of one categorical variable evolving sequentially. The method is still
valid for K > 1. Fig|l|is also still valid with a change of index, k is now referring to the position in
the window of size [.

'A natural extension for sequential data of the base rule architecture would be to extend it with an explicit
recursion of the base rule model, similar to a RNN. This approach was tested but faced the same limitations as
any classical RNNS, i.e., vanishing gradients and only captures short-term dependencies.
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Figure 2: Example of a trained CR2N architecture. The base rule model is applied as 1D-
convolutional window over the sequence (i.e. sliding window). The resulting boolean values are
given as input of the ConvOR layer which indicates through its activated weights where along the
sequence the expression learned by the base model is true. The output of the ConvOR layer is
mapped to the label of the sequence y. For local patterns, the base model expression needs to be
shifted accordingly to the ConvOR layer weights. For a real-domain application like fraud detec-
tion, by providing meaning to B, C and D, we could have for example if “receiving a transaction of
amount X”(B) is followed by “emitting a transaction of amount X (D) or “emitting a transaction
of amount X”’(D) is followed by “closing the bank account”(C) then class=fraud.

With this approach, different sequence-dependent expressions can be extracted and their nature de-
pends on the weights of the ConvOR layer (Fig[2). If all the weights, W, of the ConvOR layer
are activated (i.e. equal to 1), the logical expression learned by the base model is true in all the
sequence: a global pattern is learned. If only some of the weight of the ConvOR layer are acti-
vated, the logical expression learned by the base model is valid only in the window associated to
that weight: a local pattern is learned. The base model logical expression is modified accordingly to
match that shift (see example in Fig[2] with a shift of 3 sequential steps).

The obtained weights thus translate to a rule grammar with the following production rules:

rule —  if expression then class = 1 else class =0
expression — local pattern | global pattern

“

We introduce ¢, the position when the last observation in a sequence was made. With ¢ being
our reference, in a sequence of size N € N, ¢t — ¢ refers to the moment of the i observation
before t (0 < i < N —1). A, B,C and D are toy binary input possible values for our categorical
variable x. (they cannot be activated simultaneously at the same position ¢ in the sequence). With
those definitions, we list below examples of different sequence-dependent expressions that can be
expressed with the proposed architecture (see Fig2):

A local pattern is an expression composed of predicates that are true at a specific position ¢, for
example A at t-15. Based on Eq[3|we have:

local pattern —  base expression

predicate —  categorical expression ar t-1 | literal at t-i. &)
A global pattern is an expression describing the presence of a pattern anywhere in the sequence,
for example B-D in sequence is a global pattern where “—” sign refers to “followed by” and “x”
correspond to any unique literal (equivalent to Vi € [0; N — 1], B at t-i-1 and D at t-i) . If inputs are
sequences of characters, global patterns can be compared to simple regular expressions supporting
the logical OR (metacharacter‘[ ]’). Based on Eq |3| we have:

global pattern —  base expression
conjunction —  predicate | * | predicate — conjunction

(6)
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Additional special cases can be pointed out such as the learning of a global pattern over an interval
(e.g. B-*-D in window [t-6; t-3]) or the learning of sequence characteristics dependant expression
such as 4 < len(sequence) < 6 based on the sequence length (not shown on Fig 2] but it corresponds
to a specific case where the base model has learned an always true rule). Also, it is important to note
that base expression and conjunction in both grammars are bounded by the fixed window size [.

To ensure full equivalence between the model and rule, sequences boundaries need to be considered,
especially for global patterns. All sequences are padded on both ends with a sequence of 0 of size
I — 1 (not shown for simplicity on Fig[2). Also sequences of different lengths are supported by
creating a model based on the maximal available sequence length M in the data and padding shorter
sequences with a sequence of 0 of appropriate length. ConvOR layer input size is then M + [ — 1.

With this one architecture we can model both local and global patterns. However for optimization
reasons detailed below, we choose to differentiate the two into two distinct models: a local and a
global model. The ConvOR layer weights for the global model are set and fixed to 1 during training.

4 TRAINING STRATEGY

To overcome training challenges attributed to binarized neural networks (Geiger & Team, |2020),
we use latent weights and enforce sparsity dynamically. We define a loss function that penalizes
complex rules and the model is trained via automatic differentiation (Pytorch) with Adam optimizer.

Latent weights The binary model parameters introduced above (Wna, Wor, Witacks Weonw)
are trained indirectly via the training of a continuous parameter [oc which is activated (binarized)
by a sigmoid function (Kusters et al.| [2022). With such binary weights and continuous relaxation
Eq|l|and |2 are differentiable with nonzero derivatives (Kusters et al., [2022). As opposed to when
using a straight through estimator (Qiao et al., |2021), non-zero gradients are ensured during the
backward pass. To overcome training limitations, we use a hard concrete distribution (Qiao et al.|
20215 [Louizos et al., 2018). It rescales the weights and the random variable introduced during
training prevents from obtaining local minima (Appendix . Weight values are in [0, 1] during
training, while for testing and rule extraction, a Heaviside is applied to them (> 0.5) to ensure strict
binarization.

Loss function We define the loss function £ composed of a mean-squared error component along
with a regularization term that penalize the complexity of the rule,

L == ﬁmse + )\H (7)

That regularization term II, or penalty, evaluates the number of terminal conditions in the rule. In
practice we use A = 10~°. For a layer,, of input size I and output size O, the number of terminal
conditions per output corresponds to the weighted sum of the number of terminal conditions of each
output of the previous layer i.e. Iljayer, = > 1 Wiayer, Iljayer,_,» @ vector of size O. For the first
layer, the StackedOR layer, IL ..k is defined as the sum over the input dimension of the weights
and we can then express the number of terminal conditions of the base rule model I ..

Z W;tack
Hlayero = Hstack = 5 Hbase = Z Wor Z Wansttack (8)
Z Wgack

For optimizing II for local patterns, we have to minimize the activated ConvOR layer weights. For
global patterns, we want them to all be activated. A condition could be set on the sum of ConvOR
layer weights (Eq[9) to shift from one optimization problem to the other but with loss of continuity
and thus differentiability (interesting values of 7 being M + [ — 1, the ConvOR layer input size, that
would correspond to all ConvOR layer weights being equal to 1, or M — [ 4 1 that would allow
for 2(1 — 1) weights to be 0, and corresponds to the padding required for properly accounting for
sequence boundaries (Section 3))).

Hglobal if Z Weonw >T
Iljocqr  oOtherwise

Iiocal = Hpase Z Wconu: Hglobal = Hba567 I = { (9)
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Table 1: Ground truth applied on sequences of letters (A to F) to generate synthetic unbalanced
datasets 1, 2, 3 and 4 along with the distributions of the positive class. In the patterns, ¢ refers to
the position when the last observation in a sequence was made. Balanced datasets with same ground
truth are generated and are referred to as the dataset number followed by the letter b (Appendix @

Ground truth #  Distribution (%)
Catt4 1 14.2
A att-6 and C at t-4 2 1.5
(Aatt-6 and Catt-4)or (Batt-5and Catt-3) 3 3.6
B-D in sequence 4 20.4

Due to non continuity of IT* in Eq[9] we choose to have two models with the same architecture for
the two cases: the local and the global model respectively more relevant for their associated pattern.
For the local model, all weights are trainable and II = II;,.4;. For the global model, weights in the
ConvOR layer are fixed and set to 1, and II = ILg;0pa1-

Enforced sparsity Sparsity of the model is crucial to learn concise expressions, the model needs
to generalize without observing all possible instances at training time. The first requirement for
that matter is sparsity in the base rule model. In addition to the regularization term in the loss
function, we propose to use a sparsify-during-training method (Hoefler et al.,[2021)) and dynamically
enforce sparsity in weights from 0% to an end rate 7y set to 99% in our case (Lin et al., 2020).
Sparsify-during-training method can also benefit the quality of the training in terms of convergence
by correcting for approximation errors due to premature pruning in early iterations but is highly
dependant on the sparsification schedule (Hoefler et al., 2021)).

Every 16 iterations s and for a total of s training iterations, every trainable weight is pruned with a
binary mask, m (of size of its associated weight and applied with Hadamard product (®)) (Lin et al.|
2020; Zhu & Gupta, 2017). We propose a mask based on the maximum of weight magnitude [oc
and pruning rate  (Zhu & Gupta, [2017) making the assumption that it contributes to generalization
(Eq[I0). This strategy can be more aggressive than state-of-art contributions (Lin et al., 2020) due
to its dependency to the loc maximum value. During training, the model with the highest prediction
accuracy on validation dataset and the highest sparsity (evaluated at each epoch) is kept.

3
r=ry—ry (1 — i) , m;,; = |loci,j| > r X max;,j(loc), W=Waom (10)
Additional training optimizations have been tested out such as for example using a binarized opti-
mizer (Helwegen et al.l|2019;|Geiger & Team, |[2020), adding a scheduled cooling on the sigmoid of
the binarized weights, alternating the training of each layer every few epochs (Qiao et al.,|2021) or
using a learning rate scheduler. Those techniques are not presented here but would be of interest for
improving results on specific datasets.

5 EXPERIMENTS

In order to evaluate the validity and usefulness of this method, we apply it to both synthetic datasets
and UCI membranolytic anticancer peptides dataset (Grisoni et al.,[2019; |Dua & Graff] [2017).

Synthetic Datasets We propose 8 synthetic datasets based on 4 ground truth expressions in both
balanced and unbalanced distributions for discovering simple binary classification rules with local or
global patterns as shown in Table[T] There are 1000 sequences of letters (A to F) of different length
from 4 to 14 letters in each of them (Mean around 9+3). Generation is detailed in Appendix [D]

Peptides Dataset Besides the synthetic datasets, real-world UCI anticancer peptides dataset com-
posed of labeled one-letter amino acid sequences, is used (Grisoni et al.,|2019; |Dua & Graff}, 2017).
The multi-classification problem is transformed into a binary classification problem is the same
manner asNwegbu et al|| (2022) (see Appendix [C). Sequence length are from 5 to 38 letters (Mean:
17 £ 5.5) and positive class distribution is 79%.
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Experimental Setting All datasets are partitioned in a stratified fashion with 60% for training,
20% for validation and 20% for testing datasets and we use a batch size of 100 sequences. The
hidden size in the base rule model is set to the double of the input size of the AND layer (which is the
window size of the convolution). More details on experimental setting can be found in Appendix [E]
At each epoch (200 in total), we evaluate the model against the validation dataset and keep the
model with the highest accuracy and in case of equality the model with lowest penalty. For each
experiment, we run the algorithm 10 times with different weights initializations. Resulting metrics
are averaged over these runs.

We run the experiments with two different window sizes (3 and 6) for the CR2N convolution filter
size. We compare the two versions of the architecture: the local and global models described in
Section [ and study three different dynamic pruning strategies: none, dynamic enforced sparsity
from epoch=0 and from epoch=30 (arbitrary).

6 RESULTS
(a) window=6, pruning=No (b) window=6, pruning=No
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Figure 3: Representations of key results obtained on the synthethic datasets. Error bars represent
the standard deviation over the 10 executions with different weights initializations. Full results are
available in Appendix [F}
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Table 2: Performance metrics obtained for the different models, window size and pruning strategy
on the peptides dataset, along with the standard deviations over the 10 executions with different
weights initializations. (Bal. Acc.: balanced accuracy, Epoch: best epoch).

Model Window Pruning Accuracy Bal. Acc. Penalty (II) Epoch

No 889+£50 753+£127 587+£359 105 £ 60
3 Yes 853+£53 673+£143 194+£159 23 +20
global 30 88.7£50 754+£129 469+28.0 48 £22
No 91.2+10 81.8+20 220.0 £ 56.5 92 + 82
6 Yes 890.5+£3.6 77.6+£93 132.7+93.9 33+15
30 91.0 =13 82.0+28 97.3 + 60.6 71+ 19
No 90.0+3.7 78797 694.3 £269.3 77 £48
3 Yes 90.3+15 81.6+1.6 885.2 £328.7 25+£8
local 30 802+£52 763+£132 6747+£4839 49+13
No 921+10 835+25 3.9k + 1.4k 91 £ 58
6 Yes 88.0+47 746+124 1.0k+ 1.0k 34 £ 16
30 91.7+£15 835+26 1.8k & 0.6k 49 £ 10

Rule grammar and expressivity The importance of the rule model expressivity can be seen con-
cretely by comparing the different patterns the local and global models have learned for dataset 3b
for example: 1. (A or B)-*-(C)-*-*-(A or B or C or D or E or F) in sequence (global, no pruning,
window size=6), and 2. (B at t-5 and C at t-3) or (A at t-6 and C at t-4) (local, pruning, window
size=6). In the first case, the grammar is not appropriate to model the data (as a reminder, the global
model is a constrained version of the local model) as opposed to the local model that learned the
perfect rule. In practice, on real data, obtained patterns, such as “if (D or E or Gor Hor I or N or Q
or Tor Y)-*-*-*(DorEorGorlorNorQorSorTorV orY)in sequence” obtained for labelling
‘invalid-virtual® peptides, can be explored further by a domain expert. Black box approaches do not
provide such insights.

It is also highlighted by comparing experiments with local or global model and experiments with
different window sizes. First of all, the accuracy of the local model is higher compared to the global
model on balanced synthetic datasets 1, 2 and 3 (Fig a)). For balanced and unbalanced dataset 4,
both models achieve very high accuracies (> 95%). However, as shown on Fig[3[b), it is at the cost
of rule complexity for the local approach with averaged penalty values higher than 60 (and standard
deviation higher than 50) compared to lower than 10 for the global model (and standard deviation
lower than 5). It points out that the local model in that case requires on average at least more than 6
times more terminal conditions in the learned rule than the global model for comparable accuracies,
but also that the weights initial states have a huge impact on the rule complexity when the rule
grammar is not expressive enough (with no pruning). Those results are confirmed on real-world
dataset with the peptides dataset, accuracies between the local and global models especially for a
window size of 6 are comparable. However there is an order of magnitude difference for the penalty,
global approach being more concise. It is important to note that by architecture the global approach
has less weights to train and thus a much lower maximum penalty.

Datasets 2b and 3b benefit from a bigger window size (highly expected for dataset 3/3b due to
ground truth pattern size) as shown in Fig[3|c). Accuracies are also higher with window size 6 than
3 for the peptides dataset at the cost of also higher penalties (Table 2).

The more expressive the model is i.e. the more patterns it can model, training limitations aside, the
better for the performance. Of course any black box neural network with no such 1-1 rule mapping
constrained architecture would reach 100% accuracy, but it is that mapping in particular that makes
the model relevant, expressive and fully interpretable. Also, the best performances in accuracy for
the peptides dataset (~ 91%) are comparable to the best results (~ 92%) obtained from classification
with single kernels when applied to that same dataset in Nwegbu et al.| (2022), our model providing
an additional fully-interpretable property. The presented model is also flexible due to its logical
equivalence and can be inputted into other logical layers for deeper architectures to extend the rule
grammar (Beck & Fiirnkranz, 2021). It can also be extended for timeseries, temporal aggregates or
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multi-classification problems. Other rule grammar extensions can be inspired by Linear Temporal
Logic domain and regular expression pattern mining (De Giacomo et al.,2022). However the more
expressive the model is the more attention is required for training and rule complexity.

Sparsity and training strategy The importance of the model sparsity is pointed out by the exper-
iments with different pruning strategies. First, looking at training scenarios, both on synthethic and
peptide datasets, experiments with sparsity-during-training approaches reach the best model faster
on average than without (lower best epoch Fig d)). Then, regarding the performance in terms of
accuracy, we can differentiate two cases: balanced and unbalanced datasets. Training of unbalanced
datasets is more affected by the aggressive dynamic pruning strategy than balanced datasets with
a drop in average of around 0.2 in accuracy for dataset 1 compared to an equivalent accuracy for
balanced dataset 1 for example (Fig[3[(e)). The pruning strategy starting after 30 epochs is preferred
in both cases. Average accuracies with a pruning strategy not starting immediately (30 epochs) are
comparable to the ones obtain without pruning for balanced datasets. In terms of rule complexity,
penalty values are lower with pruning and even lower when starting after 30 epochs in most cases

(Fig[3(1)).

With our pruning strategy (Eq[I0), we make the assumption that lower positive loc values are asso-
ciated to overfitting or redundancy by taking into account that values closer to 0, i.e. on the sigmoid
slope, are more likely to shift thus less ‘certain’. As pointed out in early work by |Prechelt| (1997)),
the dynamic pruning strategy helps to overcome possible lower generalization ability compared to a
fixed pruning which could explain cases of better performance (peptide dataset local model window
size of 3 for example). Prechelt proposed a different pruning strategy based on a generalization loss
to characterize the amount of overfitting. When this strategy is relevant in more general cases and
can be applied to many different networks, our strategy is tailored for minimizing positive trainable
parameter values.

Sparsity of the model is also induced via the regularization term II in the loss function £ (Eq 7).
While this method is parameterized with a relative importance of sparsity for training optimization
and provides an uncontrolled target sparsity, a dynamic pruning strategy is easier to control for both
target sparsity and accuracy but is highly dependent on the pruning schedule (Hoefler et al.l 2021}).

An interesting point is made by Hoefler et al.| (2021)) about the convolutional operator that ‘can be
seen as a sparse version of fully-connected layers’. That level of forced sparsity in our model is
therefore defined by the fixed window size model parameter with respect to the maximum sequence
length. The ideal sparser window size would be the size of the maximum temporal hidden pattern
in distribution that can only be approximated with external or expert knowledge and/or tuned with
trial and error.

With or without a dynamic pruning strategy, for highly unbalanced datasets (2 and 3), experiments
have shown that the training strategy of the model is not suitable. Indeed most of them, label
everything with the majority class (50% balanced accuracy). It corresponds to the specific case of
learning an empty rule (penalty=0) (Fig[3[a,c,e)). For unbalanced datasets 1 and 4, their best models
do not reach on average the same accuracies as in their balanced versions.

Overall this training strategy is both the key and the main limitation of our approach: it can provide
a sharp concise rule with minimal redundancy and simplified logical expression but it is highly
dependent on numerous model, training and pruning parameters and is not suited as is for highly
unbalanced datasets.

7 CONCLUSION

To conclude, we presented a 1D-convolutional neural architecture to discover local and global pat-
terns in sequential data while learning binary classification rules. This architecture is fully differ-
entiable, interpretable and requires sparsity that is enforced dynamically. One main limitation is
its dependence to the window size and sparsity scheduler parameters. Further work will consist in
integrating this block into more complex architectures to augment the expressivity of the learned
rules as well as extending it for multi-classification.
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A CONTEXT-FREE GRAMMAR

Context-free grammar (Chomsky, [1956) A context free-grammar is a 4-tuple G =
(Vr,Vn, S, R) where

— Vi, is finite set of terminals or terminal elements in the language that form the alphabet of
the language.

Vi, disjoint from Vi, is a finite set of non terminal elements (variables) that define a sub-
language of L. We note V' = Vy U Vi, the vocabulary of the grammar.

— S € Vy, is the start symbol or variable that defines the whole sentence.
— R is a finite set of rules or production rules of the form A — w with A € Vy and w € V*

In the following, we have 3 different types of terminal elements on the syntax level:

* reserved words, distinguished with the following style : reserved
* signs, such as for example —, *, ...

* other terminal elements that are defined prior to the grammar, distinguished with the fol-
lowing style: terminal

Production rules presented in the paper (Eq[3} Eq[4] Eq[5|and Eq|6) define grammars when associated
to values for Vi, Viy and S.

Here is an example for the base rule model grammar with production rules in Eq/[3]

Vr = {if,then class = 1 else class = o,/\,v,:}u{ﬂ,@,...}u
1 k
Loy = Qy v n, Tey = Qpyye-o 5 Top = Qg
VN = {rule, base expression, conjunction, predicate, categorical expression, (1D
categorical literal, literal }
S = {rule}

B HARD CONCRETE DISTRIBUTION (LOUIZOS ET AL., [2018))

Parameters are set as follows: 5 =2/3,( = 1.1 and v = —0.1.

u~U(0,1), s=o((log(u) —log(l —u) +loc)/B), 8§=sx((—7)+~ (12)
W = min(max(§,0), 1) (13)

C PEPTIDES DATASET

UCT anticancer peptides dataset (Grisoni et al., |2019) (Available on |Dua & Graff| (2017)) is com-
posed of one-letter amino acid sequences (of variable length) and each sequence is labeled with its
anticancer activity on breast cancer cell lines. The dataset provides 4 classes with the following dis-
tribution: 83 inactive-exp, 750 inactive-virtual, 98 moderately active and 18 very active. Sequences

12
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lengths range from 5 to 38 letters (Mean: 17 £ 5.5). We transform this multi-classification problem
into a binary classification problem (as done in Nwegbu et al.| (2022)). Class ‘inactive-virtual’ is the
positive class (750) and all the other are combined as the negative class (199). No other processing
of the data is necessary and we leave it as is.

D SYNTHETIC DATASETS GENERATION

Balanced datasets are generated randomly with the same ground truth as unbalanced datasets. Then,
they are upsampled until the minority class represents half of the goal dataset size and appropriate
number of majority class are randomly removed.

E EXPERIMENTAL SETTING

The loc-parameters for weights computation are initialized with xavier uniform initialization method
(Glorot & Bengiol 2010). The loss function is described in Eq[/|and depends on the MSE loss and
regularization coefficient A = 1072, The adam optimizer is used with a fixed learning rate set to 0.1
and a run consists of 200 epochs.

Experiments were run on CPU on a MacBookPro18,2 (2021) with Apple M1 Max chip, 10 Cores,
32 GB of RAM and running macOS Monterey Version 12.4.

F FULL EXPERIMENT RESULTS

Table 3: Performance metrics obtained for the different models, window size and pruning strategy
on the synthetic datasets. Values are followed by the standard deviation over the 10 executions with
different weights initializations. (Bal Acc: balanced accuracy, Epoch: best epoch).

Dataset Model Window Pruning Bal. Acc. Penalty Epoch
No 50.0 £ 0.0 0.0+0.0 34+1
3 Yes 50.0 £ 0.0 0.0+0.0 3+2
30 50.0 £ 0.0 0.0 +0.0 241
global
No 549 + 3.9 95+8.1 109 £+ 64
6 Yes 50.0 £ 0.0 0.0£+0.0 1+1
1 30 50.0 £ 0.0 0.0 +0.0 1+1
No 1000 0.0 1.8+1.5 63 +24
3 Yes 90.0 £200 0.8+04 56 + 47
30 85.0£229 07405 41 £ 27
local
No 100.0 £0.0 58+5.6 96 £+ 50
6 Yes 809 +236 1.1+14 26 + 18
30 95.0£150 0940.3 79 £ 43
No 70.7 £4.0 51+1.6 81 £+ 27
3 Yes 68.5 £ 6.6 58428 47 £ 31
30 71.6 3.5 50+ 1.3 60 £+ 16
global
No 76.5 34 37.4 +20.3 108 + 49
6 Yes 70.2 +4.3 125 +5.5 29 £ 15
1b 30 727 +£5.1 1544+69 53+ 13
No 100.0 0.0 3.0+3.1 70 += 47
3 Yes 100.0 £0.0 1.0£0.0 49 + 39
30 1000 £0.0 1.0£0.0 54 + 30
local
No 100.0 £0.0 12.6 +10.1 116 £ 52
6 Yes 100.0 £0.0 1.04£0.0 77 £+ 24
30 1000 £0.0 1.0£0.0 87 £ 27

13



Published as a conference paper at ICLR 2023

Table 3 continued from previous page

Dataset Model Window Pruning Bal. Acc. Penalty Epoch
No 50.0 £ 0.0 0.0 +0.0 341
3 Yes 50.0 £ 0.0 0.0+0.0 3+1
30 50.0 £ 0.0 0.0+0.0 2+1
global
No 50.0 £ 0.0 0.0 +0.0 1+1
6 Yes 50.0 £ 0.0 0.0+0.0 1+0
2 30 50.0 £ 0.0 0.0+0.0 1+1
No 50.0 £0.0 0.0 +0.0 1+1
3 Yes 50.0 £ 0.0 0.0+0.0 1+1
30 50.0 £ 0.0 0.0+0.0 1+1
local
No 50.0 £0.0 0.0 +0.0 1+1
6 Yes 50.0 £ 0.0 0.0+0.0 1+0
30 50.0 £ 0.0 0.0+0.0 1+0
No 90.5 = 0.0 37+21 44 + 37
3 Yes 85.7+9.8 234+0.6 39 + 21
30 90.5 + 0.0 20+0.0 51 +£24
global
No 94.2 +£ 0.6 19.8 7.7 89 + 36
6 Yes 90.5 £ 0.0 20+0.0 71 £ 16
2b 30 91.0+ 1.5 12.4 +13.0 61 + 26
No 979 +2.6 28+1.2 58 £42
3 Yes 974 +£2.6 1.5+0.5 43 + 28
30 98.0+24 1.6 £ 0.5 54 +29
local
No 1000 £0.0 125+74 105 + 56
6 Yes 100.0 £0.0 2.04+0.0 51 +21
30 1000 £0.0 24412 68 +22
No 50.0 £ 0.0 0.0+0.0 241
3 Yes 50.0 £ 0.0 0.0£+0.0 241
30 50.0 £0.0 0.0 +0.0 241
global
No 50.0 £ 0.0 0.0+0.0 1+1
6 Yes 50.0 £ 0.0 0.0+0.0 1+0
3 30 50.0 £0.0 0.0 +0.0 1+0
No 50.0 £ 0.0 0.0+0.0 1+1
3 Yes 50.0 £ 0.0 0.0+0.0 241
30 50.0 £0.0 0.0 +0.0 1+1
local
No 50.0 £ 0.0 0.0+0.0 1+0
6 Yes 50.0 £ 0.0 0.0+0.0 1+1
30 50.0 £ 0.0 0.0 +0.0 241
No 79.8 £ 8.1 46+2.2 98 + 51
3 Yes 70.5 + 8.1 31+14 48 + 31
30 80.4+9.2 28 £0.6 57 £+ 36
global
No 902+ 14 262+ 153 120 £ 51
6  Yes 774+ 74 14.1 £ 8.0 35+ 13
3b 30 87.7£3.1 11.5+6.6 61 &+ 10
No 89.8 £ 6.3 8.5+39 95 + 64
3 Yes 86.2 + 8.0 6.1 £8.2 50 + 34
30 925+ 4.6 42+1.8 64 + 22
local
No 97.1+£12 151 +£79 123 +49
6 Yes 95.7+29 10.1 = 12.9 43 £ 8
30 96.8 = 0.9 7.6 £29 69 + 21
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Table 3 continued from previous page

Dataset Model Window Pruning Bal. Acc. Penalty Epoch
No 1000 £ 0.0 2.2+0.6 42 + 28
3 Yes 90.0£20.0 1.6+0.8 28 + 14
30 95.0+ 150 1.8+0.6 42 +25
global
No 1000 £ 0.0 43+34 72 £ 35
6 Yes 86.2+21.3 1.7+09 33 £20
4 30 100.0 0.0 2.0+0.0 43+ 15
No 98.7+04 28.6£14.5 108 4+ 40
3 Yes 59.1+£129 34+5.1 30 £ 37
local 30 77.1+£20.7 12.5+8.7 58 + 39
No 99.1+£0.6 688 +£51.0 109 + 31
6 Yes 521+52 33452 11+13
30 793+19.2 219+175 57+ 24
No 1000+ 0.0 2.7+1.1 16 + 8
3 Yes 9924+24 21403 29 + 18
30 100.L0 £ 0.0 2.0+0.0 42 +32
global
No 100.0 +0.0 6.7+ 3.8 90 + 52
6  Yes 9924+24 47+8.1 50 + 22
4b 30 1000 £ 0.0 2.2+0.6 69 £+ 25
No 100.0 +£0.0 399+ 175 76 + 38
3 Yes 99.0+£20 292+94 60 £ 14
local 30 98.7+40 359+173 53+ 14
No 100.0 +£0.0 122.6 +100.2 107 £42
6  Yes 88278 1039+ 773 44+ 16
30 98.0+39 79.0+£559 68 + 12
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