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Abstract

Gene regulatory network (GRN) inference serves as a cornerstone for deciphering
cellular decision-making processes. Early approaches rely exclusively on gene
expression data, thus their predictive power remain fundamentally constrained
by the vast combinatorial space of potential gene-gene interactions. Subsequent
methods integrate prior knowledge to mitigate this challenge by restricting the
solution space to biologically plausible interactions. However, we argue that the
effectiveness of these approaches is contingent upon the precision of prior in-
formation and the reduction in the search space will circumscribe the models’
potential for novel biological discoveries. To address these limitations, we in-
troduce KINDLE, a three-stage framework that decouples GRN inference from
prior knowledge dependencies. KINDLE trains a teacher model that integrates
prior knowledge with temporal gene expression dynamics and subsequently distills
this encoded knowledge to a student model, enabling accurate GRN inference
solely from expression data without access to any prior. KINDLE achieves state-
of-the-art performance across four benchmark datasets. Notably, it successfully
identifies key transcription factors governing mouse embryonic development and
precisely characterizes their functional roles. In mouse hematopoietic stem cell
data, KINDLE accurately predicts fate transition outcomes following knockout of
two critical regulators (Gata1 and Spi1). These biological validations demonstrate
our framework’s dual capability in maintaining topological inference precision
while preserving discovery potential for novel biological mechanisms.

1 Introduction

Gene regulatory network (GRN) represents a directed graph that depicts the regulatory interactions
between genes, where nodes consist of transcription factors (TFs) and target genes (TGs). A directed
edge between a TF and a TG signifies the TF’s capacity to bind the cis-regulatory elements of the TG
and subsequently modulates its transcriptional activity [1]. GRN provides mechanistic blueprints for
understanding regulatory logic underlying lineage commitment, maintenance, and reprogramming
[2]. Precisely resolved GRN enables mechanistic interpretations of lineage bifurcation, aging process,
and tumor-related dysregulation [3].

Despite their biological significance, GRN inference remains technically challenging. Early inference
methods that rely solely on gene expression data face inherent limitations: The explorable TF-TG
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Figure 1: For a dataset with M genes, the search space for gene pairs spans M × (M − 1) possible
interactions, as self-loop edges are not considered. Prior-based methods drastically narrow the
exploration to the K edges supported by prior knowledge (K ≪M ).

interaction space scales quadratically with the number of genes, resulting in approximately 1 billion
potential regulatory interactions within the whole genome (comprising approximate 30,000 genes).
This vast search space fundamentally constrains the performance of expression-based approaches.
Contemporary methods address this by incorporating prior knowledge from complementary data (e.g.,
scATAC-seq [4] or Hi-C [5]) to constrain the search space to pre-defined TF-TG pairs, as illustraed
in Figure 1. Although prior-based approaches enhance performance by narrowing the search space,
they impose two major limitations. Firstly, with a fixed prior network, an algorithm is confined to
searching among its existing edges, and its performance depends on the overlap between the prior
and the ground truth network. A perfect match allows for 100% accuracy, while minimal or no
overlap leads to zero accuracy for all algorithms. Secondly, limiting candidate edges to the prior
prevents the detection of regulatory interactions absent from it, a critical drawback that fundamentally
constrains a model’s utility for scientific discovery. For example, analyzing gene expression data from
cancer cells might reveal a previously unknown transcription factor regulating a pro-oncogenic gene
network. Such a discovery, which is impossible when confined to a prior network of already-validated
interactions, could lead to the development of new precision therapies.

To overcome prior-dependent limitations, we propose a strategy inspired by learning with privileged
information [6]. This paradigm obtains a teacher model using supplementary privileged features
during training, followed by knowledge transfer to a student model operating without access to
such features. Building on this framework, we develop a three-stage architecture named KINDLE
(Knowledge-guIded Network DistiLlation for prior-free GRN infErence) to infer accurate GRN
without relying on prior information. The first stage trains a teacher model integrating both gene
expression data and external priors. Notably, inspired by TRIGON’s temporal causality modeling
[7], the teacher model explicitly captures temporal regulatory dynamics by predicting future gene
expression states from historical expression profiles, rather than relying on static gene co-expression
analysis. The incorporated prior knowledge further refines the candidate regulatory space, generating
temporally coherent and biologically plausible regulatory maps. The second stage implements knowl-
edge distillation to train a student model through teacher supervision while completely eschewing
prior information. The final stage deploys the student model for prior-independent GRN inference us-
ing expression data exclusively, thereby achieving scalable and unbiased reconstruction of regulatory
networks. Our contributions are summarized as follows:

• We propose KINDLE to eliminate prior dependence in GRN inference by knowledge
distillation, which achieves state-of-the-art performance across four benchmark datasets
without requiring prior knowledge.

• On mouse embryonic stem cell development data, KINDLE successfully identifies key TFs
and predicts their functional roles during differentiation processes.

• For mouse hematopoietic stem cell development, KINDLE accurately predicts the effects of
Gata1 and Spi1 knockouts on cell fate determination, demonstrating its capability to capture
critical regulatory mechanisms.
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2 Related work

Prior-based GRN inference. Early attempts in GRN inference predominantly relied on co-
expression analyses from bulk or single-cell transcriptomic datasets [8–13]. However, the inherent
limitations of unimodal data approaches became evident due to the vast combinatorial search space
of potential TF–TG interactions, which severely restricted their predictive performance. To constrain
the solution space, contemporary computational pipelines strategically integrated external biological
priors during model optimization. For instance, LINGER [14] employed a neural network architecture
trained on paired single-cell RNA-seq and ATAC-seq profiles to predict gene expression dynamics
through systematic integration of TF abundance and chromatin accessibility. CEFCON [15] imple-
mented a graph attention network initialized with motif-informed adjacency matrix, synergistically
coupling cell lineage-specific GRN inference with network control theory. The Celloracle framework
[16] operationalized promoter-enhancer interaction maps coupled with DNA motif annotations to
establish a base GRN architecture, which undergoes iterative refinement through ridge regression.
While demonstrating methodological innovation, all these approaches exhibited fundamental depen-
dence on the precision and comprehensiveness of incorporated prior knowledge, inaccuracies in prior
specification risk propagating systematic biases.

Privileged-feature distillation. Privileged-feature distillation uses auxiliary data accessible ex-
clusively during training while eliminating their requirement during downstream deployment. In
this paradigm, a teacher model with privileged input creates informative soft targets or latent rep-
resentations to supervise a student model restricted to privileged input. Theoretical analyses in
learning-to-rank contexts showed that balancing data-driven loss and teacher guidance helps distilled
students outperform non-distilled models [6]. Empirically, the BLEND computational framework
[17] validated this by applying the methodology to large-scale neurobiological datasets, where be-
havioral trajectory data acted as privileged supervisory signals during teacher model optimization,
and the distilled neural-activity-only student exceled in population coding decryption tasks. Overall,
these theoretical and applied advancements established privileged-feature distillation as a robust
way to eliminate the dependence on noisy or resource-intensive prior information, a critical but
underexploited property with potential to enhance GRN inference.

3 Methodology

3.1 Theoretical Foundation

Our framework is grounded on the causal hypothesis that GRN intrinsically govern transcriptional
dynamics through time-evolving interactions. Formally, let G ∈ RN×M denotes the temporal single-
cell expression matrix, where N represents temporally ordered cellular states and M is the number
of genes. We posit that an accurate GRN adjacency matrix A ∈ RM×M should encode sufficient
mechanistic information to predict future expression states from historical observations and thus
satisfy:

GT+1:T+W ≈ F(G1:T , A) (1)

where F encodes the nonlinear regulatory kinetics, T and W define historical and future time
windows respectively. The GRN inference problem is thus reframed as learning a minimal sufficient
interaction matrix A∗ that minimizes the difference between predicted and actual gene expression
profiles:

A∗ = argmin
A
∥F(G1:T , A)−GT+1:T+W ∥22 (2)

We present KINDLE to operationalize this theory and infer the prior-free GRN by three sequential
phases: initial supervised training of the teacher model to assimilate prior network guidance, subse-
quent distillation of the teacher’s regulatory insight into a lightweight student model, and ultimately
deployment of the prior independent student model for high-fidelity GRN inference.

3.2 Teacher Model

As illustrated in Figure 2, the teacher model is equipped with hierarchical attention mechanisms,
consisting of temporal and spatial layers. In the temporal layer, a lower triangular mask is applied
to the attention weights, ensuring each gene’s expression at time step t only attends to its historical
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Figure 2: Illustration of KINDLE framework. The pipeline consists of three stages: (1) Teacher
model integrates prior knowledge to learn causal regulatory relationships via explicit modeling
of expression state transitions across time windows. (2) With teacher model parameters frozen,
knowledge distillation transfers regulatory insights to a lightweight student model that operates
exclusively on expression data, free of prior inputs. (3) The trained student model is deployed to infer
GRN, yielding prior-decoupled network that maintain high accuracy.

states {1, ..., t − 1}. This causal constraint mirrors the irreversibility of cellular differentiation,
where progenitor cells cannot access transcriptional information from their descendants. The spatial
layer employs a prior-derived binary mask Mspatial ∈ {0, 1}M×M , where Mspatial

ij = 1 indicates
a documented regulatory interaction from gene i to j in prior knowledge. This mask sparsifies
attention computation by restricting cross-gene interactions to curated regulatory pairs, effectively
pruning unvalidated relationships while preserving interpretability. Architecturally, the temporal
layer processes input tensors X ∈ RB×T×M (batch size B, time steps T , genes M ) and outputs a
tensor of identical dimensions. To enable gene-centric regulatory modeling in the subsequent spatial
layer, we perform axis transposition RB×T×M → RB×M×T , restructuring the tensor to treat each
gene’s temporal trajectory as an independent sequence. This dimensional reorganization permits
parallelized computation of gene-specific attention weights across all M genes while maintaining
temporal dependencies. Following spatial attention computation, the tensor undergoes transposition
operation RB×M×T → RB×T×M , followed by linear projection to RB×W×M for W -step gene
expression prediction. The end-to-end framework optimizes regulatory dynamics by minimizing the
mean squared error:

Lteacher =
1

B ·W ·M

B∑
b=1

W∑
w=1

M∑
m=1

∥∥∥Ŷ(b)
t+w,m −Y

(b)
t+w,m

∥∥∥2
2

(3)

where Ŷ and Y denote predicted and ground truth expression matrix respectively, indexed by batch
b, forecast window w, and gene m. While the attention matrix A ∈ RM×M extracted from teacher
model’s spatial layer during inference could be a prior-constrained approximation of the theoretically
optimal matrix A∗ defined in Eq.2, the solution remains fundamentally constrained by its prior-
dependent architecture. Specifically, the binary masking operation irreversibly eliminates attention
weights for gene pairs absent in the prior knowledge (i.e., positions where Mspatial

ij = 0), thereby
restricting the teacher model’s attention exclusively to a sparse subset of regulatory interactions
defined by prior-informed positions (i.e., Mspatial

ij = 1). This prior-induced myopia severely limits
applicability to emerging biological systems with incomplete interactome annotations. To overcome
this fundamental limitation, we design a student model that learns the teacher’s regulatory knowledge
through distillation without inheriting its prior constraints.
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3.3 Student Model

We formalize the student model as fθS ∈ {f |f : G1:T 7→ GT+1:T+W }, operating exclusively on raw
expression matrix G1:T ∈ RB×T×M without prior network integration. We let fθT be the teacher
model and the parameter optimization of the student model aims to minimize the following loss:

α ·
∑
b,w,m

∥fθS (G1:T )b,m −Gb,T+w,m∥22︸ ︷︷ ︸
Prediction Loss

+(1− α) ·
∑
b,m

Ldistill
(
fθS (G1:T )b,m, fθT (G1:T ,M

spatial)b,m
)

︸ ︷︷ ︸
Regulatory Distillation Loss

(4)
The hyperparameter α ∈ (0, 1) governs the trade-off between expression prediction fidelity and
regulatory knowledge transfer. Crucially, as diagrammed in Figure 2, the student architecture
implements two critical modifications: (1) Elimination of the prior-dependent spatial mask Mspatial

in attention computation, enabling unrestricted interaction modeling between all gene pairs. (2)
Removal of the teacher’s temporal layer while preserving temporal causality through distillation,
resulting in a lightweight model.

Distinct formulations of the distillation loss Ldistill can extract different dimensions of the teacher
model’s knowledge. In the course of this research, we explore four primary distillation strategies
within our KINDLE framework. Each of these strategies is meticulously designed to convey specific
aspects of the teacher model’s knowledge to the student model, thereby enhancing the latter’s
performance and understanding.

Hard Distillation. We optimize this baseline through a predictive congruence objective, where
Ldistill is constructed as direct predictive alignment. Specifically, the framework achieves this by
optimizing the squared L2-norm divergence between the teacher’s terminal predictions and the
student’s corresponding outputs, enforcing knowledge transfusion via deterministic supervision of
final-layer activations:

Ldistill
(
fθS (G1:T )b,m, fθT (G1:T ,M

spatial)b,m
)
=

∥∥fθS (G1:T )b,m − fθT (G1:T ,M
spatial)b,m

∥∥2
2

(5)

Soft Distillation. This paradigm implements probabilistic knowledge transfer through entropy-
regulated distribution matching. The framework introduces temperature parameter τ to soften the
logits before applying the softmax function, formally expressed as:

Ldistill
(
fθS (G1:T )b,m, fθT (G1:T ,M

spatial)b,m
)
= KL

(
σ
(

fθS (G1:T )b,m
τ

)∥∥∥σ ( fθT (G1:T ,Mspatial)b,m
τ

))
(6)

where σ is the softmax function, and KL(·∥·) is the Kullback-Leibler divergence.

In addition to the aforementioned hard target distillation and soft probabilistic matching, we develop
correlation distillation to preserve structural dependencies in feature representations. The core
objective is to align the teacher-student correlation manifolds through kernel-induced similarity
measures, formalized as:

Ldistill
(
fθS (G1:T )b,m, fθT (G1:T ,M

spatial)b,m
)
= K(fθS (G1:T )b,m, fθT (G1:T ,M

spatial)b,m)
(7)

where K(· , ·) denote kernel methods to compute the correlation between output of fθS and fθT . To
address the challenges posed by the high dimensionality of embedded feature spaces in analyzing
complex inter-instance correlations, we propose two different kernel methods to effectively capture
the high-order correlations between instances within the feature space.

Bilinear Pool. It computes inter-instance correlations through outer product operations. Formally,
the Bilinear Pool kernel is defined as:

Kbilinear(fθS (G1:T )b,m, fθT (G1:T ,M
spatial)b,m) = (fθS (G1:T )b,m)⊤(fθT (G1:T ,M

spatial)b,m)
(8)

Gaussion RBF. This non-linear operator characterizes instance relationships through exponentially
decaying similarity metrics, possessing stronger non-linear manifold learning capabilities compared
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Table 1: Comparison of the proposed KINDLE framework with other GRN inference methods on four
datasets provided by BEELINE [18]. Bold values denote the best performance for the corresponding
metric.

Methods mESC mHSC-E mHSC-L mHSC-GM

AUROC AUPRC F1 AUROC AUPRC F1 AUROC AUPRC F1 AUROC AUPRC F1

W
ith

ou
t

Pr
io

r

GRNBoost2 [8] 0.537 0.127 0.203 0.397 0.034 0.087 0.515 0.181 0.297 0.474 0.083 0.146

GENIE3 [9] 0.545 0.137 0.218 0.381 0.042 0.108 0.486 0.183 0.322 0.437 0.078 0.162

Random 0.506 0.083 0.152 0.493 0.087 0.161 0.518 0.135 0.227 0.504 0.083 0.154

Pr
io

r
G

ui
de

d

CEFCON [15] 0.479 0.253 0.429 0.531 0.405 0.551 0.653 0.659 0.675 0.457 0.444 0.647

Celloracle [16] 0.490 0.177 0.305 0.536 0.290 0.420 0.557 0.277 0.368 0.487 0.243 0.401

NetREX [19] 0.522 0.128 0.217 0.511 0.117 0.211 0.520 0.177 0.282 0.526 0.144 0.219

Prior_Random 0.498 0.318 0.482 0.492 0.389 0.570 0.522 0.551 0.691 0.509 0.464 0.627

K
IN

D
L

E

KINDLE (Soft distillation) 0.747 0.636 0.519 0.561 0.559 0.691 0.599 0.670 0.752 0.562 0.789 0.864

KINDLE (Hard distillation) 0.753 0.643 0.526 0.564 0.578 0.711 0.599 0.669 0.757 0.569 0.793 0.871

KINDLE (Bilinear Pool) 0.751 0.644 0.521 0.551 0.574 0.723 0.567 0.581 0.761 0.561 0.787 0.867

KINDLE (Gaussian RBF) 0.757 0.646 0.529 0.594 0.601 0.731 0.600 0.672 0.763 0.570 0.799 0.875

to bilinear methods. The kernel admits low-rank Taylor series approximation while preserving
topological structures in feature space. Formally, the Gaussion RBF kernel is defined as:

Kgaussion
(
fθS (G1:T )b,m, fθT (G1:T ,M

spatial)b,m
)
= exp

(
−∥fθS (G1:T )b,m−fθT (G1:T ,Mspatial)b,m∥2

2

2λ2

)
(9)

where λ is a hyperparameter that controls the width of the gaussian function.

3.3.1 GRN Inference

Given the input gene expression time series G ∈ RN×M , where N denotes the temporal sequence
length and M represents the number of genes, we partition the sequence into segments of length
T ∈ N+. Under the divisibility condition T | N , we obtain H = N

T non-overlapping samples
{S(g)}Hg=1, each containing T consecutive temporal observations:

S(g) = G (T · (g−1)+ 1) : (T · g) ∀g ∈ {1, ..., H} (10)

For each partitioned sample S(g), the student model fθS generates attention matrix A(g) ∈ RM×M

in its spatial layer. We compute the optimal approximation Â to the theoretical A∗ in Eq.2 through
temporal ensemble:

Â =
1

H

H∑
g=1

A(g) (11)

The final GRN Gpred is established by ranking the edge weights in the matrix Â and selecting the
top-k most significant connections, where k corresponds exactly to the number of edges in the ground
truth regulatory network Ggt provided with each benchmarking dataset:

Gpred = {(i, j) | Âij ∈ Topk(Â)}, k = |Ggt| (12)

The detailed pseudocode implementations of KINDLE are provided in Appendix F.

4 Experiments

4.1 KINDLE Achieved State-of-the-Art Performance in GRN Benchmarks

The evaluation of KINDLE strictly adheres to the benchmarking protocol introduced in BEELINE
[18]. We systematically validated our approach on four mouse differentiation datasets, the embry-
onic stem cell (mESC) dataset as well as three hematopoietic lineages: Erythrocyte (mHSC-E),
Granulocyte-Monocyte (mHSC-GM), and Lymphocyte (mHSC-L). Following BEELINE’s estab-
lished framework, we treated GRN inference as a binary classification task, employing lineage-
matched reference GRN derived from ChIP-seq experiments as ground truth (see Appendix B.1 for
detailed information). Performance was quantified through three metrics: area under the receiver
operating characteristic curve (AUROC), area under the precision-recall curve (AUPRC), and F1
score (see Appendix B.2 for pseudocode of metric calculation). KINDLE was compared against
seven competitive baselines: expression-based methods (GENIE3 [9], GRNBoost2 [8]), prior-based
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Figure 3: Temporal dynamics of TF regulatory performance during mouse embryonic stem cell
differentiation. Left: Heatmap visualization of z-scored AUC scores reveals bimodal temporal pat-
terns through hierarchical clustering. Two distinct TF clusters emerge, demonstrating their divergent
regulatory roles during differentiation. Right: Trend analysis of AUC score, with developmental
time points on x-axis and z-scored AUC score on y-axis. Red curves represent quadratic polynomial
fits to the dynamic profiles. Complete regression curves for all 25 TFs are available in Appendix E.

approaches (CEFCON [15], CellOracle [16], NetREX [19]), and two random controls (Random,
Prior_Random). Detailed descriptions of datasets, ground truth networks, and baseline models are
provided in Appendix A.1, Appendix A.2, and Appendix A.3 respectively.

As shown in Table 1, all four KINDLE variants demonstrated substantial improvements over baselines
despite requiring no external biological priors. The soft distillation variant, representing our weakest
configuration, surpassed the best expression-based method (GENIE3) by 0.499, 0.517, 0.490, 0.711
in AUPRC across datasets and outperformed CellOracle by 0.546 in mHSC-GM. Among variants,
the one with Gaussian RBF (hereafter KINDLE-Gaussian) achieved the best performance in 11 of
12 dataset-metric combinations. On the mESC dataset, KINDLE-Gaussian improved AUROC from
0.545 (GENIE3) to 0.757 (39% increase), elevated AUPRC from 0.253 (CEFCON) to 0.646 (155%
improvement), and raised F1 score from 0.429 to 0.529 (23% gain). Comparable enhancements
emerged in hematopoietic lineages: AUPRC increased by 48% (0.405→ 0.601) for erythroid differ-
entiation and nearly doubled (0.444→ 0.799) in granulocyte-monocyte development, accompanied
by a 0.228 absolute F1 score improvement.

Notably, KINDLE’s superiority proved most pronounced in AUPRC and F1 metrics. As summa-
rized in Table 2, the validated edges in ground truth network constituting merely 0.9% (mESC),
0.65% (mHSC-E), 0.7% (mHSC-GM), and 1.15% (mHSC-L) of candidate edges, thus introducing
severe class imbalance in the binary classification task. Under such conditions, AUPRC and F1
serve as more reliable performance indicators than AUROC (detailed justifications are provided in
Appendix B.3). Therefore, the consistent AUPRC and F1 improvements demonstrated that privileged
knowledge distillation provided a robust, prior-free route to GRN inference, outperforming not only
expression-only algorithms but also methods that rely on explicit biological priors.

4.2 KINDLE Identified Key TFs and Their Stage-Specific Functions

Beyond quantitative metrics for assessing GRN accuracy, a crucial evaluation criterion lies in
determining whether the inferred GRN can identify key TFs that orchestrate differentiation processes.
SCENIC [20] introduced the AUCell algorithm, which calculates AUC scores for TF regulon (the set
of all target genes of a TF in the inferred GRN) through rank-based enrichment analysis. This score
reflects the functional activity of the TF regulon within each cell, enabling systematic identification
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Figure 4: In silico perturbation analysis validates that KINDLE can accurately predict the cell fate
transitions during the multi-lineage haematopoietic differentiation. (A) Slingshot-derived pseudotime
trajectory embedding. (B) Cell-type annotations overlaid on the pseudotime landscape. (C) Left:
Expression profiles of Gata1. Right: Silencing Gata1 induces reverse perturbation vectors along the
erythroid branch and leads to differentiation arrest in CMP and MEP. (D) Left: Expression profiles
of Spi1. Right: Silencing Spi1 represses the differention of LMPP and GMP and promotes erythroid
progression in CMP.

of key regulators that drive cellular state transitions (see Appendix C for detailed methodology of
AUCell). Following this protocol, we computed AUC scores from the GRN inferred by KINDLE-
Gaussian to estimate per-cell TF activities in the mESC dataset. Given the five differentiation stages
in this dataset (see Appendix A.1), we performed analysis of variance on AUC scores to assess
whether they varied significantly throughout the differentiation stages and defined key TFs as those
with Benjamini–Hochberg-adjusted P-values < 0.01. We identified 25 key TFs, with their adjusted
P-values listed in Table 3. Notably, 18 (72%) of 25 identified regulators have established roles in
mESC differentiation according to prior literature [21–41].

Temporal patterning of the 25 TF regulon activities was investigated through hierarchical clustering
of z-scored AUC scores (Figure 3). Two anti-correlated activation modules emerged from this
unsupervised analysis: Early-stage regulators (Nanog, Sox2, Nr0b1, etc.) demonstrated peak
activity at stage one with progressive attenuation through subsequent stages. This temporal trend
aligns with known biological functions, such as Nanog and Sox2 being highly expressed in the
early stage of mouse embryonic stem cells, maintaining the pluripotency of stem cells [42]. Their
expression rapidly decreases as cells commit to differentiation, reflecting their pivotal function in
regulating the transition from a pluripotent state to more specialized lineages [24]. Late-stage
regulators (Gata4, Sox17, Kdm5b, etc.) exhibited minimal initial activity but showed significant
activation from stage three onward. These results corroborate established mechanisms of lineage
specification, where Sox17 overexpression upregulates a set of endoderm-specific gene markers and
induces an ESC differentiation program towards primitive endoderm [43]. The emergence of these
antiphasic expression patterns demonstrated that KINDLE not only recovered biologically relevant
TFs but also assigned each regulator to its stage-specific functional context, thereby elucidating the
sequential deployment of transcriptional programs during mESC differentiation.
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4.3 KINDLE Predicted Lineage-Specific Fate Changes in In-Silico Perturbation

Following the precise identification of key TFs, a practical application involves interrogating their
functional roles through systematic perturbation. We employed the Celloracle framework [16] to
implement in silico perturbation analysis. This approach simulates TF knockout by setting target TF
expression to zero and propagating the perturbation signal through the GRN’s topological structure
to its target genes, ultimately generating a two-dimensional perturbation vector for each cell that
predicts its fate trajectory under the specified perturbation (see Appendix D for algorithmic details).
To validate the biological relevance of KINDLE-Gaussian’s predictions, we applied this methodology
to the mHSC dataset, an ideal and complex benchmark system containing six distinct cell types (HSC,
MPP, LMPP, GMP, CMP, MEP; see Appendix A.1 for cell type information) organized along three
differentiation trajectories (Figure 4 a,b). The sequential differentiation order of different cell types is
shown in Figure 5.

We focused on two well-characterized regulators governing hematopoietic lineage commitment, Gata1
and Spi1. Consistent with their established roles, Gata1 expression dominated in erythroid-lineage
cells (CMP and MEP, Figure 4c), while Spi1 showed myeloid-lineage enrichment (LMPP and GMP,
Figure 4d). Following the perturbation of Gata1, we generated perturbation vectors for each cell.
Notably, the vectors for all cells within the erythroid lineage were opposite to the developmental
direction of pseudotime trajectory shown in Figure 4a. This observation indicated that in the absence
of Gata1, cells tend to revert to earlier progenitor states rather than progress towards more mature
cell identities. To quantitatively assess the perturbation effect, we calculated a perturbation score
for each cell and coloured the cells (purple → negative score, differentiation inhibited; green →
positive score, differentiation promoted, see Appendix D.3 for additional details of perturbation score
calculation). In erythroid lineage, all cells received negative scores, with the strongest inhibitory
effect concentrated in CMP and MEP, the cell populations with the highest Gata1 expression levels.
Subsequently, we applied the same perturbation procedure to Spi1. Upon silencing Spi1, all cells
showed a developmental trajectory towards the erythroid lineage, with CMP differentiation being
promoted as well as GMP and LMPP differentiation being inhibited (Figure 4d). These perturbation
results are consistent with previous reports [44–47], where Gata1 promotes the differentiation of
CMP into MEP (resulting in inhibitation of CMP and MEP differentiation when Gata1 knockout),
and Spi1 suppresses the CMP to MEP transition (resulting in CMP perturbation vectors pointing
towards MEP upon Spi1 silencing).

Collectively, the in silico perturbation analyses demonstrated that within the haematopoietic system,
KINDLE accurately modeled the downstream effects of key TFs knockout. Hence, beyond pinpointing
key TFs, KINDLE provided a mechanistic scaffold for the rational design of cell-fate-engineering
strategies.

4.4 Implementation Details

We trained KINDLE on an 80GB Nvidia A100 GPU for 30 epochs with a batch size of 32. To
prevent overfitting, we implemented an early stopping strategy with a patience value set to 3. For
optimization, we employed the Adam optimizer in conjunction with a warmup strategy, gradually
increasing the learning rate from 0 to 1e-4. Subsequently, a CosineAnnealingLR scheduler was
utilized to further fine-tune the learning rate. During the training process, we conducted experiments
with five distinct values for the hyperparameter W (1, 2, 4, 8, and 16), ultimately selecting W = 16
as it yielded the optimal results reported in this paper.

5 Discussion and Limitations

KINDLE advances GRN inference methodology by decoupling algorithm from prior knowledge
dependency (the longstanding bottleneck in the field). Through integrating temporal causality
modeling with knowledge distillation, our framework successfully transfers regulatory insights
learned from privileged prior-augmented data to a prior-free student model, enabling KINDLE to
achieve state-of-the-art performance across four benchmark datasets. The model’s ability to recover
key TFs governing lineage specification validates its capacity to capture biologically interactions
and the accurate prediction of knockout effects on hematopoietic cell fate transition underscores
its potential for elucidating dynamic regulatory mechanisms in development and disease. The
framework’s prior-independent nature positions it as a versatile tool for studying poorly characterized
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systems, such as non-model organisms or emerging pathological states, where reliable prior networks
are often unavailable.

Despite its strengths, KINDLE has several limitations. First, its reliance on temporal gene expression
data restricts applicability to datasets with longitudinal sampling. Second, the distillation process
may inherit biases from the teacher model’s prior-dependent training phase, potentially propagating
errors from incomplete or noisy priors. Third, the current implementation focuses on transcriptional
regulation, omitting post-transcriptional and epigenetic layers of gene regulation that could refine
network predictions. Addressing these challenges will be critical for extending the framework’s
utility across diverse biological contexts.
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Justification: This article is application-oriented and develops an algorithm to address the
practical problems existing in the field of gene regulatory networks, rather than being a
theoretical derivation article.
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-
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• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if
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proof sketch to provide intuition.
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by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
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Justification: We provided comprehensive details regarding all datasets and baseline methods
in Appendix A. Additionally, Section 4.4 elaborates on the hardware infrastructure employed
during training, along with specifics such as optimizer configuration, batch size selection,
and other relevant hyperparameters.
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• The answer NA means that the paper does not include experiments.
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whether the code and data are provided or not.
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to make their results reproducible or verifiable.
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might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
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instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All datasets used in this study are publicly available, and detailed descriptions
can be found in Appendix A.1. Additionally, the code implementation of KINDLE is
thoroughly documented in Appendix F.
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provided comprehensive details about the hardware infrastructure employed
during training, along with specifics such as optimizer configuration, batch size selection,
and other relevant hyperparameters in Section 4.4.
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Table 3 shows the P-values of the 25 transcription factors identified by KIN-
DLE.
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than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted conforms with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: In Section 5, we discussed the advantages and disadvantages of KINDLE, as
well as its practical value and impact in areas lacking prior knowledge.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not released data or models that have a high risk for misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cited all the papers that are relevant to the code, models, and datasets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provided the full set of pseudocode for the implementation of KINDLE in
Appendix F.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This article does not involve any human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This article does not involve any human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Large language models are not important, original, or non-standard components
of the core methods in this study.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

21

https://neurips.cc/Conferences/2025/LLM


A Supplementary Contents of Datasets and Baselines

A.1 Datasets

Granulocytes Monocytes Erythrocytes

MEP

CMP

MPP

HSC

LMPP

Lymphoid
GMP

Figure 5: Differentiation schematic of six cell
states in the mHSC dataset.

Mouse embryonic stem cell (mESC). The
mESC dataset contains Single-cell RNA se-
quencing (scRNA-seq) expression measure-
ments for 421 primitive endoderm cells differen-
tiated from mESCs, collected at five time points
(0, 12, 24, 48, and 72 hours). Pseudotime com-
putation was performed using Slingshot [48],
with cells at 0 hours as the starting cluster and
cells at 72 hours as the terminal differentiation
state.

Mouse hematopoietic stem cell (mHSC).
The mHSC dataset comprises 1,656 hematopoi-
etic stem and progenitor cells traversing six
critical differentiation states: hematopoietic
stem cells (HSCs), multipotent progenitors
(MPPs), lymphoid-primed multipotent progen-
itors (LMPPs), common myeloid progenitors
(CMPs), megakaryocyte-erythrocyte progeni-
tors (MEPs), and granulocyte-monocyte progenitors (GMPs). As visualized in Figure 5, these
cell types follow distinct differentiation trajectories across three developmental lineages. Pseudotime
trajectories were computed using the first three principal dimensions derived from DiffusionMap
[49]. Gene regulatory networks were independently reconstructed for each lineage.

A.2 Ground Truth Networks

To benchmark inferred GRN, BEELINE [18] constructed ground truth networks from three stratified
categories:

• Cell-type-specific networks:
– Sourced from ENCODE [50], ChIP-Atlas [51], and ESCAPE [52] databases
– Matched to the scRNA-seq dataset’s cell lineage
– Included loss-of-function or gain-of-function perturbation data from ESCAPE

• Non-specific networks:
– DoRothEA [53]: Integrated regulatory interactions filtered by confidence levels:

* Level A: high-confidence ChIP-seq data
* Level B: likely-confidence interactions

– RegNetwork [54]: Genome-wide TF–gene and TF–TF interactions across human and
mouse

– TRRUST [55]: Manually curated TF–TG pairs from literature mining
• Functional networks:

– Derived from STRING [56] protein interaction databases
– Captured indirect regulatory effects (e.g., phosphorylation, co-expression)

Notably, in our study, cell-type-specific networks were employed as the ground truth for the bench-
mark evaluation of our model.

A.3 Baselines

GENIE3 [9]. GENIE3 decomposes GRN inference into p regression problems for p genes, using
tree-based ensembles to quantify regulatory potential. For each target gene, it evaluates the predictive
importance of all other genes’ expression patterns as putative regulators. These pairwise importance
scores are aggregated to rank regulatory interactions and reconstruct directed networks.
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GRNBoost2 [8]. GRNBoost2 is a gradient-boosting-based algorithm for GRN inference. Inspired
by GENIE3, it trains tree-based regression models to predict each gene’s expression profile using TF
expression data. The method employs regularized stochastic gradient boosting with an early-stopping
heuristic: training terminates when out-of-bag data indicates non-improving loss function (average
improvement < 0). Regulatory associations are aggregated and ranked by importance scores to
construct the final GRN.

CEFCON [15]. CEFCON is a network control theory framework for cell fate analysis using scRNA-
seq data. It constructs lineage-specific GRN via graph attention neural network under contrastive
learning, aggregating gene interactions through adaptive neighborhood weighting. By integrating
minimum feedback vertex sets and minimum dominating sets with GRN influence scores, it identifies
driver regulators of cell fate transitions.

CellOracle [16]. CellOracle integrates scATAC-seq motif analysis and scRNA-seq data to model
context-dependent GRNs. It first builds a base network through TF-binding motif scanning of
regulatory DNA, and then refines edge weights using regularized linear models on expression data.
Through in silico TF perturbation simulations, it predicts cell identity shifts by propagating signals
across the GRN and analyzing pseudotime gradient vector fields.

NetREX [19]. NetREX reconstructs context-specific GRN by optimizing prior networks against
expression data. Formulated as a non-convex l0-norm optimization problem, it iteratively modifies
network topology using proximal alternative linearized maximization.

Random. The Random baseline generates GRN by randomly selecting k edges from all possible
gene-gene interactions, where k equals the number of edges in the ground truth GRN.

Prior_Random. Prior_Random selects k edges exclusively from prior network interactions (k
matches the number of ground truth GRN edges).

B Supplementary Contents of Benchmark Testing

B.1 The evaluation of GRN is regarded as a binary classification problem

Ground truth GRN Inferred GRN

1 2 3 4

TF Target gene Real edge Predicted edge

1 Predicted true positive edge

3 Predicted false positive edge

2 Predicted true negative edge

4 Predicted false negative edge

Figure 6: Schematic diagram of GRN evaluation,
where the predicted edges can be classified into
four types.

The evaluation of inferred GRN can be formal-
ized as a binary classification task, where edges
in the inferred network are categorized relative
to a ground truth GRN. As depicted in the Fig-
ure 6, let Gtrue = (V,Etrue) denote the ground
truth network, and Gpred = (V,Epred) represent
the inferred network. Each edge e ∈ Epred is
classified into one of four categories: (1) True
Positive (TP) : e ∈ Epred ∩Etrue. (2) False Pos-
itive (FP) : e ∈ Epred − Etrue. (3) True Negative
(TN) : e /∈ Epred∪Etrue. (4) False Negative (FN)
: e ∈ Etrue − Epred. Performance metrics are de-
rived as follows: Precision = TP

TP+FP , Recall =
TP

TP+FN , F1 = 2 · Precision · Recall
Precision + Recall , TPR = TP

TP+FN ,

FPR = FP
FP+TN , AUROC =

∫ 1

0
TPR dFPR, AUPRC =

∫ 1

0
Precision dRecall. These metrics enable

systematic comparison of GRN inference methods, quantifying both accuracy and robustness.
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B.2 GRN Benchmakring Algorithm

Algorithm 1 GRN Benchmark Evaluation
1: Input:
2: - Ground truth GRN: Gtrue = (V,Etrue)

3: - Predicted GRN for N algorithms: {G(i)pred = (V,E
(i)
pred)}Ni=1

4: Output: Metrics ∈ RN×3 ▷ DataFrame containing AUROC, AUPRC, F1
5: // Preprocess ground truth
6: Etrue ← Etrue − {(v, v) | v ∈ V } ▷ Remove self-loops
7: Etrue ← Deduplicate(Etrue) ▷ Remove duplicate edges
8: results← ∅ ▷ Initialize metric collection
9: for each predicted GRN G(i)pred do

10: E
(i)
pred ← Sort(Deduplicate(E(i)

pred)) ▷ Sort predicted edges
11: // Generate candidate edges
12: Pall ← V × V − {(v, v)} ▷ All potential non-self edges
13: ytrue ← [I(e ∈ Etrue) | ∀e ∈ Pall] ▷ Obtain true labels, where I is the indicator function
14: // Obtain predicted edges
15: y

(i)
pred ← TopK(E

(i)
pred) ▷ Select the top k edges

16: // Calculate metrics
17: TPR(i), FPR(i) ← TP

TP+FN ,
FP

FP+TN ▷ ROC components
18: Precision(i),Recall(i) ← TP

TP+FP ,
TP

TP+FN ▷ PR components

19: F1(i) ← 2 · Precision(i)·Recall(i)

Precision(i)+Recall(i) ▷ Calculate F1 score

20: AUROC(i),AUPRC(i) ←
∫ 1

0
TPR dFPR,

∫ 1

0
Precision dRecall

21: results← results ∪ {(i,AUROC(i),AUPRC(i), F1(i))} ▷ Record metrics
22: end for
23: // Aggregate results
24: Metrics← ConstructDataFrame(results) ▷ Shape: N × 3
25: return Metrics

B.3 AUPRC is more robust compared to AUROC

Table 2: The distribution of positive and negative labels in four datasets

mESC mHSC-E mHSC-GM mHSC-L

Genes 1652 1933 1520 640
Potential edges 2727452 3734556 230880 408960
True edges 24557 24726 16198 4705
Proportion of true edges 0.90% 0.65% 0.70% 1.15%

The evaluation framework described in Appendix B.2 operates on a search space of TF–TG pairs
defined as Epotential = M × (M − 1), where M denotes the number of genes in a dataset. Within
this space, edges present in the ground truth GRN are defined as Etrue. We quantified the distribution
of Epotential and Etrue in Table 2 and found that there is an extreme class imbalance inherent to GRN
inference across four datasets. For instance:

mESC: |Epotential| = 2,727,452, |Etrue| = 24,557 (∼ 0.9% positivity rate)
mHSC-L: |Epotential| = 408,960, |Etrue| = 4,705 (∼ 1.1% positivity rate)

In such scenarios, AUROC disproportionately emphasizes the majority class (negative edges) due
to its reliance on the false positive rate (FPR = FP

FP+TN ). When |Etrue| ≪ |Epotential|, the sum
FP + TN ≈ |Epotential|, which makes AUROC overly optimistic in evaluating model performance.
Conversely, AUPRC is better equipped to handle such imbalanced scenarios [57]. As a result, AUPRC
can more accurately reflect the performance of the model.
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C Supplementary Contents of AUCell Algorithm

Gene rank

Top 5% gene cutoff

AUC

1

Figure 7: The recovery curve in the AUCell al-
gorithm, with the gene ranking as x-axis and the
recovery score as the y-axis.

AUCell is designed to quantify the activity of
predefined gene regulatory regulons in scRNA-
seq data. By calculating the Area Under the
Recovery Curve (AUC) for regulons across in-
dividual cells, it identifies cells exhibiting co-
ordinated activation of specific transcriptional
programs, independent of absolute expression
scales.

For a regulon R comprising m genes and a
cell c with n detected genes, AUCell operates
through three sequential phases. First, genes
in cell c are ranked by their expression values
in descending order, generating an ordered list
gc = (gc1, g

c
2, . . . , g

c
n), where gc1 denotes the

highest-expressed gene. Ties in expression val-
ues are resolved stochastically to avoid rank bias.
Subsequently, a binary recovery vector is constructed using an indicator function for regulon mem-
bership:

IR(gci ) =
{
1 , if gci ∈ R
0 , otherwise

(13)

The cumulative recovery score S(R, k) is computed by summing IR(gci ) over the top k genes:

S(R, k) =

k∑
i=1

IR(gci ) (14)

By taking the gene ranking k as the x-axis and the cumulative recovery score S(R, k) as the y-axis,
a recovery curve can be plotted, as illustrated in Figure 7. Finally, the AUC score is obtained by
calculating the area under this curve. In essence, the AUC score evaluates whether a crucial subset of
the input gene set is preferentially enriched among the top-ranked genes in each cell. It also quantifies
the proportion of expressed signature genes and their relative expression levels compared to all other
genes within the cell, thereby providing a measure of the regulon’s activity in that specific cell.

In KINDLE, after calculating the AUC score, we additionally conducted an analysis of variance on
this score. Based on statistical significance analysis, we ultimately identified 25 key TFs, with their
corresponding P-values summarized in Table 3.

Table 3: P-values and adjusted P-values for selected TFs, with those highlighted in red corresponding
to TFs previously reported in the literature.

Gene P-value adjusted P-value Gene P-value adjusted P-value

Gata4 3.8203 × 10−16 4.4315 × 10−16 Sox17 2.4402 × 10−60 3.9314 × 10−60

Kdm5b 8.1186 × 10−58 1.2392 × 10−57 Mybl2 1.4571 × 10−43 1.8372 × 10−43

Sox2 1.2096 × 10−47 1.6705 × 10−47 Suz12 1.9448 × 10−19 2.3500 × 10−19

Nanog 2.5669 × 10−80 6.7672 × 10−80 Ets1 4.7752 × 10−73 9.2321 × 10−73

Utf1 2.4185 × 10−71 4.3836 × 10−71 Rest 6.1475 × 10−83 1.9808 × 10−82

Zfp42 7.8886 × 10−113 4.5754 × 10−112 Egr1 1.8206 × 10−82 5.2797 × 10−82

Esrrb 2.3245 × 10−108 1.1235 × 10−107 Pml 6.8755 × 10−80 1.6616 × 10−79

Trp53 3.8236 × 10−171 1.1088 × 10−169 Tcf7l2 1.2169 × 10−56 1.7646 × 10−56

Sap30 3.0508 × 10−119 4.4236 × 10−118 Trim28 1.8347 × 10−105 7.6010 × 10−105

Nr0b1 1.2291 × 10−78 2.7419 × 10−78 Elf1 1.9730 × 10−114 1.4304 × 10−113

Nfya 2.5722 × 10−47 3.3907 × 10−47 Jarid2 5.9858 × 10−68 1.0211 × 10−67

Tcf12 9.1998 × 10−119 8.8931 × 10−118 Bcl3 3.2749 × 10−73 6.7838 × 10−73

Akt1 1.3803 × 10−90 5.0038 × 10−90
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D Supplementary Contents of In Silico Perturbation

In silico perturbation serves as a critical benchmark for evaluating the accuracy of GRN. By simulating
TF perturbation (e.g., knockouts) and propagating their effects through the inferred GRN, this
approach quantifies the network’s ability to predict downstream gene expression changes and cell
fate transitions. The following sections detail the computational framework of CellOracle’s in silico
perturbation pipeline, which integrates GRN-based signal propagation, cell-state transition modeling,
and perturbation score calculation.

D.1 Signal Propagation for TF Perturbation Simulation

Given an inferred GRN represented by its regulatory coefficient matrix A ∈ RM×M , where M
denotes the number of genes. When perturbing a TF i, we set its expression to zero. By subtracting
the perturbed expression values from the original ones, we obtain a vector ∆x(0) ∈ RM , which is
defined as:

∆x
(0)
j =

{
−xi , if j = i (TF knockout)
0 , otherwise

(15)

The impact of this perturbation on gene expression is propagated through the matrix A. For the first
order perturbation, it is calculated as:

∆x(1) = A⊤∆x(0) (16)

where A⊤, based on the regulatory weights between gene pairs, propagates the perturbation effect
to their direct targets. Higher order indirect effects are computed iteratively via K rounds of signal
propagation. Specifically:

∆x(k) = A⊤∆x(k−1), k = 2, 3, . . . ,K (K = 3 for defalut) (17)

After the k-th propagation, the resulting perturbation vector ∆x(k) is considered as the simulated
perturbation vector ∆Xsim. It should be noted that during each propagation step, if any element in
∆x(k) is less than 0, this element needs to be reassigned as 0, since gene expression levels are always
non-negative. Mathematically, this can be expressed as:

∆x(k) ← max(∆x(k), 0) (18)

D.2 Cell-State Transition Estimation

The simulated gene expression shifts ∆Xsim are translated into cell-state transition probabilities
through a kernelized similarity analysis in the two-dimensional embedding space. For each cell i,
the transition probability pi,j to its K-nearest neighbors (j ∈ Ni) is computed by comparing the
simulated perturbation vector ∆Xsim,i with the observed expression difference Xj −Xi. This is
formalized using a softmax function over Pearson correlation similarities:

pi,j =
exp (ρ(∆Xsim,i,Xj −Xi)/τ)∑

k∈Ni
exp (ρ(∆Xsim,i,Xk −Xi)/τ)

(19)

where ρ denotes the Pearson correlation function, Xj means the expression of gene j, Xi means
the expression of gene i and τ = 0.05 modulates the selectivity of the probability distribution. The
transition probabilities are then projected onto the two-dimensional embedding space to construct a
perturbation vector field. For each cell-neighbor pair, the coordinate difference vector vi,j = Vj−Vi

(Vi means the coordinate of gene i in the two-dimensional space) is weighted by pi,j , yielding the
simulated perturbation vector for cell i:

vsim,i =
∑
j∈Ni

pi,j · vi,j (20)

This vector vsim,i represents the predicted direction and magnitude of cell-state transition induced
by the TF perturbation. To account for cellular heterogeneity, this process is repeated across all
cells, generating a global perturbation vector field Vsim ∈ RN×2, where N is the number of cells.
This vector field captures context-dependent regulatory effects, enabling systematic visualization of
simulated differentiation trajectories.
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D.3 Perturbation Score Calculation

The perturbation score (PS) quantifies the alignment between simulated perturbation-driven cell-
state transitions and intrinsic differentiation trajectories. The intrinsic differentiation vector field
Vdiff ∈ RN×2 is derived as the spatial gradient of pseudotime t, where pseudotime (inferred via
diffusion pseudotime or RNA velocity) represents the progression of cells along developmental
trajectories. Specifically, Vdiff,i = ∇ti captures the direction and magnitude of natural differentiation
for cell i in the low-dimensional embedding space. To evaluate the impact of TF perturbation, we
compute the cosine similarity between the simulated perturbation vector vsim,i and the differentiation
vector vdiff,i:

PSi =
vsim,i · vdiff,i

∥vsim,i∥∥vdiff,i∥
(21)

where a positive PS (green in Figure 4c,d) indicates that the perturbation promotes differentiation
along the native trajectory, while a negative PS (purple in Figure 4c,d) suggests suppression of
differentiation. This directional alignment metric enables systematic identification of TFs that act as
drivers or brakes in cell fate determination.
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E Supplementary Contents of Whole TF’s AUC Score

Gata4

Zfp42 Esrrb Trp53 Sap30 Nr0b1

Nfya

Mybl2

Pml Tcf7l2 Trim28 Elf1 Jarid2

Suz12 Ets1 Rest Egr1

Tcfl2 Bcl3 Akt1v Sox17

Kdm5b Sox2 Nanog Utf1

Figure 8: Temporal dynamics of AUC scores for all 25 TFs identified by KINDLE. Blue scatter
points represent AUC scores at individual time points, while the red curve denotes a quadratic fitting
of these scores.

F Supplementary Contents of KINDLE Algorithm
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Algorithm 2 KINDLE Framework for GRN Inference
1: Input:
2: - Temporal expression matrix: G ∈ RN×M with N time points and M genes
3: - Spatial prior mask for teacher model:Mspatial ∈ {0, 1}M×M

4: Output: Inferred GRN adjacency matrix Gpred ∈ RM×M

5: // Teacher Training Stage, Initialize Teacher fθT with parameters ΘT

6: for epoch ∈ [1, Emax] do
7: Sample batch B ∼ G where |B| = B

8: for each sequence X(i)
1:T+W do ▷ T : Historical window, W : Prediction window

9: Partition X(i) → (X
(i)
1:T , Y

(i)
T+1:T+W ) ▷ Partition sequence into historical and future parts

10: Qt,Kt, Vt = QKV (X
(i)
1:T ) ▷ Get Q, K,V

11: At = softmax
(

QtK
⊤
t√

dk
⊙Mtemporal

)
▷ Compute temporal attention

12: Ht = AtVt ∈ RB×T×M ▷ Obatin input for spatial layer
13: Qs,Ks, Vs = QKV (ψ(Ht)) ▷ ψ: Transposition operation

14: As = softmax
(

QsK
⊤
s√

dk
⊙Mspatial

)
15: Ŷ (i) = ψ(AsVs)Wh ∈ RB×W×M ▷ Wh : Weights for output layer

16: Update ΘT ∝ ∇ΘT

[
1

BWM

∑∥∥∥Ŷ (i) − Y (i)
∥∥∥2
2

]
▷ Update teacher model parameters

17: end for
18: end for
19: return Teacher model fT (· ; ΘT )
20: // Student Distillation Stage, Initialize Student fθS with parameters ΘS and frozen Teacher fθT
21: for epoch ∈ [1, Edistill] do
22: for each X(i)

1:T+W ∈ B do
23: Partition X(i) → (X

(i)
1:T , Y

(i)
T+1:T+W )

24: Ŷ
(i)
T = fT (X

(i)
1:T ) ▷ Get teacher predictions

25: Ŷ
(i)
S = fS(X

(i)
1:T ) ▷ Get student predictions

26: Lpred = 1
BWM

∑
∥Ŷ (i)

S − Y (i)∥2 ▷ Compute student prediction loss
27: if Distillation Type = "Hard" then ▷ Choose distillation loss
28: Ldistill =

1
BWM

∑
∥Ŷ (i)

T − Ŷ (i)
S ∥22

29: else if Distillation Type = "Soft" then

30: Ldistill =
1

BWM

∑
KL

(
σ

(
Ŷ

(i)
T

τ

)∥∥∥σ( Ŷ
(i)
S

τ

))
▷ τ > 0: Softmax temperature

31: else if Distillation Type = "Bilinear" then
32: Ldistill =

1
BWM

∑
(Ŷ

(i)
T )⊤(Ŷ

(i)
S )

33: else if Distillation Type = "Gaussian" then

34: Ldistill =
1

BWM

∑
exp

(
−∥Ŷ (i)

T −Ŷ
(i)
S ∥2

2

2λ2

)
35: end if
36: Ltotal = αLpred + (1− α)Ldistill ▷ α ∈ [0, 1]: Knowledge distillation coefficient
37: Update ΘS ∝ ∇ΘS

Ltotal ▷ Update student model parameters
38: end for
39: end for
40: return Student model fS(· ; ΘS)
41: // GRN Inference Stage
42: Partition G into H subsequences {S(h)}Hh=1 with stride T
43: Initialize adjacency confidence matrix Ā = 0M×M

44: for each S(h) ∈ {S(h)}Hh=1 do
45: Ā← Ā+ 1

Hϕ(fS(S
(h))) ▷ ϕ: Extract attention matrix in student’s spatial layer

46: end for
47: return Gpred = topk(Ā) ▷ Select top k edges

29


	Introduction
	Related work
	Methodology
	Theoretical Foundation
	Teacher Model
	Student Model
	GRN Inference


	Experiments
	KINDLE Achieved State‑of‑the‑Art Performance in GRN Benchmarks
	KINDLE Identified Key TFs and Their Stage-Specific Functions
	KINDLE Predicted Lineage‑Specific Fate Changes in In‑Silico Perturbation
	Implementation Details

	Discussion and Limitations
	Supplementary Contents of Datasets and Baselines
	Datasets
	Ground Truth Networks
	Baselines

	Supplementary Contents of Benchmark Testing
	The evaluation of GRN is regarded as a binary classification problem
	GRN Benchmakring Algorithm
	AUPRC is more robust compared to AUROC

	Supplementary Contents of AUCell Algorithm
	Supplementary Contents of In Silico Perturbation
	Signal Propagation for TF Perturbation Simulation
	Cell-State Transition Estimation
	Perturbation Score Calculation

	Supplementary Contents of Whole TF's AUC Score
	Supplementary Contents of KINDLE Algorithm

