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Abstract

Sentence simplification (SS) focuses on adapt-001
ing sentences to enhance their readability and002
accessibility. While large language models003
(LLMs) match task-specific baselines in En-004
glish SS, their performance in Portuguese re-005
mains underexplored. This paper presents a006
comprehensive performance comparison of 26007
state-of-the-art LLMs in Portuguese SS, along-008
side two simplification models trained explic-009
itly for this task and language. They are evalu-010
ated under a one-shot setting across scientific,011
news, and government datasets. We benchmark012
the models with our newly introduced Gov-013
Lang-BR corpus (1,703 complex-simple sen-014
tence pairs from Brazilian government agen-015
cies) and two established datasets: PorSim-016
plesSent and Museum-PT. Our investigation017
takes advantage of both automatic metrics and018
large-scale linguistic analysis to examine the019
transformations achieved by the LLMs. Fur-020
thermore, a qualitative assessment of selected021
generated outputs provides deeper insights into022
simplification quality. Our findings reveal that023
while open-source LLMs have achieved impres-024
sive results, closed-source LLMs continue out-025
performing them in Portuguese SS.026

1 Introduction027

Sentence simplification aims to make a sentence028

more straightforward to read and understand with-029

out changing its key points (Alva-Manchego et al.,030

2020). This task offers numerous critical social031

applications, benefiting a wide range of individu-032

als (Stajner, 2021). For instance, it plays a key role033

in enhancing accessibility for people with reading034

difficulties, ensuring that texts are more approach-035

able for those who struggle with complex structures036

(Aluísio and Gasperin, 2010). It supports individ-037

uals with cognitive impairments, such as aphasia038

(Carroll et al., 1998) and dyslexia (Rello et al.,039

2013; MADJIDI and CRICK, 2024). Moreover, it040

proves valuable for non-native speakers, helping041

them navigate unfamiliar vocabulary and grammat- 042

ical forms (Paetzold and Specia, 2016). 043

In addition, text simplification has emerged as 044

an increasingly helpful NLP application to bridge 045

communication gaps in specialized fields, such as 046

medicine and law, where the lexicon is often dom- 047

inated by technical jargon and complex construc- 048

tions (Luo et al., 2022; Garimella et al., 2022). No- 049

tably, in Brazil’s public administration sector, the 050

government is required to adhere to legal principles 051

when carrying out any administrative act, including 052

the principle of transparency.1 To ensure public 053

acts are as clear and accessible as possible, it is 054

essential to use plain language in communication 055

with all those affected by the actions of public au- 056

thorities.2 The wide range of services provided to 057

citizens, such as legal and tax departments, usually 058

hold specific terms. This often forces people to hire 059

third-party services to address simple issues they 060

could resolve independently. 061

LLMs have shown remarkable performance 062

across a wide range of NLP tasks without requir- 063

ing task-specific training, leading to the belief 064

that they have the potential to solve virtually any 065

task (Brown et al., 2020; Qin et al., 2024; Yang 066

et al., 2024). This prompts the creation of bench- 067

marks in specific domains and tasks to evaluate 068

the capabilities of LLMs (Wang et al., 2018). Al- 069

though there are benchmarks in languages other 070

than English (Fenogenova et al., 2024; Thellmann 071

et al., 2024; Liu et al., 2024a), those available 072

in Portuguese are mainly limited to classification 073

tasks. (Pires et al., 2023; Garcia et al., 2024). 074

Thus, the performance of recent LLMs in the 075

1https://www.planalto.gov.br/ccivil_03/_ato20
11-2014/2011/lei/l12527.htm, https://www.camara.l
eg.br/noticias/1023177-camara-aprova-uso-de-lin
guagem-simples-na-comunicacao-de-orgaos-publico
s/

2https://www.gov.br/gestao/pt-br/assuntos/ino
vacao-governamental/cinco/cinforme/edicao_1-202
3/linguagem-simples
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task of sentence simplification in Portuguese re-076

mains largely unexplored. While some studies077

have evaluated specific LLMs for this task (Kim,078

2022; Liu et al., 2024b; Alves et al., 2023; Scaler-079

cio et al., 2024; Shardlow et al., 2024), there is no080

comprehensive, large-scale analysis that assesses081

the potential of different LLMs in Portuguese SS.082

In this paper, we study the capabilities of LLMs083

and specific simplification models on three Por-084

tuguese datasets: PorSimplesSent (Leal et al.,085

2018), Museum-PT (Scalercio et al., 2024) and086

Government Language-BR, our curated dataset087

containing complex-simple pairs from a diverse088

set of Brazilian public agencies. The datasets cover089

a wide variety of domains (science, news, and gov-090

ernment) and feature diverse simplification opera-091

tions.092

We adopt in-context learning (ICL) in a one-shot093

prompting scenario to assess LLM capabilities. We094

evaluate 26 widely used generative models, includ-095

ing both open and closed-weight models across096

several dimensions. We employ automatic eval-097

uation metrics commonly used in the SS litera-098

ture. We also quantify and compare the linguistic099

transformations the LLMs perform during simpli-100

fication. We investigate which types of one-shot101

example produce the best and worst simplifications.102

Finally, we conduct a qualitative analysis to vali-103

date our findings and to gain deeper insights into104

the quality of the generated simplifications. As105

expected, the closed-weight models usually outper-106

form their open-weight contenders. However, a107

family of open-weight LLM has achieved impres-108

sive results, even surpassing some closed-weight109

LLMs. The results from the open-weight models110

are especially significant because they are quan-111

tized to make it possible to run their inference on112

a single 24GB GPU. Our findings show that Por-113

tuguese sentence simplification can be effectively114

achieved with open-weight LLMs, even in a low-115

resource regime.116

The contributions of this paper are:117

1. An evaluation benchmark on the Portuguese118

sentence simplification task using 26 LLMs119

in a one-shot scenario.120

2. An evaluation framework including automatic121

and linguistic in-depth simplification metrics.122

3. A qualitative analysis of the results, with man-123

ual annotation of simplification operations.124

4. A newly compiled sentence simplification125

dataset with 1, 703 complex-simple sentence126

pairs, the Government Language-BR dataset. 127

We publicly release code, datasets, and gener- 128

ated outputs as a resource for SS research. 129

2 Related Work 130

2.1 Sentence Simplification 131

Most research in sentence simplification usually 132

follows a generative or an edit-based supervised 133

strategy. The first case includes sequence-to- 134

sequence models (Nisioi et al., 2017) using trans- 135

former (Vaswani et al., 2017a) architectures and 136

reinforcement learning (Zhang and Lapata, 2017), 137

leveraging external paraphrase datasets (Zhao et al., 138

2018), and integration of syntactic rules (Maddela 139

et al., 2021). In contrast, edit-based supervised 140

models use parallel complex-simple sentence pairs. 141

Alva-Manchego et al. (2017) learns which opera- 142

tions should be performed to simplify a sentence, 143

and Omelianchuk et al. (2021) predicts token-level 144

operations in a non-autoregressive manner. 145

Controllable sentence simplification involves 146

fine-grained techniques that guide generation, con- 147

ditioning simplified sentences on both the input and 148

desired attributes(Nishihara et al., 2019). These at- 149

tributes include low-level linguistic features, such 150

as dependency tree depth, word rank, number of 151

characters, Levenshtein similarity, and high-level 152

features, like the desired target level of readabil- 153

ity (Martin et al., 2020; Ristad and Yianilos, 1996). 154

Target-level simplification refers to the process 155

of generating output tailored to specific readabil- 156

ity levels or reader profiles, overcoming the need 157

for specific linguistic knowledge(Kew and Ebling, 158

2022; Chi et al., 2023; Agrawal et al., 2021; Qiu 159

and Zhang, 2024). 160

2.2 Simplification in Portuguese 161

Previous works on sentence simplification in Por- 162

tuguese that uses machine learning often rely on 163

parallel corpora. Specia (2010) proposed a Sta- 164

tistical Machine Translation (SMT) framework to 165

learn how to convert complex sentences into sim- 166

pler ones, using a parallel corpus of original and 167

simplified texts. Hartmann and Aluísio (2020) de- 168

veloped a pipeline specifically for the lexical sim- 169

plification of elementary school text in Brazilian 170

Portuguese. Given the limited resources, zero-shot, 171

few-shot, and unsupervised methods have emerged 172

as promising strategies for simplifying Portuguese 173

texts. 174

In this context, Martin et al. (2022) introduced 175
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a neural model3 trained on a large corpus of176

mined Portuguese paraphrases, using control to-177

kens. Scalercio et al., 2024 also trained a neural178

model using mined paraphrases but adopted a dif-179

ferent training procedure, learning a style represen-180

tation using context and linguistic features.181

2.3 LLM-based Simplification182

Recent work on text simplification has taken advan-183

tage of the new age of foundational LLMs through184

fine-tuning and prompt engineering to produce sim-185

plifications (Cripwell et al., 2023; Farajidizaji et al.,186

2024). Given LLMs’ strong performance, sen-187

tences can now be simplified using an off-the-shelf188

model without domain-specific training. Some spe-189

cific simplification models compared their simplifi-190

cation capabilities with LLMs to benchmark their191

performance (Sun et al., 2023; Chi et al., 2023;192

Ryan et al., 2023; Scalercio et al., 2024).193

Feng et al. (2023) analyzed the zero-/few-shot194

learning ability of LLMs to simplify sentences in195

several languages, including Portuguese. How-196

ever, their results only reached a limited number197

of LLMs and evaluation metrics. Kew et al., 2023198

is the most extensive work analyzing LLM on sen-199

tence simplification, benchmarking 44 LLMs on200

English Sentence Simplification. Our work also201

follows the tendency to benchmark LLMs on sen-202

tence simplification. Still, our study focuses on203

the Portuguese language. It provides an extensive204

linguistic analysis of the simplification process per-205

formed by the LLM, along with an investigation of206

the best one-shot examples.207

3 Experimental Setting208

3.1 Datasets209

We assess LLMs on Portuguese SS using three210

datasets spanning different domains and styles.211

PorSimplesSent (Leal et al., 2018) was built212

from the parallel corpus PorSimples (Aluísio and213

Gasperin, 2010). It features multiple versions, dis-214

tinguishing whether the complex texts were split215

during simplification. To allow comparison with216

previous work, we use the same test set as Scalercio217

et al., 2024 where the complex sentences remain218

unsplit. It comprises a total of 606 sentences for219

the test set.220

Museum-PT is a document simplification221

dataset proposed in Finatto and Tcacenco (2021)222

with its sentences aligned in Scalercio et al. (2024).223

3https://github.com/facebookresearch/muss.git

The set comprises written texts accompanying ex- 224

periments and objects from science and technology 225

museums, aimed at a general audience. For bench- 226

marking the models on SS, we selected all aligned 227

sentences, totaling 476 complex-simple pairs. 228

Both PorSimplesSent and Museum-PT datasets 229

originated from simplifications carried out by lin- 230

guists, aiming to reduce or eliminate complexity 231

by applying Plain Language4 techniques and ad- 232

hering to principles of Textual and Terminological 233

Accessibility (Saggion and Hirst, 2017). 234

Moreover, we propose and evaluate LLMs on 235

Brazilian Government Language (Gov-Lang- 236

BR), a new dataset containing 1,703 complex- 237

simple pairs. To construct this dataset, we gathered 238

publicly available pairs of texts and their simplified 239

versions from various Brazilian government agency 240

websites, encompassing federal, state, and munic- 241

ipal levels. These sentences are closely aligned 242

with the goals of the respective agency. For in- 243

stance, some are collected from a municipal plan- 244

ning agency focused on making financial and plan- 245

ning terminology more accessible to the general 246

public. The simplifications were refined with the 247

expertise of domain specialists and plain-language 248

experts . The distribution of the data according to 249

its source together with further statistics are in the 250

Appendix A. 251

3.2 Large Language Models 252

We investigate a total of 26 LLMs with different 253

sizes, architectures, and training objectives, includ- 254

ing open-weight and closed-weight models. Open- 255

weight models refer to those whose trained weights 256

are accessible, enabling users to host them indepen- 257

dently. The open-weight models we consider range 258

from 3 to 72 billion parameters, all based on the 259

transformer architecture (Vaswani et al., 2017b). 260

All have undergone a self-supervised pre-training 261

stage. Some models leverage instruction-tuning, 262

i.e., fine-tuning a pre-trained base model on labeled 263

instruction-response pairs from diverse tasks. 264

In comparison, closed-weight models refer to 265

those whose weights are kept private and can be 266

queried only through APIs. We included as many 267

as possible the models that perform best according 268

to the open Portuguese LLM leaderboard5. The 269

4https://www.iso.org/obp/ui#iso:std:iso:24495:
-1:ed-1:v1:en,https://snow.idrc.ocadu.ca/accessi
ble-media-and-documents/text-simplification-gui
dlines/

5https://huggingface.co/spaces/eduagarcia/ope
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open-weight models include variants of the Qwen270

family (Bai et al., 2023a), OLMo (Groeneveld et al.,271

2024a), LLaMA models (Touvron et al., 2023b),272

Phi-3 models (Abdin et al., 2024a), and a model273

from Google Gemma family (Team et al., 2024b).274

The closed-weight models are developed by Ope-275

nAI6, Cohere7, and Maritaca AI8, the first due to276

the popularity of GPT-based models, the second277

due to their multilingual training, and the third be-278

cause it provided the first PT-BR language-based279

LLM, the Sabiá model (Pires et al., 2023). Details280

on each family of models and the characteristics of281

the open-weight LLMs are in the Appendix B.282

3.3 Baselines283

Our evaluation uses two recent, robust baselines284

trained for Portuguese SS.285

MUSS-Unsupervised (Martin et al., 2022):286

This is an unsupervised multilingual simplification287

method that fine-tunes BART (Lewis et al., 2020),288

leveraging paraphrases and control tokens from289

ACCESS (Martin et al., 2020) during training.290

Enhancing-PT-SS (Scalercio et al., 2024): This291

is an unsupervised Portuguese-only simplification292

method that employs a T5 (Raffel et al., 2020)293

Seq2Seq model enhanced with an extra T5 encoder.294

The extra encoder learns a style representation that295

aids the decoder during generation. This model is296

also fine-tuned in mined paraphrase pairs.297

3.4 Inference details298

We run inference on local GPUs using the LM Stu-299

dio9 framework for open-weight models. Unless300

otherwise specified, we load the models with 4-bit301

quantization (Q4_K_M method), which allows us302

to run inference efficiently on a single RTX4090303

24GB GPU. We use the APIs provided by Cohere,304

OpenAI and Maritaca AI for closed-weight models.305

Following previous work (Kew et al., 2023), we use306

Nucleus Sampling with a probability of 0.9, a tem-307

perature of 1.0, and a context size of 1024 tokens.308

For our one-shot exemplars, we selected four differ-309

ent complex-simple pairs, each performing a differ-310

ent type of simplification: syntactic simplifications,311

changes in phrase order, anaphora resolution, and312

eliminating redundant information. We perform313

inferences using each one individually. We also314

n_pt_llm_leaderboard
6https://openai.com/
7https://cohere.com/
8https://www.maritaca.ai/
9https://lmstudio.ai/

perform each inference run three times to account 315

for the probabilities. Thus, we generate twelve sim- 316

plifications for each input sentence and aggregate 317

the results for each metric. We adopted a single 318

prompt throughout the experiments. More details 319

about the demonstration examples and prompts are 320

in Appendix E. 321

3.5 Automatic and Linguistic Metrics 322

Our evaluation comprises automatic metrics widely 323

used in text simplification task (Sheang and Sag- 324

gion, 2021; Martin et al., 2022), which are also 325

readily applicable to Portuguese. We measure 326

simplicity using SARI (Xu et al., 2016), mean- 327

ing preservation using BERTScore (Zhang* et al., 328

2020) and BLEU (Papineni et al., 2002). These 329

metrics are computed using the EASSE package 330

(Alva-Manchego et al., 2019)10. We also report the 331

percentage (%) of unchanged outputs (i.e., exact 332

copies), following Agrawal and Carpuat (2023). 333

To gain insights into the simplification process 334

performed by LLMs, we devised a morphosyntac- 335

tic analysis, comparing model-generated to experts- 336

produced sentences (Section 4.2). The 18 linguistic 337

metrics used in this analysis were developed based 338

on linguistic hypotheses about complexity. These 339

hypotheses are derived from descriptive corpus- 340

based studies (Charles, 2013) and psycholinguistic 341

research on language processing complexity (Juola, 342

1998; Gibson, 1998; Corrêa et al., 2019), adapted 343

to align with the available tagset for automatic mor- 344

phosyntactic analysis of texts. 345

From the 18 metrics, we take a closer look at 346

the four that exhibited the most variation when 347

comparing the original sentences with their respec- 348

tive expert-produced references. This analysis fo- 349

cuses exclusively on the Museum-PT and PorSim- 350

plesSent datasets, as their references are certainly 351

linguist-produced texts. The four selected metrics 352

are: (1) Lemma/Token Ratio (LTR) that measures 353

lexical diversity; (2) Ratio of passive to active voice 354

verbs (P/A) to measure more direct constructions; 355

(3) Proportion of adverbial clauses preceding the 356

main clause (AdvLeft), capturing sentence struc- 357

ture tendencies; and (4) Ratio of fully developed to 358

reduced relative clauses (D/R), reflecting syntactic 359

simplifications. Appendix C details the 18 metrics 360

and their values across the datasets. 361

10https://github.com/feralvam/easse
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PorSimplesSent Museum-PT Gov-Lang-BR
SARI BScore SARI BScore SARI BScore

Baseline MUSS 38.30 .8976 39.31 .8534 28.00 .8221
Enhanc-PT-SS 39.64 .9024 41.62 .8550 31.84 .8129

Open-
weight
LLM

aya-23-8b 33.87 .8534 43.61 .8269 41.61 .7799
gemma2-27b-it 30.84 .8352 41.12 .8130 41.13 .7808
llama-3.1-8b-instruct@q4_k_m 30.17 .8289 40.28 .8101 41.27 .7793
mistral-7b-instruct-v0.3 33.08 .8465 41.32 .8154 40.07 .7892
qwen2-7b-instruct@q4_k_m 35.75 .8661 44.54 .8319 41.85 .7969
qwen2-72b-instruct 34.69 .8576 43.94 .8296 41.19 .7818
qwen2.5-7b-instruct@q8_0 36.30 .8694 44.51 .8354 43.54 .7998
qwen2.5-7b-instruct@q4_k_m 36.61 .8701 44.20 .8347 43.50 .7980
qwen2.5-14b-instruct 33.96 .8534 43.42 .8183 42.86 .7844
qwen2.5-32b-instruct 35.81 .8651 45.74 .8369 44.05 .8021
deepseek-r1-distill-qwen-7b 34.95 .8523 39.11 .8120 38.63 .7783
deepseek-r1-distill-qwen-32b 36.46 .8689 44.69 .8352 43.91 .8019

Closed-
weight
LLM

Command-r-08-2024 32.60 .8329 42.79 .8110 44.35 .7924
GPT3.5-Turbo 38.18 .8805 47.23 .8468 - -
GPT4o-mini 39.75 .8838 48.92 .8508 45.14 .8155
o1-mini 39.26 .8472 47.26 .8252 45.24 .7808
Sabia-2-small 38.16 .8732 44.44 .8353 44.29 .8172
Sabia-3 35.12 .8546 44.72 .8270 42.56 .7889

Table 1: Simplification (SARI) and Meaning Preservation (BERTScore) metrics for the best-performing LLMs and
baselines. The best SARI and BERTScore results for Baselines, and open- and closed-weight LLMs are in bold.

4 Quantitative Results362

4.1 Automatic Evaluation363

We evaluate all LLMs and baselines automatically364

on the three datasets. Table 1 reports the SARI and365

BERTScore results of the best-performing LLMs366

and baselines. The complete results for the 26367

LLMs are in Appendix D. We observe that the368

closed-weight gpt4o-mini achieved the best re-369

sults overall. However, the qwen2.5-7b-instruct,370

qwen2.5-32b-instruct and Sabia-2-small models371

also performed well across all datasets, staying372

close to GPT models. Scaling the size of the373

LLM did not improve performance for all mod-374

els. For example, qwen2.5-14b-instruct and qwen2-375

72b-instruct models were outperformed by smaller376

versions in all datasets. Sabia-2-small also outper-377

formed Sabia-3 in two of the three datasets. Quanti-378

zation using 4 bits achieved similar or better results379

than with 8 bits. Notably, the reasoning model380

o1-mini achieved decent simplification but lost sig-381

nificant meaning. Designed to break down complex382

problems step by step, they often introduce exces-383

sive explanations and additional context instead of384

condensing information (Cuadron et al., 2025).385

Many top-ranked models performed poorly, 386

likely because the leaderboard evaluates only clas- 387

sification tasks, excluding generation. Given the 388

small test sets, we used the Paired Bootstrap Re- 389

sampling test (Koehn, 2004) to assess the statistical 390

significance of the SARI scores. More than one 391

bolded LLM in the same column indicates no sta- 392

tistical superiority among them, with a 95% signifi- 393

cance level. 394

In PorSimplesSent, OpenAI’s GPT4o-mini out- 395

performs all other tested LLMs according to SARI, 396

with GPT3.5-Turbo, Sabia-2-small and both base- 397

lines very close to it. Meanwhile, we can see that 398

only qwen2.5-7b-instruct and r1-distill-qwen-32b 399

are competitive for open-weight contenders, achiev- 400

ing the best balance between simplicity and mean- 401

ing preservation according to automatic metrics. 402

In this dataset, both baselines achieved the high- 403

est meaning preservation metric. This can be ex- 404

plained by the fact that the reference sentences are 405

not very different from the input sentences, indicat- 406

ing a non-aggressive simplification process. This 407

favors baselines that make fewer changes to the 408

input. This can be confirmed by their high value of 409

the % of unchanged outputs metric (Appendix D). 410
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In Museum-PT, we observe a decrease in mean-411

ing preservation compared to the PorSimplesSent412

dataset. This can be explained by the particular do-413

main, with many words and phrases coming from414

the subject of physics. In terms of simplicity, GPT415

models outperform all LLMs and baselines by a416

reasonable margin. This superiority might indicate417

a higher and broader level of training data than the418

other LLMs. qwen2.5-32b-instruct and Sabiá mod-419

els also achieved good results, with a good balance420

between content preservation and simplicity.421

In Gov-Lang-BR, GPT4o-mini and Sabia-2-422

small achieved the highest values for both metrics,423

with very similar values. Although Sabia-2-small424

achieved the highest value for content preserva-425

tion, GPT4o-mini achieved the highest simplicity426

metric. The optimal result of the Brazilian lan-427

guage model is probably because this dataset is the428

most specific to Brazilian Portuguese, containing429

many legal terms and terminology from the Brazil-430

ian public administration. qwen2.5-32b-instruct431

and r1-distill-qwen-32b are competitive, achieving432

the best balance between simplicity and meaning433

preservation according to automatic metrics, and434

having a SARI score next to GPT4o-mini. Since435

GPT4o-mini outperforms GPT3.5T and is cheaper,436

the latter was not evaluated on the Gov-Lang-BR.437

4.2 Morphosyntactic analysis of the Sentence438

Simplification task439

We perform a large-scale linguistic analysis of the440

transformations performed during the simplifica-441

tion by the GPT3.5-Turbo and GPT-4o-mini. For442

the PorSimplesSent and Museum-PT datasets, we443

analyze the simplifications of GPT-3.5 Turbo LLM444

and not GPT-4o-mini, as the latter was not yet avail-445

able at the time of the analysis. To interpret the446

simplification process carried out by LLMs and447

determine what they are doing or failing to do, we448

performed a morphosyntactic analysis of simplifi-449

cations generated by both humans and LLMs.450

As Section 3.4 explains, twelve simplifications451

are generated for each input sentence during infer-452

ence. Two sets of simplified sentences were cre-453

ated to perform a linguistic analysis of the LLM’s454

simplifications. One set always contains the best-455

generated sentence among the twelve, and the other456

contains the worst, both according to the SARI457

metric. For each dataset, we morphosyntactically458

annotated four sets of data: the original complex459

sentences, their respective human simplification460

references, the best simplifications generated by 461

the LLM, and the worst ones. With this approach, 462

we expect to measure the full spectrum of simplifi- 463

cations generated by the LLM. Initially, these sets 464

were annotated morphosyntactically using the UD- 465

Pipe model trained on a scientific treebank (Straka 466

et al., 2016; de Souza et al., 2021). Then, we cal- 467

culate the linguistic metrics and choose the most 468

impacted simultaneously in PorSimplesSent and 469

Museum-PT datasets (Section 3.5). 470

Dataset Linguistic Metrics
LTR P/A AdvLeft D/R

PorSimplesSent
Complex .224 .010 .49 .81
Simple .198 .009 .26 1.03
BestGPT3.5T .216 .012 .26 .99
WorstGPT3.5T .227 .012 .26 .93
Museum-PT
Complex .147 .016 .33 .91
Simple .128 .005 .54 2.56
BestGPT3.5T .159 .012 .35 1.34
WorstGPT3.5T .165 .018 .30 1.09
Gov-Lang-BR
Complex .050 .011 .071 .59
Simple .062 .014 .051 .67
BestGPT4o-m .052 .013 .054 1.28
WorstGPT4o-m .052 .013 .058 1.21

Table 2: Linguistic Metrics for three datasets

The results in Table 2 point out to what extent 471

the language models followed or diverged from the 472

human simplification trends. The PorSimplesSent 473

and Museum-PT datasets show that the best sim- 474

plification set metrics are always closer to the ref- 475

erence metrics than the worst simplification set. It 476

indicates that our chosen linguistic metrics indeed 477

correlate with the SARI metric. 478

Moreover, despite the high SARI metric ob- 479

tained by the best set, there is still room for im- 480

provement in the simplifications compared to the 481

linguistic metrics of the reference set. In particu- 482

lar, the passive-to-active voice, the developed-to- 483

reduced relative clauses, and the LTR metrics can 484

be significantly improved in both the Museum-PT 485

and PorSimplesSent to achieve reference standards. 486

Regarding the Gov-Lang-BR dataset, we ob- 487

serve that its reference sentences do not follow 488

two of the three trends observed in the other two 489

datasets. We see an increase in the lexical diversity, 490

indicated by the LTR metric, and in the passive-to- 491
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Figure 1: Distribution of the one-shot type for the worst and best simplifications generated by the GPT4o-mini.

Dataset Worst
SARI

Average
SARI

Best
SARI

PorSimplesSent 31.37 39.75 49.27
Museum-PT 40.62 48.92 57.47

Gov-Lang-BR 37.69 45.14 53.53

Table 3: Range of SARI values reached by GPT4o-mini
LLM

active voice ratio. This is likely due to the fact that492

there is no guarantee that linguists specialized in493

plain language were involved in its creation. A fact494

that supports this hypothesis is that the developed-495

to-reduced relative clause metric obtained by the496

LLM, both for the best and worst sets, was higher497

than that of the reference set.498

4.3 One-shot Exemplars Analysis499

For each dataset, if we generate two sets of sen-500

tence simplifications – one by consistently select-501

ing the simplification with the lowest SARI score502

among the twelve generated by the LLM, and the503

other by selecting the one with the highest SARI504

score – we can establish the minimum and maxi-505

mum performance extremes of the LLMs accord-506

ing to the SARI metric. Looking at these values507

in Table 3 for the GPT4o-mini model, we can see508

that this range can vary significantly. This vari-509

ance comes from the stochastic nature of the LLM510

and the type of one-shot exemplar provided to the511

LLM during inference. While making it determin-512

istic would compromise its behavior, the one-shot513

example can be selected to optimize the results.514

Here, we investigate whether exemplar type im-515

pacts simplification performance or if the choice is516

negligible. To this end, we identify which exemplar517

type yields the best and worst simplifications for518

each complex sentence.519

Figure 1 shows the distribution of the best and 520

worst one-shot simplification types. As we can see, 521

the anaphora resolution and sentence reordering 522

examples are rarely the best simplification types 523

in all datasets and are the worst with a higher fre- 524

quency. The elimination of redundant information 525

was the most successful exemplar in the Gov-Lang- 526

BR dataset, being the best almost 40% of the time 527

and the worst only about 15% of the time. In both 528

PorSimplesSent and Museum-PT datasets, the syn- 529

tactic simplification type produces the best simpli- 530

fications more than 40% of the time and the worst 531

about 30% of the time. 532

The overall results indicate that exemplars with 533

syntax and lexical edits are more likely to impact 534

the simplification process. Public language tends 535

to be bureaucratic, with technical jargon, and of- 536

ten verbose, making using examples with lexical 537

changes and eliminations sensible. On the other 538

hand, examples simplifying structure seem to aid 539

LLMs more in journalistic and scientific styles. 540

5 Qualitative Analysis 541

Automatic metrics are recognized for having lim- 542

itations and are not always entirely reliable (He 543

et al., 2023). We perform a human qualitative 544

analysis on 180 system outputs to alleviate this 545

issue. We follow a mix of bottom-up and top-down 546

strategies for conducting the manual analysis (van 547

Miltenburg et al., 2021). The bottom-up refers to 548

selecting the three LLMs with the best-observed 549

results following the SARI metrics. Then, for each 550

dataset, we randomly select 20 simplifications from 551

each one of them for annotation11. Next, the top- 552

down component of the strategy involves defining 553

eight key questions related to the simplification 554

11Annotations were answered by one of the authors and
reviewed by another.
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Model-Dataset %S %MP %L %S %D %Sp %R %H
Qwen2.5-7B-PorSimplesSent 75.0 65.0 80.0 60.0 55.0 0.0 25.0 0.0
Qwen2.5-7B-Museum-PT 85.0 80.0 70.0 65.0 45.0 0.0 25.0 0.0
Qwen2.5-7B-Gov-Lang-BR 65.0 65.0 85.0 60.0 75.0 5.0 10.0 5.0
Qwen2.5-7B 75.0 70.0 78.3 61.7 58.3 1.7 20.0 1.7
Sabia-2-S-PorSimplesSent 65.0 70.0 65.0 65.0 45.0 0.0 30.0 10.0
Sabia-2-S-Museum-PT 80.0 65.0 55.0 50.0 55.0 0.0 20.0 5.0
Sabia-2-S-Gov-Lang-BR 50.0 40.0 65.0 35.0 85.0 0.0 5.0 5.0
Sabia-2-S 65.0 58.3 61.7 50.0 61.7 0.0 18.3 6.7
GPT4o-m-PorSimplesSent 85.0 85.0 60.0 55.0 50.0 5.0 25.0 5.0
GPT4o-m-Museum-PT 100 85.0 85.0 65.0 60.0 0.0 25.0 0.0
GPT4o-m-Gov-Lang-BR 90.0 70.0 85.0 75.0 75.0 0.0 0.0 0.0
GPT4o-m 91.7 80.0 76.7 65.0 61.7 1.7 16.7 1.7

Table 4: Results of our qualitative analysis. The questions are S: accepted simplification, MP: meaning preserved, L:
lexical edit, S: syntactic edit, R: reordering, D: deletion, Sp: sentence splitting, H: hallucination.

process. These questions aim to assess different as-555

pects of the generated simplifications: Is the output556

a valid simplification?, Is the meaning preserved?,557

Was there a lexical change?, Was there a syntac-558

tic change?, Was there a deletion operation?, Was559

there a sentence splitting?, Was there a sentence560

reordering?, Is the output a hallucination?.561

We followed the types of edit operations de-562

scribed in Heineman et al., 2023, but we assumed563

it was unnecessary to annotate whether there was564

a lexical insertion specifically. The question re-565

garding content preservation already addresses the566

cases of added information, making further con-567

sideration redundant. We consider a simplification568

valid if it is simpler than the input and has no inap-569

propriate changes to the original text’s meaning and570

ungrammatical outputs. The meaning is preserved571

if the general information remains in the simplified572

sentence. We annotate a simplification as a halluci-573

nation if the generation possesses information that574

is not in the input and cannot be directly inferred.575

Table 4 shows the results of this analysis.576

Similarly to the findings of automatic results,577

GPT4o-mini is the best model, considering both578

simplification and meaning preservation capabil-579

ities. However, the superiority of Sabia-2-small580

compared with Qwen2.5-7B was not observed in581

terms of both simplicity and meaning preservation.582

This poor result came mainly from the negative583

analysis of the Gov-Lang-BR dataset, which con-584

tains many long sentences that make the simpli-585

fication process quite difficult, misleading the au-586

tomatic metrics. Since only 20 sentences from587

this model were evaluated in this dataset, random-588

ness may have contributed to this poor result. We 589

also observed that Qwen2.5-7B and GPT4o-m have 590

very similar distributions of operations, with high 591

values of lexical and syntactic operations. On the 592

other hand, Sabia-2-small has fewer lexical and 593

syntactic operations and much more hallucinations. 594

6 Conclusion 595

This paper evaluated how recent LLMs perform in 596

Portuguese SS in the one-shot in-context learning 597

scenario. We found that the best LLMs outperform 598

baselines trained specifically for the task, while 599

also producing a more diverse set of simplifications. 600

We also established that closed-weight models per- 601

form better than open-weight ones. However, the 602

best open-weight LLM achieved very competitive 603

results. Our qualitative analysis endorsed the re- 604

sults of the automatic metrics in this regard. We 605

demonstrated that 7B and 32B LLMs can achieve 606

good results on a single 24GB GPU using modern 607

quantization techniques. 608

The linguistic metrics extracted from the best 609

performing LLMs showed that LLMs still have a 610

gap to fill when comparing their simplifications 611

to those generated by humans. Our analyses of 612

the one-shot exemplars revealed that syntactic and 613

lexical simplification examples are more suitable 614

for prompting the LLM, being the most likely ex- 615

amples to generate the best simplification. This 616

benchmark has established a solid base to guide fu- 617

ture Portuguese SS research. Future research could 618

investigate alternative document-level simplifica- 619

tion methods and incorporate pre-trained LLMs in 620

fine-tuning or retrieval-based scenarios. 621
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Limitations622

While our study provides valuable benchmark re-623

sults for the sentence simplification task in Por-624

tuguese, there are some limitations that should be625

acknowledged. First, we cannot guarantee that the626

simplified sentences in Gov-Lang-BR were sub-627

jected to linguistic validation by experts. We could628

not acquire this information from the administra-629

tive sectors that make the sentences available on630

their web page. This way, although the data reflects631

real-world usage, the lack of formal validation may632

introduce noise, particularly in the case of regional633

and colloquial variations in Portuguese, or lack of634

a unified guide of simplification. Moreover, while635

we motivate our work by analyzing a language less636

explored than English, for example, our findings637

cannot generalize to other languages or even to638

other variations of Portuguese spoken in less repre-639

sented countries like Mozambique.640

Second, our approach relied on one-shot and641

in-context learning, rather than fine-tuning LLMs.642

While this choice was made to test the general643

adaptability of LLMs without additional training,644

it limits the depth of model optimization that could645

have been achieved through more focused fine-646

tuning. In practice, fine-tuning a specific Por-647

tuguese dataset could yield better performance and648

more precise handling of linguistic nuances.649

Finally, due to resource constraints, we could650

not conduct as many experiments as would have651

been ideal for a thorough exploration of the model’s652

capabilities. Given infinite resources, additional ex-653

periments—including hyperparameter tuning and654

fine-tuning large and small language models could655

have provided more comprehensive insights.656

Ethics Statement657

In the context of sentence simplification, it is es-658

sential to acknowledge the ethical considerations659

related to simplifying texts without taking into ac-660

count the specific needs or abilities of the individu-661

als receiving the simplified content. Simplification662

without understanding the unique challenges of the663

target audience – whether related to cognitive dis-664

abilities, language proficiency, or educational back-665

ground – risks reducing the accessibility of the text.666

This one-size-fits-all approach may oversimplify667

content, stripping it of important nuance, context,668

or meaning. Moreover, by not regarding the level669

of simplification to the individual’s needs, we may670

unintentionally disempower users who require dif-671

ferent levels of complexity in the text. Some users 672

might benefit from simplified language, while oth- 673

ers might need different types of assistance, such 674

as more detailed explanations or visual aids, to 675

better understand complex ideas. Failing to ac- 676

count for these factors could perpetuate inequities 677

in access to information, particularly for marginal- 678

ized groups or individuals with specific learning 679

or language challenges. In light of these concerns, 680

future work on sentence simplification should con- 681

sider a more inclusive approach that accounts for 682

individual differences in language processing and 683

comprehension. 684
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A Gov-Lang-BR Information1347

Table 5 displays the distribution of sentences in the1348

dataset according to their originating government1349

agency.1350

As can be observed, most of the data came from1351

the executive branch, but there are also 52 exam-1352

ples originating from judicial branch courts. The1353

language originating from the judiciary is more fo-1354

cused on legal terms. On the other hand, texts from1355

Agency Level Branch #Pairs
INMETRO FederalExecutive 63
Secretaria de Planeja-
mento – Niterói

City Executive 1487

Secretaria de Fazenda –
Mato Grosso

State Executive 101

Tribunal de Justiça –
Rio de Janeiro

State Judicial 4

Tribunal de Justiça –
Rio Grande do Sul

State Judicial 40

Tribunal Regional
Eleitoral – Paraná

FederalJudicial 8

Total 1703

Table 5: Distribution of Sentence Pairs by Government
Agency

the executive branch, sourced from departments of 1356

finance, planning, and regulatory agencies, focus 1357

on administrative terms specific to the tax and fi- 1358

nancial areas. In the case of the regulatory agency 1359

INMETRO (National Institute of Metrology, Qual- 1360

ity, and Technology), the texts describe technical 1361

terms outlining inspection procedures. 1362

Table 6 displays some surface statistics of the 1363

three corpora used.

Dataset Style # Sen-
tences

Tokens
per Sen-
tence

PorSimplesSent Complex 606 22.52
Simple 606 21.88

Museum-PT Complex 476 21.44
Simple 476 15.60

Gov-lang-BR Complex 1703 33.49
Simple 1703 21.15

Table 6: Statistics of Different Datasets

1364

B LLM Details 1365

Table 7 presents the characteristics of the 20 se- 1366

lected open-weight LLMs, including quantization 1367

type, number of parameters, and Hugging Face 1368

model name. 1369

Below, we briefly describe some information 1370

related to each LLM considered in this paper. 1371

1. GPT (Generative Pre-trained Trans- 1372

former) (Brown et al., 2020) is one of 1373

the most widely recognized large language 1374

models. We considered the 3.5, 4o-mini 1375
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and o1-mini versions of GPT, all of them1376

were trained by OpenAI along the years1377

with increasing data and larger architecture.1378

They are pre-trained on vast amounts of text1379

data from the internet. o1-mini is a more1380

affordable reasoning model from openAI.1381

These models excel at a wide range of tasks,1382

including text generation, translation, summa-1383

rization, and code completion (Basyal and1384

Sanghvi, 2023; Wu and Hu, 2023; Li et al.,1385

2024; Izadi et al., 2024). GPT models are1386

known for their general-purpose capabilities.1387

However, GPT is a closed-weight model,1388

accessible only via API or downloadable1389

software, with its architecture and training1390

details unavailable to the public.1391

2. Qwen (Bai et al., 2023b)12, created by Al-1392

ibaba, is an advanced LLM stably pretrained1393

for up to 3 trillion tokens of multilingual data1394

(with a focus on Chinese and English) with a1395

wide coverage of domains (Bai et al., 2023b).1396

It includes models designed for various tasks1397

such as text creation, translation, dialogue sim-1398

ulation, and even multimodal tasks involving1399

audio, vision, and structured data. The Qwen1400

series includes models with 7, 14, and up to1401

72 billion parameters, with instruction-tuned1402

versions for better alignment with user needs.1403

A notable feature of Qwen is its use of a tech-1404

nique called Group Query Attention (Ainslie1405

et al., 2023), which optimizes performance1406

by improving both speed and memory effi-1407

ciency during inference. We also evaluated1408

dense models based on the Qwen architec-1409

ture, distilled from DeepSeek-R1 (DeepSeek-1410

AI et al., 2025), a reasoning model that has1411

achieved strong performance across multiple1412

LLM benchmarks.1413

3. LLaMA (Touvron et al., 2023a), developed by1414

Meta AI, is a family of open-source LLMs that1415

has evolved through several iterations, with1416

the latest being Llama 3, is an open-source1417

model under Meta’s licensing designed for1418

efficiency and accessibility. The models are1419

pre-trained on an extensive dataset of approxi-1420

mately 15 trillion tokens, providing them with1421

a broad knowledge base for tasks such as text1422

generation, multilingual translation, and more.1423

LLama 3 includes a more efficient tokenizer,1424

12https://github.com/QwenLM/Qwen2.5

group Query Attention, extended context win- 1425

dow, and multimodal capabilities. Llama 3 1426

is designed to be a competitive open-source 1427

alternative to proprietary models like GPT-4, 1428

with a strong focus on multilingual capabili- 1429

ties and computational efficiency. 1430

4. Command-R 13 is part of Cohere’s series of 1431

enterprise-grade language models designed 1432

specifically for retrieval-augmented genera- 1433

tion (RAG) and tool use at a production 1434

scale. This model has a 128K token con- 1435

text limit, allowing it to handle long, com- 1436

plex conversations and detailed queries ac- 1437

curately. Command-R integrates with other 1438

Cohere tools, such as Embed and Rerank, 1439

further enhancing its ability to retrieve and 1440

optimize relevant information for end-users. 1441

The latest version, Command-R+ (released 1442

in 2024), offers efficiency, latency, and per- 1443

formance improvements while maintaining 1444

a lower computational cost than models like 1445

GPT-4. It is well-optimized for multilingual 1446

tasks, handling over 10 languages (including 1447

Portuguese). Aya-23 (Aryabumi et al., 2024), 1448

also developed by Cohere, is an open weights 1449

research release of an instruction fine-tuned 1450

model with highly advanced multilingual ca- 1451

pabilities. It covers 23 languages, including 1452

Portuguese. 1453

5. Mistral 7b14, trained by the AI French startup 1454

of the same name, is an open-weight LLM 1455

released in September 2023. Mistral uses 1456

Grouped-query attention for faster inference 1457

and Sliding Window Attention to handle 1458

longer sequences at smaller cost. It supports 1459

multiple languages, including Portuguese, 1460

along with 80+ coding languages. The model 1461

is accessible under both non-commercial and 1462

commercial licenses. 1463

6. OLMo (Groeneveld et al., 2024b) devel- 1464

oped by AI2, is designed to accelerate re- 1465

search and development in language model- 1466

ing by providing a fully transparent frame- 1467

work. Unlike most language models that only 1468

release weights and inference code, OLMo 1469

offers open access to training data, training 1470

13https://docs.cohere.com/docs/command-r
14https://mistral.ai/news/announcing-mistral-7

b/
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code, evaluation code, and intermediate check-1471

points, allowing researchers to thoroughly1472

study the impact of pretraining and architec-1473

ture decisions. This transparency supports1474

a deeper understanding of LLMs’ behavior,1475

biases, and performance. OLMo has been1476

trained on the Dolma dataset, composed of 31477

trillion tokens from various data sources, in-1478

cluding web content, books, code repositories,1479

and academic publications. This open dataset1480

is structured to allow researchers to experi-1481

ment with and reproduce the effects of differ-1482

ent data curation and filtering techniques on1483

model performance. OLMo currently comes1484

in models with 1B and 7B parameters. It has1485

demonstrated competitive performance across1486

a range of NLP benchmarks.1487

7. The Phi (Li et al., 2023; Abdin et al., 2024b)1488

family of models, developed by Microsoft,1489

represents a series of small language mod-1490

els (SLMs) designed to offer impressive per-1491

formance with fewer parameters. The Phi-1492

3 series, introduced in 2024, includes mod-1493

els ranging from 3.8 billion to 14 billion pa-1494

rameters, and despite their smaller size, these1495

models achieve results comparable to much1496

larger models like GPT-3.5. Phi-3-mini is a1497

3.8 billion parameter model capable of han-1498

dling up to 128K tokens. Phi-3-medium has1499

14 billion parameters and was trained on 4.81500

trillion tokens. Microsoft’s focus is on opti-1501

mizing datasets—using high-quality, filtered1502

web data and synthetic data. Phi models are1503

also available for use and further development1504

on models hub platforms.1505

8. Gemma15 (Team et al., 2024a,c) is a family1506

of lightweight, open-source language models1507

developed by Google DeepMind, based on1508

the technology behind the Gemini models. It1509

includes models with 2 billion and 7 billion pa-1510

rameters, optimized for processing up to 81921511

tokens at once. Gemma’s key architectural1512

features include GeGLU activation functions1513

and multi-query attention for the 2B model,1514

which helps with efficiency. In comparison,1515

the 7B model uses multi-head attention for1516

richer representations. Gemma’s large vocab-1517

15https://developers.googleblog.com/en/gemma-e
xplained-overview-gemma-model-family-architectur
es/

ulary size (256,000 tokens) allows it to handle 1518

diverse inputs, including multilingual text. 1519

9. Sabiá (Pires et al., 2023) is a family of LLMs 1520

designed explicitly for Portuguese, developed 1521

by Maritaca AI. These models were built upon 1522

popular architectures like LLaMA and GPT-J 1523

but are fine-tuned on a vast corpus of Por- 1524

tuguese text. This specialization allows Sabiá 1525

to outperform many English-centric or mul- 1526

tilingual models on tasks involving the Por- 1527

tuguese language. The models were evaluated 1528

using the Poeta benchmark, consisting of 14 1529

Portuguese datasets spanning different NLP 1530

tasks such as text classification, natural lan- 1531

guage inference, etc. Results show that by 1532

focusing solely on Portuguese allows Sabiá 1533

models to capture linguistic nuances specific 1534

to the language better, giving them an edge 1535

in understanding and generating Portuguese 1536

text. The model is open-source and available 1537

for further experimentation via platforms like 1538

Hugging Face. Since its first version, Sabiá 1539

has evolved to models trained with larger ar- 1540

chitecture and corpora. 1541

C Linguistic Metrics Selection 1542

18 morphosyntactic characteristics have been con- 1543

sidered to compare the original sentences, refer- 1544

ences simplified by humans, and simplified texts by 1545

GPT3.5-Turbo. Table 8 presents their values along 1546

with the number of tokens, sentences, and entries 1547

for each dataset. We selected only four of them to 1548

compose the model’s simplifications comparison 1549

because, in only four of them, the human simplifi- 1550

cations were consistent across datasets. Here, we 1551

explain each of the tested metrics: 1552

Number of tokens per sentence: higher num- 1553

bers indicate longer sentences. 1554

Type/Token Ratio (TTR): higher numbers indi- 1555

cate greater lexical diversity (considering the form 1556

of words). The calculation is made by dividing the 1557

number of unique tokens by the total number of 1558

tokens in the corpus. 1559

Lemma/Token Ratio (LTR): higher numbers 1560

indicate greater lexical diversity (considering the 1561

uninflected form – the lemma – of words). The cal- 1562

culation is made by dividing the number of unique 1563

lemmas by the total number of tokens in the corpus. 1564

Comma to token ratio: a higher number of 1565

commas may indicate a greater number of syntactic 1566

shifts. 1567
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Clause to sentence ratio: a higher number of1568

clauses indicates a greater number of verb heads.1569

Sentence to entry ratio: higher numbers indi-1570

cate more segmentation of original texts into multi-1571

ple sentences.1572

In the example below, the simplified entry (2)1573

consists of 3 sentences, while the original entry1574

(1) consists of only one sentence. In this case, the1575

sentence-to-entry ratio is 1:1 for the original corpus1576

and 3:1 for the simplified one.1577

Original Museum-PT: (1) Aperte o botão para1578

ligar o equipamento e gire o disco óptico.161579

Simplified Museum-PT: (2) Aperte o botão para1580

ligar o equipamento. Depois, gire o disco óptico.1581

Você conseguirá produzir alguns feixes de luz, ou1582

seja, pequenos raios.171583

Verb to noun ratio: the higher the number, the1584

greater the number of verbs, possibly indicative of1585

actions, as opposed to nouns, possibly indicative of1586

concepts and abstractions.1587

Adjective to noun ratio: higher numbers indi-1588

cate a more detailed description, as more adjectives1589

are applied to the relevant nouns.1590

Adverb to verb ratio: higher numbers indicate a1591

more detailed description of verbal actions (which1592

can occur, for example, “quickly” or “slowly”).1593

Postverbal to preverbal subject ratio: higher1594

numbers indicate a greater number of subjects fol-1595

lowing the verb they refer to, which characterizes1596

an inversion of the standard syntactic order of Por-1597

tuguese.1598

In the example below, the original entry (3)1599

has a postverbal subject (caverns/cavernas to the1600

right of the verb evolve/evolvem). In the simpli-1601

fied entry (4), the structure is changed so that cav-1602

erns/cavernas is the object of the verb have/temos,1603

where it is expected that the object appears to the1604

right of the verb, as the subject of have/temos is1605

elliptical (we/nós).1606

Original Museum-PT: (3) De sua ampliação e1607

interligação evoluem as cavernas propriamente1608

ditas.181609

Simplified Museum-PT: (4) Quando os espaços1610

por onde a água passa aumentam de tamanho e se1611

ligam a outros espaços, temos as cavernas propri-1612

16Press the button to turn on the equipment and rotate the
optical disc.

17Press the button to turn on the equipment. Then, rotate
the optical disc. You will be able to produce some light beams,
i.e., small rays.

18From their expansion and interconnection, the caverns
themselves evolve.

amente ditas.19 1613

Passive to active voice ratio: higher numbers in- 1614

dicate a greater amount of passive voice, when the 1615

position of the object and the subject are inverted. 1616

In the example below, the original sentence (5) 1617

has the verb in the passive voice, where equip- 1618

ment/equipamento functions as the patient subject 1619

of a passive clause. In the simplified sentence (6), 1620

the structure of the sentence is in the active voice, 1621

where the subject is simple, you/você, and the verb 1622

will need/precisará is in the active voice. 1623

Original Museum-PT: (5) Esse equipamento 1624

deve ser utilizado por duas pessoas.20 1625

Simplified Museum-PT: (6) Para utilizar este 1626

equipamento, você precisará de outra pessoa.21 1627

Proportion of verbal periphrases: higher num- 1628

bers indicate a greater number of complex verb 1629

heads composed of more than one verb. 1630

Still using examples (5) and (6), we see that in 1631

the original sentence there is a verbal periphrasis 1632

(should be used/deve ser utilizado), while in the 1633

simplified sentence there is only one simple verb, 1634

will need/precisará. 1635

Proportion of adverbial subordinate clauses: 1636

higher numbers indicate a greater number of adver- 1637

bial clauses. 1638

In sentence (6), we can see the use of an ad- 1639

verbial clause that did not exist in the original 1640

sentence: to use this equipment/para utilizar este 1641

equipamento, indicating the purpose of the main 1642

clause verb will need/precisará. 1643

Proportion of adverbial subordinate clauses 1644

to the left of the head: higher numbers indicate 1645

more adverbial clauses to the left of the main clause, 1646

an inversion of the standard syntactic order. 1647

Still, in sentence (6), we can see that the adver- 1648

bial clause is to the left of the main clause, thus 1649

requiring a comma to mark the syntactic shift since, 1650

in the natural syntactic order of the Portuguese lan- 1651

guage, adverbial adjuncts come to the right of the 1652

verb they modify. 1653

Proportion of developed to reduced relative 1654

clauses: higher numbers indicate a greater amount 1655

of noun modification by means of relative clauses. 1656

In the example below, we see that a simplifica- 1657

tion solution (8) was to transform what originally 1658

(7) were nouns, production/produção and confine- 1659

ment/confinamento, into reduced relative clauses, 1660

19When the spaces through which the water passes expand
and connect to other spaces, we have the caverns themselves.

20This equipment should be used by two people.
21To use this equipment, you will need another person.
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to produce/produzir and to isolate/isolar. Another1661

option could have been the use of developed rela-1662

tive clauses, where the verb is in a finite form and1663

the subordinating conjunction is explicit, for exam-1664

ple: developed a powerful machine that produces1665

and isolates plasma/desenvolveram uma máquina1666

poderosa que produz e isola plasma.1667

Original Museum-PT: (7) Na Rússia foi desen-1668

volvida uma potente máquina para produção e con-1669

finamento de plasma, o Tokamak, em 1960, com a1670

finalidade de gerar energia elétrica.221671

Simplified Museum-PT: (8) Em 1960, na Rússia,1672

os cientistas desenvolveram uma potente máquina1673

para produzir e isolar plasma: o Tokamak. Essa1674

máquina serviria para gerar energia elétrica.231675

Proportion of objective noun clauses: higher1676

numbers indicate a greater number of objects (ver-1677

bal complements) in the form of clauses.1678

In the example below, the original sentence (9)1679

has a direct objective subordinate noun clause,1680

whose head is have/têm and whose main clause1681

is observe. In the human simplification (10), the1682

two clauses gave way to only one sentence, whose1683

head is have/têm.1684

Original Museum-PT: (9) Observe que os dois1685

objetos têm a mesma massa, pois a balança1686

encontra-se em equilíbrio.241687

Simplified Museum-PT: (10) Os dois objetos têm1688

a mesma massa, pois a balança está equilibrada.251689

Proportion of coordinated clauses: higher1690

numbers indicate a greater number of coordinated1691

clauses (verbs).1692

Proportion of coordinated nominals: higher1693

numbers indicate a greater number of coordinated1694

nominals (nouns, adjectives, pronouns, etc.).1695

D Additional Results1696

Tables 9, 10, and 11 show full simplification results1697

on PorSimplesSent, Museum-PT and Gov-Lang-1698

BR, respectively.1699

22In Russia, a powerful machine for the production and
confinement of plasma, the Tokamak, was developed in 1960,
with the purpose of generating electricity.

23In 1960, in Russia, scientists developed a powerful ma-
chine to produce and isolate plasma: the Tokamak. This
machine would serve to generate electricity.

24Observe that the two objects have the same mass, as the
scale is in balance.

25The two objects have the same mass, as the scale is bal-
anced.

E Prompts and Demonstration Examples 1700

We followed recent Portuguese sentence simplifi- 1701

cation work (Scalercio et al., 2024) for preparing 1702

our prompt and selecting demonstration examples. 1703

As there, the instruction follows Feng et al. (2023): 1704

“Substitua a frase complexa por uma frase simples. 1705

Mantenha o mesmo significado, mas torne-a mais 1706

simples. 1707

Frase complexa: {original} 1708

Frase Simples: ”26. 1709

1710

And the one-shot exemplars are disposed in Ta- 1711

ble 12. Here, we add the simplification category 1712

that guided the selection of exemplars. 1713

26In English: “Replace the complex sentence with a simple
sentence. Keep the same meaning but make it simpler.
Complex sentence: {original}
Simple Sentence: ”
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Table 7: Characteristics of selected open-weight LLMs

Arch Param Model Quantiz Hugging Face Model Name
command-r 8B aya-23-8b Q4_K_M bartowski/aya-23-8B-GGUF
gemma2 27B gemma-2-27b-it Q4_K_M bartowski/gemma-2-27b-it-

GGUF
llama 8B meta-llama-3.1-8b-instruct Q8_0 lmstudio-community/Meta-

Llama-3.1-8B-Instruct-GGUF
llama 8B meta-llama-3.1-8b-instruct Q4_K_M lmstudio-community/Meta-

Llama-3.1-8B-Instruct-GGUF
llama 3B llama-3.2-3b-instruct Q4_K_M lmstudio-community/Llama-3.2-

3B-Instruct-GGUF
llama 8B llama-2-7b-chat Q4_K_M TheBloke/Llama-2-7B-Chat-

GGUF
llama 8B meta-llama-3-8b Q4_K_M QuantFactory/Meta-Llama-3-

8B-GGUF
llama 7B mistral-7b-instruct-v0.3 Q4_K_M MaziyarPanahi/Mistral-7B-

Instruct-v0.3-GGUF
olmo 7B olmo-7b-instruct Q4_K_M ssec-uw/OLMo-7B-Instruct-

GGUF
phi3 14B phi-3-medium-128k-instruct Q4_K_M bartowski/Phi-3-medium-128k-

instruct-GGUF
phi3 3B phi-3.5-mini-instruct Q4_K_M bartowski/Phi-3.5-mini-

instruct_Uncensored-GGUF
qwen2 7B qwen2-7b-instruct@q4_k_m Q4_K_M Qwen/Qwen2-7B-Instruct-

GGUF
qwen2 70B qwen2-72b-instruct Q4_K_M Qwen/Qwen2-72B-Instruct-

GGUF
qwen2 7B qwen2.5-7b-instruct@q8_0 Q8_0 lmstudio-community/Qwen2.5-

7B-Instruct-GGUF
qwen2 7B qwen2.5-7b-instruct@q4_k_m Q4_K_M lmstudio-community/Qwen2.5-

7B-Instruct-GGUF
qwen2 14B qwen2.5-14b-instruct Q4_K_M lmstudio-community/Qwen2.5-

14B-Instruct-GGUF
qwen2 32B qwen2.5-32b-instruct Q4_K_M lmstudio-community/Qwen2.5-

32B-Instruct-GGUF
qwen2 7B deepseek-r1-distill-qwen-7b Q4_K_M lmstudio-community/DeepSeek-

R1-Distill-Qwen-7B-GGUF
qwen2 14B deepseek-r1-distill-qwen-14b Q4_K_M lmstudio-community/DeepSeek-

R1-Distill-Qwen-14B-GGUF
qwen2 32B deepseek-r1-distill-qwen-32b Q4_K_M lmstudio-community/DeepSeek-

R1-Distill-Qwen-32B-GGUF
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Table 8: Linguistic Metrics across datasets

Metric Museum-PT Porsimplessent Gov-Lang-BR
Complex Simple Complex Simple Complex Simple

Number of tokens 10676 11016 14322 13961 70199 40034
Number of sentences 498 706 636 638 2096 1893
Number of entries 476 476 606 606 1703 1703
Number of tokens per sentence 21.44 15.60 22.52 21.88 33.49 21.15
Type/Token Ratio (TTR) 0.19 0.17 0.28 0.26 0.07 0.09
Lemma/Token Ratio (LTR) 0.15 0.13 0.22 0.20 0.05 0.06
Comma to token ratio 0.05 0.04 0.05 0.04 0.06 0.04
Clause to sentence ratio 2.67 2.03 2.46 2.47 2.82 2.08
Sentence to entry ratio 1.05 1.48 1.05 1.05 1.23 1.11
Verb to noun ratio 0.51 0.52 0.48 0.48 0.27 0.30
Ajective to noun ratio 0.291 0.223 0.260 0.232 0.299 0.244
Adverb to verb ratio 0.328 0.338 0.388 0.360 0.213 0.179
Postverbal to preverbal subject
ratio

0.031 0.038 0.074 0.059 0.038 0.018

Passive to active voice ratio
(P/A)

0.016 0.005 0.010 0.009 0.011 0.014

Proportion of verbal pe-
riphrases

0.115 0.108 0.153 0.159 0.127 0.097

Proportion of adverbial subor-
dinate clauses

0.214 0.158 0.143 0.123 0.124 0.132

Proportion of adverbial subor-
dinate clauses to the left of the
head (AdvLeft)

0.326 0.537 0.493 0.260 0.071 0.051

Proportion of developed to re-
duced relative clauses (D/R)

0.915 2.56 0.815 1.03 0.594 0.668

Proportion of objective noun
clauses

0.030 0.045 0.064 0.072 0.018 0.033

Proportion of coordinated
clauses:

0.092 0.068 0.051 0.056 0.097 0.098

Proportion of coordinated
nominals

0.154 0.150 0.146 0.140 0.845 0.545
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Model SARI BertS Bleu % U

Baselines
MUSS 38.30 .8976 51.38 3.46
Enh-PT-SS 39.64 .9024 48.2 3.79

Open-weight LLMs
Aya23-8B 33.87 .8534 26.54 1.66

Gemma2-27B 30.83 .8352 17.08 0

Llama2-7B 27.25 .7993 16.48 2.54
Llama3-8B 31.60 .7658 21.77 5.69
Llama3.1-8B 30.17 .8289 16.31 0.11
Llama3.1-8B-q8 29.55 .8257 15.12 0.07
Llama3.2-3B 30.24 .8104 19.53 3.95

Mistral-7B 33.08 .8465 24.46 0.03

OLMo-7B 27.96 .7864 15.54 0.37

Phi-3-medium 29.06 .8230 15.18 0
Phi3.5-mini 28.97 .7442 13.30 1.24

Qwen2-7B 35.75 .8661 28.84 0.25
Qwen2-72B 34.69 .8576 24.67 0
Qwen2.5-7B 36.61 .8701 31.19 0.77
Qwen2.5-7B-Q8 36.30 .8694 29.92 0.11
Qwen2.5-14B 33.96 .8534 23.86 0.04
Qwen2.5-32B 35.81 .8651 26.97 0

r1-distill-7b 34.95 .8523 33.59 6.26
r1-distill-14b 29.47 .7373 16.28 0.92
r1-distill-32b 36.46 .8689 29.51 0.50

Closed-weight LLMs
Command-R 32.60 .8329 21.97 0
Gpt-3.5-T 39.18 .8805 38.01 0.26
Gpt-4o-m 39.75 .8838 35.17 0
o1-mini 39.26 .8472 35.06 0.04

Sabia-2-S 38.16 .8732 35.46 0.85
Sabia-3 35.12 .8546 26.33 0.26

Table 9: Simplification Results on PorSimplesSent

Model SARI BertS Bleu % U

Baselines
MUSS 39.31 .8534 32.12 3.99
Enh-PT-SS 41.62 .8550 32.36 5.46

Open-weight LLMs
Aya23-8B 43.61 .8269 19.82 1.59

Gemma2-27B 41.12 .8130 12.55 0.05

Llama2-7B 34.52 .7577 9.72 3.12
Llama3-8B 35.45 .7428 14.50 8.54
Llama3.1-8B 40.28 .8101 12.39 0.14
Llama3.1-8B-q8 39.65 .8070 11.45 0.03
Llama3.2-3B 38.56 .7897 13.18 4.35

Mistral-7B 41.32 .8154 16.20 0.04

OLMo-7B 34.81 .7592 8.31 0.68

Phi-3-medium 38.56 .8002 10.48 0
Phi3.5-mini 35.24 .7279 8.36 1.61

Qwen2-7B 44.54 .8319 20.18 0.17
Qwen2-72B 43.94 .8296 17.22 0.07
Qwen2.5-7B 44.20 .8347 21.43 0.50
Qwen2.5-7B-Q8 44.51 .8354 21.37 0.25
Qwen2.5-14B 43.42 .8183 17.86 0.17
Qwen2.5-32B 45.74 .8369 19.93 0.33

r1-distill-7b 39.11 .8120 19.98 6.81
r1-distill-14b 38.65 .7270 11.40 1.22
r1-distill-32b 44.69 .8352 20.13 0.88

Closed-weight LLMs
Command-r 42.79 .8110 16.88 0
Gpt-3.5-T 47.23 .8468 26.27 0.63
Gpt-4o-m 48.92 .8508 25.84 0.14
o1-mini 47.26 .8252 24.23 0.07

Sabia-2-S 44.44 .8353 23.70 0.71
Sabia-3 44.72 .8270 19.17 0.16

Table 10: Simplification Results on Museum-PT
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Model SARI BertS Bleu % U

Baselines
MUSS 28.00 .8221 19.48 6.98
Enh-PT-SS 31.84 .8129 17.47 3.98

Open-weight LLMs
aya23-8b 41.61 .7799 12.37 0.09

gemma2-27b 41.13 .7808 9.25 0

Llama2-7B 36.22 .7282 9.00 3.62
Llama3-8B 34.00 .6989 8.40 5.72
Llama3.1-8B 41.27 .7793 10.29 0.01
Llama3.1-8B-q8 40.60 .7759 8.72 0.00
Llama3.2-3B 37.76 .7501 7.61 0.84

Mistral-7B 40.07 .7892 12.71 0.01

OLMo-7B 38.71 .7630 11.54 1.17

Phi-3-medium 39.22 .7693 8.30 0
Phi3.5-mini 37.25 .7133 4.77 0.41

Qwen2-7B 41.85 .7969 13.85 0.01
Qwen2-72B 41.19 .7818 9.34 0
Qwen2.5-7B 43.50 .7980 16.34 0.15
Qwen2.5-7B-Q8 43.54 .7998 15.98 0.09
Qwen2.5-14B 42.86 .7844 13.72 0
Qwen2.5-32B 44.05 .8021 14.98 0

r1-distill-7b 38.63 .7783 13.60 2.15
r1-distill-14b 40.28 .6958 10.64 0.27
r1-distill-32b 43.91 .8019 15.37 0.04

Closed-weight LLMs
Command-R 44.35 .7924 11.77 0
Gpt-4o-m 45.14 .8155 17.44 0.01
o1-mini 45.24 .7808 17.91 0

Sabia-2-S 44.29 .8172 17.40 0.31
Sabia-3 42.56 .7889 11.99 0.01

Table 11: Simplification Results on Gov-Lang-BR
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Category Style Simplification

Syntactic

Original Conforme moradores do bairro, a expressão identificaria um grupo
de pichadores.

Simplified Os moradores do bairro dizem que a frase identificaria um grupo
de pichadores.

Original According to neighborhood residents, the expression would iden-
tify a group of graffiti taggers.

Simplified The neighborhood residents say that the phrase would identify a
group of graffiti taggers.

Order

Original Entre os motivos da liderança gaúcha, estão a tradição no cultivo
da soja, que hoje representa a maior parte da matéria-prima do
biodiesel, e a predominância da agricultura familiar, condição para
concessão do selo social.

Simplified A tradição na cultura da soja, que hoje representa a maior parte da
matéria-prima do biodiesel, e o predomínio da agricultura familiar,
condição para conceder o selo social, estão entre os motivos da
posição gaúcha de líder.

Original Among the reasons for the leadership of Rio Grande do Sul are
the tradition in soybean cultivation, which today represents the
majority of the raw material for biodiesel, and the predominance
of family agriculture, a condition for obtaining the social seal.

Simplified The tradition in soybean cultivation, which today represents the
majority of the raw material for biodiesel, and the predominance
of family agriculture, a condition for granting the social seal, are
among the reasons for Rio Grande do Sul’s leadership position.

Anaphora

Original E com eles amarrados a coleiras, do alto de uma duna a cerca de
50 metros do mar, tomava chimarrão às 19h de ontem.

Simplified Pandolfo tomava chimarrão às 19h de ontem, no alto de um monte
de areia, com os poodles amarrados a coleiras.

Original And with them tied to leashes, from the top of a dune about 50
meters from the sea, he drank mate at 7 p.m. yesterday.

Simplified Pandolfo was drinking mate at 7 p.m. yesterday, atop a sand dune,
with the poodles tied to leashes.

Lexical redundancy

Original Numa entrevista coletiva conduzida ontem à noite, os gerentes da
Nasa deram o veredicto.

Simplified Numa entrevista coletiva ontem à noite, os gerentes da Nasa de-
cidiram.

Original In a press conference conducted last night, NASA managers deliv-
ered the verdict.

Simplified In a press conference last night, NASA managers made a decision.

Table 12: Selected simplifications used as exemplars, one for each one-shot demonstration, together with their
English versions. Note that the translations might not fully express the simplification if they were done in the
original translated sentence.
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