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Abstract

The multi-plane representation has been high-
lighted for its fast training and inference across
static and dynamic neural radiance fields. This
approach constructs relevant features via projec-
tion onto learnable grids and interpolating adja-
cent vertices. However, it has limitations in cap-
turing low-frequency details and tends to overuse
parameters for low-frequency features due to
its bias toward fine details, despite its multi-
resolution concept. This phenomenon leads to
instability and inefficiency when training poses
are sparse. In this work, we propose a method
that synergistically integrates multi-plane repre-
sentation with a coordinate-based MLP network
known for strong bias toward low-frequency sig-
nals. The coordinate-based network is respon-
sible for capturing low-frequency details, while
the multi-plane representation focuses on cap-
turing fine-grained details. We demonstrate that
using residual connections between them seam-
lessly preserves their own inherent properties.
Additionally, the proposed progressive training
scheme accelerates the disentanglement of these
two features. We demonstrate empirically that
our proposed method not only outperforms base-
line models for both static and dynamic NeRFs
with sparse inputs, but also achieves comparable
results with fewer parameters.

1. Introduction

Neural Radiance Fields (NeRFs) have gained recogni-
tion for their ability to create realistic images from var-
ious viewpoints using the volume rendering technique
(Mildenhall et al., 2021). Early studies have demon-
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strated that multi-layer perception (MLP) networks, com-
bined with sinusoidal encoding, can effectively synthe-
size 3-dimensional novel views (Mildenhall et al., 2021;
Tancik et al., 2020; Sitzmann et al., 2020; Martel et al.,
2021; Lindell et al., 2022). These studies have shown
that coordinate-based MLP networks exhibit strong low-
frequency bias, and incorporating sinusoidal encoding al-
lows for capturing both low and high-frequency signals.

For broader real-world applicability, extensive efforts have
focused on reliably constructing radiance fields in cases of
sparse input data (Yu et al., 2021; Wang et al., 2021; Chen
et al., 2021; Jain et al., 2021). One set of solutions tack-
led this by leveraging a pretrained image encoder to com-
pare rendered scenes against consistent 3D environments
(Yu et al., 2021; Wang et al., 2021; Chen et al., 2021; Jain
et al., 2021). Another approach incorporated additional in-
formation, such as depth or color constraints, to maintain
3-dimensional coherence (Deng et al., 2022; Yuan et al.,
2022; Roessle et al., 2022; Truong et al., 2023). Methods
progressively adjusting the frequency spectrum of position
encoding have proven effective in counteracting overfitting
without additional information (Yang et al., 2023; Song
et al., 2023). However, sinusoidal encoding requires over
5 hours of training time, complicated regularizations, and
exhibits a performance gap from explicit representation.

Approaches explicitly parameterizing spatial attributes
through voxel-grid, hashgrid, and multi-plane have been in-
troduced (Miiller et al., 2022; Chen et al., 2022; Chan et al.,
2022). These methods dramatically reduce training time
and produce cleaner and more realistic images, meanwhile
demanding excessive memory consumption (Lee et al.,
2024). The recent works found those representations strug-
gle with low-frequency detail and overfit to high-frequency
signals, especially when applying for dynamic scenes,
despite using multi-scale representations (Fridovich-Keil
et al., 2023; Cao & Johnson, 2023; Peng et al., 2023).
While those have marginally had success in the recon-
struction of NeRF with the assistance of denoising penal-
ties like total variation (Sun et al., 2023; Fridovich-Keil
et al., 2023), they still lack adequate representation of low-
frequency spectral features like object shapes and dynamic
motion, as shown in Figure 1a.
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Figure 1: The qualitative results of the standup case in dynamic NeRFs using 25 training poses (about 17% of the
original data). This is challenging due to the limited information available along the time axis. Figure (a) is produced by
HexPlane. (Cao & Johnson, 2023). Figure (b) is the rendered image of the proposed method.

To alleviate this issue, we introduce a simple yet power-
ful approach to fundamentally improve the performance
of static and dynamic NeRFs from sparse inputs. In this
framework, coordinate-based MLP features handle low-
frequency context, while multiple-plane features capture
fine-grained details aligning with the spectral bias men-
tioned earlier. This approach yields three main benefits.
First, aligning with the distinct spectral biases of heteroge-
neous features results in a model less sensitive to hyperpa-
rameters and performance variations related to the scene.
This is achieved by avoiding both underfitting and overfit-
ting. Second, it allows for stable training through gradual
changes in their spectral biases, as discussed in the works
by Lin et al. (2021); Yang et al. (2023). Lastly, it facilitates
efficient parameter allocation by replacing the need for a
low-resolution grid with coordinate-based features.

We achieve this by implementing a residual concatenation
of coordinates and multi-plane features across the first two
hidden layer blocks, enhancing the efficiency in responding
to the coordinates. The images generated by the proposed
method exhibit enhanced clarity regarding global contexts
and fewer artifacts compared to baselines, as illustrated in
Figure 1b. Our extensive experiments show that the pro-
posed method achieves comparable results of multi-plane
encoding with high denoising penalties in static NeRFs.
Notably, it outperforms baselines in dynamic NeRFs from
the sparse inputs. To summarize, we make the following
contributions:

* We prove that explicit parameterization has difficulty
capturing low-frequency details, even when using
multi-resolution grids or coordinate networks without
precise integration.

* We validate the proposed method on static and dy-
namic NeRF tasks, including real-world cases with
sparse inputs, while also examining how two features
are separated and function independently.

* When we reduce the number of parameters, the pro-
posed method still shows competitive performance.
This results from skipping the allocation of a spatial
low-resolution grid and replacing it with coordinate-
based features.

2. Related Work

Coordinate-based Network and Sinusoidal Encoding
In the initial studies of NeRFs, MLP networks with sinu-
soidal encoding were used to simultaneously describe low
and high-frequency details (Mildenhall et al., 2021; Martin-
Brualla et al., 2021; Barron et al., 2021; 2022). However,
a classical coordinate network without this encoding was
found to be biased toward lower frequencies (Rahaman
et al., 2019; Yiice et al., 2022). The importance of posi-
tioning encoding and sinusoidal activation led to the fun-
damental exploration of the relationship between render-
ing performance and the frequency values of target signals
(Tancik et al., 2020; Sitzmann et al., 2020; Fathony et al.,
2021; Ramasinghe et al., 2022). Lindell et al. (2022) un-
covered that improper high-frequency embedding results in
artifacts negatively impacting reconstruction quality.

Explicit Parameterization Recent developments in ex-
plicit representations, such as voxel-grid, hash encoding,
and multi-planes, have gained attention due to their fast
training, rendering speed, and superior performance com-
pared to positioning encoding-based networks (Liu et al.,
2020; Sun et al., 2022; Miiller et al., 2022; Chen et al.,
2022; Cao & Johnson, 2023; Fridovich-Keil et al., 2023).
Sun et al. (2022) introduced the direct voxel field, us-
ing minimal MLP layers to speed up training and render-
ing. Instant-NGP, based on hash maps, provides multi-
resolution spatial features and versatility, extending beyond
3-dimensional spaces to high-resolution 2-dimensional im-
ages (Miiller et al., 2022). The multi-plane approach has
been highlighted for its applicability in expanding to 4-
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dimensional without compromising generality, decompos-
ing targets into multiple planes, with each plane responsible
for a specific axis (Chen et al., 2022; Cao & Johnson, 2023;
Fridovich-Keil et al., 2023). Specifically, while the afore-
mentioned approaches used special on-demand GPU com-
putations for efficiency, this method achieves comparable
speed and performance based on general auto-differential
frameworks. This widens its applicability to tasks like 3D
object generation, video generation, 3D surface reconstruc-
tion, and dynamic NeRF (Gupta et al., 2023; Yu et al.,
2023; Wang et al., 2023b; Cao & Johnson, 2023; Fridovich-
Keil et al., 2023).

NeRFs in the Sparse Inputs Early efforts incorporated
pre-trained networks trained on large datasets to compen-
sate for the lack of training data (Jain et al., 2021; Yu et al.,
2021; Wang et al., 2021). Another alternative approach in-
corporated additional information, such as depth or color
constraints, to ensure the preservation of 3D coherence
(Deng et al., 2022; Yuan et al., 2022; Roessle et al., 2022;
Truong et al., 2023). Without the assistance of off-the-
shelf models and additional, this line of works devised new
regularization to train NeRFs with fewer than ten views.
Reg-NeRF incorporates patch-wise geometry and appear-
ance regularization (Niemeyer et al., 2022). This paper
verified that their regularization performs well on forward-
facing examples like the LLFF dataset. They did not vali-
date object-facing scenes because this assumption demands
a high correlation between adjacent views. Recently, pro-
gressively manipulating the spectrum of positioning encod-
ing from low to high frequency proved effective in mitigat-
ing over-fitting without relying on additional information
(Yang et al., 2023; Song et al., 2023). Compared to ex-
plicit representations, those still suffer from unsatisfactory
visual quality, characterized by blurry boundaries. Recent
studies using total variation regularization on explicit rep-
resentations get rid of artifacts and construct smoother sur-
faces (Cao & Johnson, 2023; Fridovich-Keil et al., 2023;
Sun et al., 2023). However, our findings indicate that this
regularization can introduce artificial details that seem real
but are not in the data. This can also result in the model fail-
ing to converge in certain scenes. We present this problem
in the experiments, both qualitatively and quantitatively.

Residual Connection in NeRFs The residual connec-
tions aim to enhance the efficiency in responding to in-
put signals (He et al., 2016). In NeRFs, several stud-
ies have adopted residual connections to preserve context
from earlier stages. Shekarforoush et al. (2022) imple-
mented these connections to accurately maintain a spe-
cific spectrum without overpowering high-frequency com-
ponents. Mihajlovic et al. (2024) utilized residual connec-
tions for maintaining temporal coherence from previous
frames. While aforementioned works primarily leverage

MLP layers, updating Motion-Based explicit representa-
tion through residual connections in a spatio-temporal do-
main is also presented (Wang et al., 2023a).

A few works attempted to use explicit parameterization
with the sinusoidal encoding of coordinates, but their di-
rection differs from our method since they mainly focus on
enriching available features or fewer parameterization, as
well as they did not demonstrate the role of tri-planes and
coordinate features (Wang et al., 2023b; Peng et al., 2023;
Lee et al., 2024). In this paper, our new approach proposes
incorporating two distinct features: coordinate-based and
multiple-plane features. We emphasize that the disentan-
glement of these two heterogeneous features is crucial for
reliably constructing NeRFs in sparse inputs. The proposed
method performs well even with higher-dimensional cases
like dynamic NeRFs and extremely limited sparse inputs.

3. Residual Neural Radiance Fields Spanning
Diverse Spectrum for Sparse-Inputs

‘We propose a novel method that leverages multi-plane spa-
tial features and coordinate-based networks. In sparse in-
put NeRFs, avoiding overfitting to training data is crucial
because NeRFs typically use a scheme where one network
is tailored to fit a specific scene. Particularly, explicit rep-
resentations based on local updates of grid structures sig-
nificantly struggle with capturing global contexts. The pro-
posed method capitalizes on a combination of distinct co-
ordinate feature encoding techniques and multi-plane rep-
resentations, which follows multi-plane representation by
TensoRF and HexPlane in static and dynamic NeRFs (Chen
et al., 2022; Cao & Johnson, 2023), as well as ReLU-based
coordinate networks. The detailed explanation of these fea-
tures is included in Appendix A.

Here, we focus on how these two features are integrated
to enhance the performance of NeRFs in handling sparse
input data. As shown in Figure 2, the proposed method
encompasses two distinct contexts; both low and high-
frequency information. When the coordinate network is
used alone, the output is biased towards low frequency to
facilitate global reasoning. However, when all features are
engaged, it results in clear and intricate images. We illus-
trate the main components in the following subsection. In
subsection 3.1, we delve into the proposed residual-based
architecture to facilitate the disentanglement of two hetero-
geneous features. Moving on to subsection 3.2, we explain
a curriculum weighting strategy for multi-plane features.
It ensures that coordinate netework is learned first, fol-
lowed by channel-wise disentanglement. It aims to provide
a more diverse representation without the risk of overfitting
where all channels exhibit identical expressions. Lastly,
subsection 3.3 explains the loss function, which combines
photometric loss and denoising multi-plane representations
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Figure 2: Conceptual illustration of the proposed method utilizing global contexts by coordinate networks and fine-grained
details by multi-plane encoding. This method effectively displays two heterogeneous features. The number 1 indicates
the use of coordinate network alone, while the symbol 142 means the use of both coordinated-based MLP network and

multi-plane representation.

like Laplacian smoothing.

Nomenclature This framework considers a camera with
origin o and a ray direction d. A ray r, composed of n
points, is constructed as s = 0 + 7 - d, where 7, €
{11, -+ ,7n}. The neural radiance field, parameterized by
O, predicts the color and density values &, o& by volume
rendering. The parameter © consists of MLPs including
residual networks {¢;}; and multi-plane representations
{M, V}. The feature corresponding to a ray sample s
by multi-plane representation is denoted as fj. For a more
detailed explanation of volume rendering and multi-plane
representations, please refer to Appendix A.

3.1. Architecture

In high-level context, we replace sinusoidal encoding with
multi-plane encoding while employing the architecture of
the original NeRF (Mildenhall et al., 2021). The schematic
of our architecture is illustrated in Figure 3. A key aspect
of our network architecture is the residual concatenation of
coordinates value sj, and multi-plane features fj across the
first two blocks. The residual connection accelerates the ef-
ficiency in responding to input values, so the network em-
phasizes the importance of coordinate networks. We em-
ploy ReL.U activation /4 to lean toward low-frequency spec-
tral bias (Rahaman et al., 2019; Tancik et al., 2020). More
specifically, the residual connection is defined as follows:

(ks fi) = h(WE - h(Wy (s & fi) +b1) + b)) )

$2(sk, [, 01) = h(W3 - h(Wy - (s ® fi ® 1 (sk, fi)) +3) + 03
where, {W;, b, }1_, are the weights and biases of the [-layer
MLP. In the residual connection blocks, when [ < 2, the
block includes two pairs of weights and biases. For [ > 2,
the subsequent processes contain one pair of weights and

biases. & indicates the concatenation of features.

The output layers use different activations, such as the soft-
plus function for density and the sigmoid function for color.
The proposed residual connection allows the network to
robustly maintain low-frequency spectral bias from coor-
dinate networks without interference from multi-plane fea-
tures. Our empirical findings demonstrate that this opera-
tion promotes the disentanglement of two features, aligning
with a spanning diverse spectrum. A detailed analysis of
this residual connection is provided in subsection 4.5 along
with the performance gain by this architecture.

3.2. Curriculum Weighting for Multi-Plane Encoding

The architecture in the proposed method performs well in
scenes with mild occlusion and less dynamic motion. How-
ever, it encounters challenges in severe ill-conditioned sit-
uations, such as heavy occlusion and rapid motion, as seen
in the drums in the static NeRF and the standup in the
dynamic NeRF. To alleviate this issue, we propose a cur-
riculum weighting strategy for multi-plane encoding, aim-
ing to manipulate the engagement of multi-plane features
per training step. This approach trains the coordinate-based
network first, followed by the subsequent training of multi-
plane features. In this subsection, we denote ¢ as the train-
ing iteration. Technically, we introduce a weighting fac-
tor denoted as «(t) to control the degree of engagement of
multi-plane features along multi-plane channel dimensions.
Here, f; ; € R® represents the output of i-th plane encod-
ing, and the weighting factor y(t) = {1 (¢), - ,7.(¢)} €
R¢ is defined as follows:

0 ifa(t) <j
w ifo<alt)—j<1 ()
1 otherwise,

Vi (t) =
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Figure 3: The schematic of the proposed method. The feature acquisition and encoder are discussed in subsection 3.1 and
subsection 3.2. The loss function and regularization are described in subsection 3.3.

where, j € {1,---,c} is the index of channel dimension
and a(t) = c- (¢=ts)/(t.—t,) € [te,ts] is proportional to
the number of training iterations ¢ in the scheduling interval
[ts,tc]. The final features f/ are obtained by f! = f;®~(t).
Hence, this weighting function is applied to each channel
of multi-plane features. After reaching the last time-step
of curriculum training, all channels of multi-plane features
are fully engaged. It is worth noting that this weighting
function is similar to those used in previous works such
as (Park et al., 2021; Lin et al., 2021; Yang et al., 2023;
Heo et al., 2023). However, the critical difference is a
channel-wise weighting function for multi-plane features.
This function can be interpreted as gradually increasing the
rank of multi-plane features from the perspective of tensor
decomposition (Chen et al., 2022). Our experiments find
that this strategy effectively prevents all channels of multi-
plane features from converging to similar patterns. It even
facilitates the flat representation of specific channels when
they are redundant. This results in a more diverse spectrum
and mitigating overfitting issues.

3.3. Loss Function

We introduce a loss function that combines photomet-
ric loss and denoising multi-plane representations like
Laplacian smoothing. First, we define the photometric
loss £, as mean square errors between rendered color
¢(r) and ground truth pixel color ¢, £,(0,M,V) =
> lle(r; ©, M, V) — ¢||2. To tackle the ill-conditioned
training problem in NeRFs arising from sparse-input sit-
uations, we apply Laplacian smoothing on both feature
planes (Cao & Johnson, 2023; Fridovich-Keil et al., 2023).
Laplacian smoothing £; tends to excessively smooth sig-
nals, making them conform to global tendency rather than
accurately local finer details (Sadhanala et al., 2017). More
information can be found in subsection A.3. Additionally,
we regularize each plane feature using the L1 norm for the
sparsity of multi-plane features. We use, ||M||; and || V|1

as 3/=3| M|, and 3'=%||Vi|l, respectively. The entire
loss function is defined as Equation 3. The only difference
in the case of static NeRF comes from the dimension of V.
Laplacian loss is not applied to V; the rest of the details
are the same as in the 4D case. The hyperparameters and
implementation detail can be found in Appendix C.

L(OM,V) =L,(0,M,V)+

3 3
M3 (G0 + X (V) + s (IMl + V) O

i=1

While increasing the value of \; allows the removal of
floating artifacts by over-smoothing the multi-plane fea-
tures, it creates undesirable deformation that looks authen-
tic but is not present in the training data. In addition, too
high a value for \; can increase learning instability due to
excessive penalization. Therefore, finding a feasible weight
demands extensive trial and error. However, the proposed
method is less sensitive to this issue as the coordinate net-
work itself establishes a bottom line, while the multi-plane
encoding compensates for high-frequency details. We em-
pirically validate this through our experiments.

4. Experiments

In this section, we present our experiments designed to
address three pivotal questions: 1) Does existing multi-
resolution parameterization and its simple integration with
coordinate network adequately function low-frequency rep-
resentations while producing clear scenes on sparse in-
puts? 2) Does current regularization consistently main-
tain its effectiveness across various hyper-parameters and
scenes, ensuring the capture of 3D coherence on sparse
input data? 3) Does the chemical integration of heteroge-
neous features, such as multiple planes and coordinates,
substantially improve the performance of both static and
dynamic NeRF?

To answer those questions, we conduct vast experiments
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Figure 4: Qualitative results on the image regression trained with a 50% random mask. The first row displays rendered
images using only low-frequency or resolution features, while the second row shows images engaged with the full range
of features. The numeric value indicates the average magnitude spectrum obtained from the Fourier transform.

over scenarios of two sparse input cases: a few-shot static
case and a 4-dimensional dynamic case. To provide a
clearer insight into the role of low-frequency representa-
tion, we include 2D image regression as an illustrative ex-
ample. We also include ablation studies to substantiate the
rationale behind the architectural choices. We choose the
datasets as in-ward-facing object poses, as they are more
likely to be occluded by the objects from various view-
ing locations than forward-facing poses. For performance
evaluation, we employ the PSNR metric to gauge image re-
construction quality. In addition, SSIM and LPIPS scores
are reported to assess the perceptual quality of the rendered
images. Further experimental details are described in Ap-
pendix D.

4.1. Motivation Example: Image Regression

We start by demonstrating the diversity in spectrum infor-
mation the proposed method possesses in {512 x 512} Im-
age Regression tasks. We compare our method with FFN
(Tancik et al., 2020) as a sinusoidal embedding and iNGP
(Miiller et al., 2022), K-Planes (Fridovich-Keil et al., 2023)
as explicit parameterization. We also include CAM (Lee
et al., 2024), a similar approach that combines coordinate-
based networks and grid-based representation for efficient
parameterization. Figure 4 shows how baselines handle
low and high freqeuncy or resolution features by presenting
the average magnitude spectrum by Fourier feature trans-
form. Specifically, in the case of low-frequency features
or grids, FFN and CAM, which manipulate their spectrum
via sinusoidal encoding, use only the lowest 26 frequencies
(10%) of total frequency range. K-Planes, modifed to use
four multi-scale tensorial planes, employs only use the low-
est resolutional plane with a scale of 32 x 32. iNGP, with
16 levels of spatial hash-grid, uses only the first two low-
est resolutional grids. The proposed method only utilizes
the coordinate-based MLP networks with four frequeices
{2%|i = 0,1,2,3}. On the other hand, as the finest feature,

K-Planes, CAM and Ours all adopt a 128 x 128 plane.

In Figure 4, we observe that all baselines differs the aver-
age magnitude spectrum of rendered images between low
and full feature engagement, though the extent of manigni-
tude varies. Low feature engagement describes only low-
frequency details, resulting in a minimum spectrum mag-
nitude, whereas full feature engagement captures intrigate
details, achieving the higest spectrum magnitude. Examin-
ing each instance, the sinusoidal method (FFN) faces an
underfitting issue as it overly focuses on low frequency
details. Explicit representations like iNGP and K-Planes,
however, tend to interpret low resolution features focusing
on high frequency details despite only low-resolution fea-
tures are activated. Surprisingly, CAM, despite incoporat-
ing various spectral sinusodial embeddings, also struggles
to capture low frequency details. This implies explicit rep-
resentation such as grid or plane cannot effectively handle
low frequency details without careful designs.

In contrast, our proposed method balances low and high
frequency spectral features, resulting in images that cap-
ture both types of details. Remarkably, the rendered im-
ages encompass a substantial spectral range, varying from
3.499 to 4.547. This range stands out as the most extensive
deviation from the baselines, with the exception of iNGP.
While iNGP exhibits the widest spectrum among baselines,
the image with low resolution features does not adequately
capture global reasoning. Subsequent experiments show
that the effectiveness in utilizing low-frequency context for
global consistency and then transitioning to high-frequency
context to capture the finest details in both static and dy-
namic NeRF under sparse inputs.

4.2. Static Radiance Fields

We conducted 3-dimensional static NeRF experiments on
the NeRF-synthetic dataset to evaluate whether our model
adequately captures both the global context of a scene and
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Figure 5: Rendered images of 1ego, drums and ship cases in the static NeRF dataset by FreeNeRF, TensoRF, K-Planes
and ours. The rendered images are {83, 129, 95}-th in the test set, respectively.

Table 1: Result of evaluation statistics on the static NeRF datasets. We conduct five trials for each scene and report average
scores. Average PSNR, SSIM, and LPIPS are calculated across all scenes. We indicates best performance as bold and

second best as underline

Models . bk Ssim T Lpips |
chair drums ficus hotdog lego materials mic ship
Simplified_NeRF 20.35 14.19 21.63 22.57 1245 18.98 2495 18.65 19.22 0.827 0.265
DietNeRF 21.32 1416 13.08 11.64 16.12 12.20 2470 1934 16.57 0.746 0.333
HALO 2477 18.67 2142 1022 2241 21.00 2494 21.67 20.64 0.844 0.200
FreeNeRF 26.08 19.99 1843 2891 24.12 21.74 24.89 23.01  23.40 0.877 0.121
DVGO 2235 1654 19.03 24773  20.85 18.50 2437 18.17  20.57 0.829 0.145
VGOS 22.10 1857 19.08 2474  20.90 18.42 24.18 18.16  20.77 0.838 0.143
iNGP 2476 1456 20.68 24.11 2222 15.16 26.19 17.29  20.62 0.828 0.184
TensoRF 2623 1594 2137 2847 2628 20.22 2639 20.29  23.15 0.864 0.129
K-Planes 2730 20.43 23.82 27.58 26.52 19.66 27.30 2134  24.24 0.897 0.085
Ours 28.02 19.55 2030 29.25  26.73 21.93 2642 24.27  24.56 0.896 0.092

fine details without introducing undesirable artifacts under
sparse input conditions. Consistent with prior studies such
as (Jain et al., 2021; Yang et al., 2023), we trained all mod-
els with 8 views. We compare our proposed models with
sinusoidal encoding methods; Simplified NeRF, DietNeRF
(Jainetal., 2021), HALO (Song et al., 2023) and FreeNeRF
(Yang et al., 2023) and for explicit spatial parameteriza-
tion methods; DVGO (Sun et al., 2022), VGOS (Sun et al.,
2023), iNGP (Miiller et al., 2022), TensoRF (Chen et al.,
2022) and K-Planes (Fridovich-Keil et al., 2023). For all
baselines, we applied regularization techniques congruent
with their inherent characteristics and configurations.

The quantitative rendering results are shown in Table 1 and
Figure 5. More detailed numeric values are contained at
Appendix E. First, we observed that the proposed method
outperforms the previous state-of-the-art method, FreeN-
eRF, in terms of both PSNR and perceptual quality. Si-
nusoidal encoding-based networks fail to capture high-
frequency details and are prone to underfit in data with
high-resolution structures, (ficus, lego). In contrast,
grid-based models show robust results in reconstructing
high-frequency structures. However, for data with a strong
non-Lambertian effect (drums, ship), grid-based mod-
els tend to miss the global shape and are prone to overfit in
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Table 2: Result of evaluation statistics on the D-NeRF
datasets. HexPlane employs the weight of denoising reg-
ularization as A\; = 0.01 via grid-search. Average PSNR,
SSIM, and LPIPS are calculated across all scenes. We in-
dicate the best performance as bold for each case.

Training Models Avg. 4 Avg. 4 Avg. !

views PSNR SSIM LPIPS
HexPlane  21.93 0.921 0.092
15 poses  K-Planes 21.50 0.922 0.086
Ours 22.30 0.925 0.087
HexPlane  23.18 0.929 0.082
20 poses  K-Planes 22.58 0.931 0.070
Ours 23.93 0.935 0.072
HexPlane  24.15 0.935 0.074
25 poses  K-Planes 22.68 0.929 0.107
Ours 25.34 0.941 0.063

high frequency. Our proposed multi-plane encoding tech-
nique can exclusively capture fine-grained details while
maintaining global shape learned by coordinate features,
leading to more robust novel view synthesis in sparse-input
scenarios. This phenomenon consistently occurs in real-
world datasets. For more detail, please refer to Appendix J.

4.3. Dynamic Radiance Fields

To demonstrate the robustness of the proposed model on
more spare input cases, we conduct our experiences on
the dynamic NeRF dataset (Pumarola et al., 2021). This
data set comprises monocular cameras of about 50-100
frames in duration and different inward-facing views for
each timestep. To verify a harsh situation, we also experi-
mented with fewer frames {15, 20, 25} sparse in both views
and time aspects. Each pose was sampled uniformly along
the time axis for each scene. We compare our method with
HexPlane (Cao & Johnson, 2023) and K-Planes (Fridovich-
Keil et al., 2023).

The observations made in subsection 4.2 are even more ev-
ident in the dynamic NeRFs. The proposed method out-
performs every setting of HexPlane in all metrics in the
D-NeRFs, as shown in Table 2. HexPlane discretizes the
continuous time axis into finite bins, making it less respon-
sive to the time-variant motion of objects when the avail-
able training poses are sparse. In contrast, the proposed
method can capture the time-variant motion of objects by
harnessing the coordinate-based networks first, with multi-
plane encoding supplementing the remaining details.

4.4. Stability in Sparse-Input NeRFs

In sparse-input NeRFs, stability is defined as the ability to
counteract overfitting. We measure stability by evaluating

Table 3: Variance of PSNR(J) on the static NeRF datasets.

FreeNeRF
17.31

iNGP TensoRF K-Planes
23.95 23.22 19.61

Ours

18.23

the minimal performance discrepancy between test view-
points adjacent to and not adjacent to the training views.
Specifically, we examine the variance of PSNR across all
test viewpoints in the static NeRF dataset. The total vari-
ance of PSNR across all images is calculated using 8,000
images from 8 scenes, each with 200 test viewpoints and
five trials. FreeNeRF, which uses MLP and sinusoidal en-
coding, shows the lowest variance among baselines. Spa-
tially explicit methods like iNGP and TensoRF exhibit sig-
nificant variances due to their tendency to overfit the train-
ing views. While K-Planes reduces instability compared to
these methods, its variances still do not match ours. Quanti-
tatively, our method achieves comparable results to FreeN-
eRF. However, as shown in Table 3, FreeNeRF generally
lacks reconstruction performance. Additionally, K-Planes
struggles with reconstructing specific scenes, such as ship.
In contrast, our method consistently reconstructs all scenes
with high quality, avoiding significant degradation. This is
also evident in Figure 5. While FreeNeRF exhibits blurry
details and K-Planes displays strange color distortion, our
method shows the cleanest results without noticeable dis-
tortion or artifacts. Considering that our method shows low
variances and achieves the highest PSNR, we emphasize
the distinction of our approach in terms of both stability
and superior capability.

4.5. Ablation Study

To validate the effectiveness of the proposed architecture,
we analyze several types of candidates with respect to
residual connections. We consider three candidates: Type
1, where skip connection lies at every layer, Type 2, which
has no skip connection; and the last one, where only the
coordinate value sy is residual concatenated. The quan-
titative result is presented in Table 4. We observe that
the strainghtforward implementation of residual connec-
tion leads to ineffective training for sprase inputs. How-
ever, the proposed method gains remarkble performance

Table 4: Performance evaluation by varying residual con-
nection candidates on the static NeRF dataset with 8 views

Avg. Avg. Avg.

Model - bR T sstm ! Lpips ¢
Ours 2474  0.898  0.089
Typel 1877 0844  0.179
Type2 1923 0848  0.171
Type3 1907 0843  0.175
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Table 5: Performance evaluation of the D-NeRF dataset
with training steps up to 15,000 and 25 poses. The ren-
dering time is assessed using 20 poses.

Model #Params  Avg.  Avg. Train Avg. Render

Name M] PSNR  Time [min] Time [min]
K-Planes (3#32)  18.6M 23.85 18.93 0.83
K-Planes (3*4) 1.9M 23.41 13.29 0.78
HexPlane (72) 9.7M 24.00 6.78 0.60
HexPlane (6) 0.8M 22.08 6.38 0.68
Ours (48) 3.4M 25.17 12.22 2.14
Ours (12) 1.0M 25.10 8.77 1.73

* Numbers in brackets are the channel dimensions of each multi-plane.

Table 6: Average PSNR across all scenes varying denoising
regularization A;. The hyphen indicates not converged.

Static NeRF (8 views) D-NeRF (25 views)

A1
TensoRF  K-Planes ours HexPlane K-Planes ours
0.0001 24.10 24.31 23.68 22.83 24.32 24.67
0.001 24.98 24.28 24.47 23.86 24.01 25.38
0.01 - 24.28 24.55 24.15 24.02 25.74
0.1 - 23.64 24.23 23.46 23.55 25.84
1.0 - 22.05 22.99 21.95 22.62 25.42

gap than others, highlighting the necessity of careful desing
for handling two heterogeneous features. For more infor-
mation, please refer to Appendix G. In terms of insensitiv-
ity to hyper-parameters, we evaluate explicit parameteriza-
tion methods on dynamic NeRFs by reducing the channel
dimension as shown in Table 5. While baselines exhibit
a performance decrease, the proposed method preserves
performance even with only 30% of number of parameter
used. Moreover, the reduced model with only 1.0M param-
eters surpasses the other full parameterized baselines. This
achievement is attributed to the disentanglement of two het-
erogeneous representations, as redundant multi-plane for
low-resolution features are replaced with the coordinate
network. In addition, we explore the sensitivity of reg-
ularization in Table 6. It demonstrates that the proposed
method maintains near-optimal performance across all hy-
per parameters. In one case, TensoRF with A\; = 0.001
fortunately performs the best at 24.98, but it fails to con-
verge when \; exceeds 0.01. This indicates its sensitivity
to regularization values. K-Plane appears to be more sta-
ble, but its overall performance lags behind the proposed
method. Moreover, excessive regularization can introduce
undesirable modification such as color disturbances. The
detailed experimental results are included in Appendix F.

To validate the curriculum weighting, we conduct a com-
parison between the proposed method and the same ar-
chitecture that does not utilize progressive training. We
choose {Lego, Drums, Mic} from the static NeRF, and
{Hellwarrior, Lego, Standup, Trex} from the dy-
namic NeRF where this weighting is applied (See Ap-
pendix C). We denote CL as the activation of progressive

Table 7: Quantitative results between activation and ab-
sence of curriculum weighting for multi-plane encoding.
Mean and variance of PSNR are presented for each scene.
We conduct three trials using random seeds to measure av-
erage PSNR and its variance

Static NeRF

Metric ‘ D-NeRF

Hell Stand
Warrior

Drums Lego Mic Trex

L Mean(1) 20.20 26.84 26.61‘ 1946 2405 2622 26.70

Variance(])  2.31 720 628 2.05 293 542 322

Non-  Mean(?T) 19.84 2654 2649 | 19.83 2394 2559 26.63
CL  Variance(])  2.55 6.26  9.16 2.80 415 499 340

training and Non_CL as its absence. In static NeRFs, we
observe that CL consistently has a positive impact on per-
formance improvement to Average PSNR, despite the fact
that their improvement on reconstruction is minor, ranging
from 0.2 to 0.4 in all cases. For variances, {drums, lego}
show no significant difference, but the Mic result indi-
cates that CL mitigates instability, with variances decreas-
ing by 2.8. This reduction means significantly less discrep-
ancy between images adjacent and not adjacent to training
views. The effectiveness of progressive training is more
pronounced in dynamic NeRFs. While it does not provide
significant improvement in the hellwarrior case, it ev-
idently enhances performance in the standup case, lead-
ing to 0.6 increase in average PSNR. In terms of stability,
we observe that most cases are less sensitive to overfitting
with progressive training. Although variance slightly in-
creases in the st andup, it is not significant issue consider-
ing average PSNR improvement. In summary, progressive
training influences on either performance improvement or
mitigation of instability in sparse-input NeRF by gradu-
ally engaging multi-plane channels. This allows the initial
channels to learn global details, while later channels focus
more on finer details. The detailed explanation, including
graphics, is provided in Appendix H.

5. Conclusion

In this paper, we introduce refined tensorial radiance fields
that seamlessly incorporate coordinate networks. The coor-
dinate network enables the capture of global context, such
as object shapes in the static NeRF and dynamic motions
in the dynamic NeRF dataset. This property allows multi-
plane encoding to focus on describing the finest details.
Through extensive experiments, we demonstrate that the
proposed method consistently outperforms the baselines
and their regularization in the few-shot regime. Notably,
the proposed method exhibits strong stability, showing less
discrepancy between images adjacent and non-adjancet to
training views. Additionally, it preserves performance even
with a reduced number of parameters.
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Impact Statement

Novel view synthesis is a task to understand the shape and
appearance of objects and scenes from a sparse set of im-
ages or video. Our model, in particular, can reconstruct
fine-detailed 3D shapes with an accurate appearance just
from given fewer inputs, both in static and dynamic scenes.

Like previous works, our model can obtain fine reconstruc-
tion results only if sufficiently distributed views are given.
Recovering high-fidelity 3D shapes and appearances of ob-
jects from fewer inputs offers numerous practical appli-
cations. However, it also introduces potential drawbacks,
such as the leading to the creation of potentially misleading
media or potentially facilitating design theft, by duplicating
physical objects.

Reproducibility Statement

For reproducibility, our code is available at https://
github.com/MingyuKim87/SynergyNeRF. Both
training and evaluation codes are included for convenience.
Qualitative results can be found on our project page.
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A. Background

Before delving into the details of the proposed method, we briefly review the fundamentals of the neural radiance fields
and multi-plane approach. We describe TensoRF (Chen et al., 2022) for the static NeRFs and HexPlane (Cao & Johnson,
2023) for the dynamic NeRFs. These methods are considered representative works in multi-plane encoding and are serve
as main baselines in this paper.
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Figure A.1: The schematic of baselines that use the multi-plane encoding. (a) TensoRF employs three planes and lines
(Chen et al., 2022). (b) HexPlane adopts a total of six multiple planes to include the time axis (Cao & Johnson, 2023).

A.1. Neural radiance fields

Mildenhall et al. (2021) proposed the original NeRF that uses volume rendering to compute predicted color values for
novel view synthesis. In this framework, we consider a camera with origin o and a ray direction d. A ray r, composed of n

points, is constructed as o + 7y, - d, where 7, € {71, - , 7, }. The neural radiance field, parameterized by ©, predicts the
color and density values cg, J’é at each point. Using volume rendering, the predicted color value ¢(r) are computed
as follows; ¢(r;0) = > T,(1 — exp(—0& (k11 — 7k)))ck. Here, the accumulated transmittance is computed by

T = exp(— <, 06 (Tht1 — 7k)). The network parameters © are trained by minimizing the phometric loss, comparing
¢(r) to the ground-truth color c.

However, raw coordinate features alone are insufficient for describing high-frequency details. To resolve this, the paper
proposes sinusoidal encoding, which transform coordinates into wide-spectrum frequency components. This encoding
enables the description of both low and high-frequency signals, on the other hands, training can be time-consuming since
it relies on implicit learning.

A.2. TensoRF: Tensorial Radiance Fields

The tensorial radiance fields provide an explicit parameterization using multiple-plane and fewer MLP layers. Compared
to other explicit parameterization (Liu et al., 2020; Sun et al., 2022; Miiller et al., 2022), multi-plane parameterization
efficiently proves to be efficient for 3-dimensional NeRFs, provided that the plane resolution is sufficiently high. For
simplicity, we assume that multi-planes share the same dimension in height, width, and depth denoted as H. This approach
employs both plane features denoted as M = {My,,, M., M., } and vector features V = {V,, V,, V, }. For convenience,
we denote two index variables, i € {xy,yz, za} for M and j € {z,x,y} for V. The plane and vector feature is denoted
as M; € ROHXH v ¢ RexIxH  Both plane and vector features have a channel dimensions ¢ to represent diverse
information. To calculate the feature value at a given point s := (s, sy, 5-), the point are projected to corresponding
planes and lines, and features on the nearest vertices are bilinear interpolated, as illustrated in Figure A.la. After obtaining
the feature values from M and V, denoted as fM = {f%, éVZ[, MY and fY = {fY, £V, fyv} and each feature f; € R¢
, hence fM, fV € R3¢. We use element-wise multiplication on f™, fV to get final feature f = fM © fY € R3°. For
a more detailed explanation of multi-plane encoding, please refer to Appendix B. TensoRF has independent multi-plane
features for density and appearance. TensoRF predicts occupancy by channel-wise summation of final density features
across all planes. Conversely, appearance features are concatenated and then fed into MLP layers or spherical harmonics
function.

Multiple-plane encoding is mainly designed to emphasize local representation with the nearest vertices. Therefore, Ten-
soRF proposes gradually increasing the resolutions of the learnable planes and vectors during training to address this
locality. This intends the model to learn the global context at the coarser resolution and then enhance finer details at the
high resolution.
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A.3. HexPlane

The following work, HexPlane, extends the multi-plane approach by incorporating the time axis, enabling it to work
effectively in dynamic NeRFs. To achieve this, HexPlane builds upon the line features used in TensoRF, extending them into
plane features by adding a time axis. This results in six planes, three spatial planes denoted as M = { M, M., M},
M; € RHXH and three temporal planes V = {Vi., Viz, Vi, }, Vi € RETXH a5 shown in Figure A.1b. Likewise
the previous subsection, we denote two index variables, i € {zy,yz, zz} for M and j € {tz,tx, ty} for V. Compared to
TensoRF, a key difference is that the sample s := (s, s, S, t) includes the time variable. In dynamic NeRFs, dealing with
temporal sparsity is a crucial factor for improving performance since the time axis contains relatively sparse information
compared to spatial information. HexPlane addresses this challenge by employing denoising regularization, laplacian
smoothing, that constrains similarity among adjacent multi-plane features. For an arbitrary plane feature P, Laplacian
smoothing function £; is defined as below, where h, w refer row and column indices:

£P) =33 (1P = Py + 1P = Piull3) (A1)

¢  hw

Specifically, HexPlane applies laplacian smoothing on both plane features but give higher priority to temporal planes.
This emphasize that time information is significant for capturing dynamic motion accurately. Fundamental operations of
HexPlane align with TensoRF, including the direct prediction of density values by multi-plane features and the prediction
of color values by concatenating multi-plane features, which are then fed into MLP layers.

B. Multiple-plane Encoding and Concatenating Coordinate

In this subsection, we discuss the use of

multiple-plane encoding. Instead of directly

predicting the density function using low- (54 5,)
rank approximation of voxel grid, as done h—1 i P
in previous methods (Chen et al., 2022; Cao
& Johnson, 2023), our focus is on creating 4
spatial features with multiple planes. For 3-
dimensional data, we denote the plane fea- 0
tures as M; € RE*H*H "and vector features 0
V; € ReXIXH  However, in the case of 4- pi+l i g} £) (i + 1} fiar))
dimensional data, V' changes to plane fea-

tures. Each plane and vector feature corre- Figure B.2: Blinear interpolation

sponds to an axis in 3-dimensional spaces,

such as M = {M,, M,.,M,.} and V = {V,,V,,V,}. In 4-dimensional spaces, the same notation applies to M, but
we introduce a time axis in ) represented as V = {V¢, Vi, Vyt}. The dimensions of M.y and V(.y are H x W and D,
respectively. We assume that all planes and vectors have the same dimension, i.e., H = W = D. We use h as the all grid
dimension for plane and vector features for simplicity.

Wij+ 10 fy) i+ L+ 1))

(5y,5,)

v uv (- uyw

To compute multiple-plane features, we use bilinear interpolation. In 3-dimensional data, when a data point s € R3 is
queried, it first drops to the axis for the corresponding dimension, then looks for the nearest vertices. For example, when
obtaining plane features on M, ,, s = (S, Sy, S;) drops s, and then looks for corresponding adjacent vertices in M.
When (7, j) = |(sz, sy)], the adjacent vertices are defined as {(¢,7), (i + 1, ), (¢, + 1), (i + 1, j + 1)}, and their feature
values are denoted as { f(; jy, f(i+1.5), f(i.j+1)> fi+1.5+1)} at the four nearest grid points. Here, 4,5 € {0,1,--- ,h — 1}.
The component of multiple-plane encoding f(s., s,) is computed by bilinear interpolation as follows:

fsorsy) = M=) (I =) fij +u(l =) fit1;+ (1 —wvfiji1 +uvfiyrjia (B.2)

where, u = (s=—%)/(i+1-4) is the interpolation factor in the z-direction, and v = (sy—3)/(j+1—) is the interpolation factor
in the y-direction. The remaining components ( J(sy.52)s f(s.,s.)) are also computed by simply alternating coordinates.
For the vector feature, we use linear interpolation, similar to bilinear interpolation but in 1 dimension. In 3-dimentional
data, the features collected are fM = {f(swsy), J(sy,82)0 f(s.,s.)} and fV = {fs.s fso» fs,}» In 4-dimensional data, we

can also use bilinear interpolation for V. In this case, the features are f¥ = {f(sz’sy), Jsys2)s f(s.,5.)} and v =
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{fs..t)s Fisurt)s f(swt)}. Then, we combine them by element-wise producting the two vectors f = fM © fV to get
multiple-plane encoding in R3¢.

To reprensete low-frequencies signals apparently, we include the coordinate of a data point s = {s,,s,,s,} € R? in
3-dimensional data. In 4-dimensinoal data, these coordinate features become s = {s,, sy, s,,t} € R%. The final result of
encoding is the concatenation of two different features: f = {f, s}. For 3-dimensional data, f is in R3+3¢, and in case of
4-dimensional data, fis in R3¢,

C. Implementation details
C.1. Hyper-parameters on the Static NeRF

The proposed model incorporates multi-plane encoding and MLPs with skip connections. For the multi-plane encoding,
we utilize 48-dimensional channels. The resolution of plane features is upscaled to 8,000,000 (200%) by the end of training.
The hyper-parameters, such as the weight for Laplacian smoothing (A1), the curriculum learning schedule, and the initial
feature resolution, vary across scenes as part of our hyperparameter tuning to achieve optimal results. However, we use
same Ag 3 across scenes. In this dataset, Ao = 1 is used, and A3 is initially set to 0.00008 at the start of training, increasing
to 0.00004. This is the same weighting strategy used in the previous method (Chen et al., 2022). Detailed information
on the hyperparameters for multi-plane encoding can be found in Table C.1. For the decoder, we employ standard fully
connected layers with ReLU activations, each containing 256 channels. The encoder consists of four fully connected ReLU
layers, with a skip connection introduced after the second layer, which concatenates the fused input features. Occupancy
is directly calculated from the obtained features with softplus function applied to the first channel. The RGB decoder,
following this, consists of two layers. The color values are obtained from the features processed by the RGB decoder
through sigmoid activation.

In our experiments, the model was trained over 30,000 iterations with a batch size of 4,096. We utilized the Adam optimizer
(Kingma & Ba, 2015) with an initial learning rate of 0.02 for multi-plane features and 0.001 for MLPs, following a learning
rate schedule inspired by TensorRF (Chen et al., 2022).

Table C.1: The detailed configuration for the static NeRF experiments. The parameters of curriculum {t., ¢} are defined
in Equation 2. These values are presented as a percentage of the total iteration. The hyphen means that curriculum learning
does not apply.

scenes
Configs
chair drums ficus hotdog lego materials mic ship
A1 0.001  0.005 0.005 0.009 0.009 0.001 0.009  0.005
curriculum learning - {5,95} - - {10, 50} - {0, 50} -
Initial resolution 16 3 3 24 48 48 48 3

C.2. Hyper-parameters on the Dynamic NeRF

The configuration for the dynamic Neural Radiance Fields (NeRF) case adheres to the same settings as the static case.
We utilize plane features with 48 channels. The initial voxel resolution is set at 4,096 (16%) and is subsequently upscaled
to 8,000,000 (200%). For hyper-parameters, ), is set to 2.5 for all scenes in the dynamic NeRFs to ensure smoother
multi-plane features along the time-axis. This approach is proven effective in previous work (Cao & Johnson, 2023). The
parameter Az is set to 0.00001 across all dynamic NeRF scenes. For a more detailed description, please refer to Table C.2.
The structure of the decoder, initial learning rate, and optimizer configuration remain identical to those used in the static
NeRF. Any configurations not specified here follow directly from the HexPlane method as described in (Cao & Johnson,
2023).

D. Experimental Setup

We conducted the training and evaluation of all models using an NVIDIA A6000 with 48 GB of memory. It’s important to
note that each experiment was executed once using the seed 0 as the default. When an experiment explicitly demanded five
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Table C.2: The detailed configuration for the static NeRF experiments. The parameters of curriculum {¢.,t,} are defined
in Equation 2. These values are presented as a percentage of the total iteration. The hyphen means that curriculum learning
does not apply.

scenes

Configs
boundingballs  hellwarrior  hook  jumpingjacks lego mutant  standup trex
A1 0.001 0.005 0.001 0.001 0.05 0.001 0.05 0.05
curriculum learning - {5,95} - - {5, 95} - {5,95} {5,95}

trials, we utilized five different seeds: {0, 700, 19870929, 20220401, 20240507}. For further details regarding the datasets
and the baselines, we provide additional explanations in the following subsection.

D.1. Datasets

NeRF blender dataset The Blender Dataset (Mildenhall et al., 2021) is a set of synthetic, bounded, 360°, in-ward facing
multi-view images of static object. Blender Dataset includes eight different scenes. Following the previous method(Yang
et al., 2023; Jain et al., 2021), for training, we used 8 views with IDs of 26, 86, 2, 55, 75, 93, 16, 73 and 8 counting from
zeros. While previous works uniformly sampled 25 images from the original test set (Yang et al., 2023; Jain et al., 2021),
we evaluate all data using full-resolution images (800 x 800 pixels) for both training and testing. We downloaded Blender
dataset from https://www.matthewtancik.com/nerf

D-NeRF dataset The D-NeRF dataset is a set of synthetic, bounded, 360 degree, monocular videos for dynamic objects
(Pumarola et al., 2021). The D-NeRF dataset includes eight different scenes of varying duration, from 50 frames to 200
frames. To train the baseline under severe sparsity settings, we sub-sample the number of training views from the original
D-NeRF dataset. For instance, in the case of bouncingballs that originally contains 150 views in the training set,
we select a total of 25 views, evenly spaced apart, by starting from O and increasing by 6 at each step. For other scenes
and varying number of views, we apply the same sampling method. We downloaded D-NeRF dataset from https:
//github.com/albertpumarola/D-NeRF

Tank and Temples The Tank and Temples dataset includes real-world scenes and corresponding multi-view images of
static objects (Knapitsch et al., 2017). In this study, we select four scenes, Family, Barn, Truck and Caterpillar.
Each scene exhibits variations in the number of training poses and images, reflecting different camera distribution. For
instance, some poses are placed close to the object, while others are farther away, creating varying levels of difficult.
Among scenes, the Family is relatively similar to the original in-ward case. The dataset is obtained from the following
URL: https://dl.fbaipublicfiles.com/nsvf/dataset/TanksAndTemple.zip

D.2. Baselines

In this chapter, we briefly explain the method we compared as a baseline in our experiments. Regarding TensorRF and
Hexplane, we described in detail in Appendix A.

Diet-NeRF Diet-NeRF is a sinusoidal encoding based model (Jain et al., 2021). The model incorporates auxiliary se-
mantic consistency loss which leverages the pre-trained CLIP network trained on large datasets to compensate for the
lack of training data. Auxiliary semantic consistency loss regularize semantic similarity between rendered view and given
input images. We also compare the simplified NeRF (Jain et al., 2021). For implementation we used the codebase in
https://github.com/ajayjain/DietNeRF

Free-NeRF Free-NeRF is a model based on sinusoidal encoding (Yang et al., 2023). Yang et al. (2023) employed
progressive activation of positioning embedding within a single model. It initially establishes global contextual shape
and subsequentially describes fine-grained details. To reduce floating artifacts, it penalize near-camera density values,
following the prior knowledge of object is located in a distance to the camera. For implementation we used the code from
https://github.com/Jiawei-Yang/FreeNeRF/tree/main
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DVGO DVGO is a model that uses a three-dimensional dense voxel feature grid (Sun et al., 2022). It utilizes independent
voxel features for density and color. Shallow MLP follows color encoding. In the first stage, coarse geometry explores
learning the shape prior of the scene and finding empty voxels. Subsequently, in the fine reconstruction stage, they upsam-
ple the grid to a higher resolution and apply free-space skipping to optimize the occupied section densely. We used the
code from https://github.com/sunset1995/DirectVoxGO

Instant-NGP Instant NGP model expresses the voxel feature grid using the Hash function (Miiller et al., 2022). It
allocates features corresponding to each voxel to the hash table, reducing the memory required while allowing collisions.
Instant NGP utilizes the multi-resolution feature grid and uses features of resolution that log-scale uniformly increase from
16 to 1024-4096. It maintains a fast speed by inferring empty spaces through occlusion values such as TensorRF and DVGO
and avoiding sampling from void regions. We used the code from https://github.com/kweal23/ngp_pl

VGOS VGOS is the first example of applying the grid-based method to a few-shot case (Sun et al., 2023). The method
induces smoothness by adding total variation regularization to the dense grid feature, feature, depth, and color. In addition,
progressive voxel sampling is introduced to prevent floating artifacts under the assumption that there will be a lot in the
middle of the occlusion. We follows the code from https://github.com/SJoJoK/VGOS

K-Planes K-planes utilizes the Hadamard product of multi-resolution tri-planes to represent voxel features (Fridovich-
Keil et al., 2023). This approach extends from static three-dimensional scenes to dynamic four-dimensional NeRFs like
Hex-plane (Cao & Johnson, 2023). K-Planes incorporates TV Loss and employs various regularization methods including
distortion loss to reduce floating point artifacts. Furthermore, it adopts the proposal network method suggested in MipNeRF
360 as a sampling approach (Barron et al., 2022). We follow the code from https://github.com/sarafridov/
K-Planes

CAM CAM, coordinate-award modulation, is an approach to create parameter efficient neural fields (Lee et al., 2024).
It combines explicit representation, such as hash-grid, with a coordinate network. Unlike previous explicit representation
that had a large number of parameters due to thier channel dimension. CAM utilizes only two channel explicit represen-
tation. Each channel is integrated using an affine transformation with the feature from coodinate network. Additionally, a
fourier feature network is used to reduce the number of overall parameters while preserving performance under full poses.
However, CAM does not specifically address spectral bias for each feature and sparse input situation. We follow the code
from https://github.com/maincold2/CAM

E. The Evaluation Statistics of Static and Dynamic NeRF Datasets

Static NeRFs In Table E.3 through Table E.5, we present the quantitative results for each scene of the synthetic NeRF
Dataset. All reported numbers are averages of five experiments, along with their corresponding standard deviations. Our
model consistently outperformed all counterpart models across all metrics. We also analyze the performance of the Ten-
sorRF model, which incorporates intense additional Laplacian smoothness loss. The optimal A; value of 0.001 was iden-
tified for achieving the best results, as detailed in Appendix F. TensorRF with strong Laplacian regularization shows
performance comparable to our proposed model. Both two methods exhibit complementary advantages in novel-view
rendering results. For qualitative comparison, we showcase novel-view renderings of ship (Figure 5). While TensorRF
with A\; = 0.001 focuses on reconstructing higher-frequency textures, it shows instability in low-frequency information,
such as geometry (deck in ship), and displays high-frequency artifacts in color (water regions in ship). Conversely, the
proposed method excels in robust optimization, particularly in capturing global information. It enables more accurate 3D
geometry and consistent color reconstruction across views. However, it might underfits in scenarios that require intricate
details. Despite this, without relying heavily on denoising regularization, the proposed method nearly achieves the best
performance, primarily attributed to the coordinate-based networks responsible for capturing the global context.

Dynamic NeRFs In the evaluation of Dynamic Neural Radiance Fields (D-NeRF), the experimental results demonstrate
a significant performance improvement for the proposed method over baseline approaches. While baselines perform com-
parably when full poses are available, the proposed method particularly excels as the number of available poses diminishes.
This is evident when testing all methods with 25 poses, where a notable performance gap is observed. This gap narrows
with a decrease in pose availability, highlighting the challenges of capturing object movement and synthesizing novel views
in dynamic scenes with limited data, especially with only {15, 20} frames. Specifically, in scenes with significant move-
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Table E.3: The result of average PSNR in the static NeRF. We conduct five trials and use 8 views for training.

Models PSNR 1
chair drums ficus hotdog lego materials mic ship

Simplified_NeRF 20.354 £0.648  14.188 £2.596  21.629 £0.171  22.565 £1.055 12.453 £3.103  18.976 £2.306  24.950 £0.202  18.648 +0.446
DietNeRF 21.323 £2.478  14.156 £5.143  13.082 £3.892 11.644 £6.753 16.120 £7.121  12.200 £7.343  24.701 +1.222  19.342 +4.033
HALO 24765 £0.280 18.674 £0.226  21.424 £0.204  10.220 £0.388  22.407 £1.997 20.996 +0.032  24.937 +£0.078  21.665 +0.229
FreeNeRF 26.079 £0.545  19.992 £0.050 18.427 £2.819 28.911 £0.232 24.121 £0.633  21.738 £0.085 24.890 £1.733  23.011 +0.148
DVGO 22.347 £0.253  16.538 £0.081  19.032 £0.071  24.725 +0.241  20.845 +0.129  18.497 £0.077 24.373 £0.252  18.170 +0.148
VGOS 22.100 £0.036  18.568 £0.112  19.084 +£0.061  24.736 £0.073  20.895 +0.073  18.418 £0.036  24.180 +0.148  18.155 +0.060
iNGP 24762 £0.169  14.561 £0.082  20.678 £0.415 24.105 £0.308 22.222 +0.076  15.159 £0.075 26.186 +0.159  17.288 +0.135
TensoRF 26.234 £0.062  15.940 £0.369 21.373 £0.152  28.465 £0.387  26.279 £0.279  20.221 £0.109  26.392 +£0.320  20.294 +0.359
TensorRF(A\; = 0.001) 28.527 £0.208  19.626 +0.134  21.963 £0.217  29.373 £0.218  29.441 £0.270  21.911 +£0.087 26.998 +0.325 22.837 +0.717
K-Planes 27.300 £0.192  20.427 £0.153  23.820 £0.215  27.576 £0.254  26.520 £0.262  19.661 +£0.178  27.297 +0.144  21.337 +£0.240
Ours 28.021 £0.143  19.550 £0.587  20.301 £0.258  29.247 £0.656  26.725 £0.565 21.927 £0.114  26.416 £0.199  24.266 +0.163

Table E.4: The result of average SSIM in the static NeRF. We conduct five trials and use 8 views for training.

Models SSIM T
chair drums ficus hotdog lego materials mic ship

Simplified_NeRF 0.852 £0.003 0.773 £0.017 0.871 £0.002 0.891 £0.004 0.738 £0.031  0.827 £0.019  0.931 +0.001  0.736 +0.005
DietNeRF 0.857 £0.025 0.716 £0.133  0.653 +0.123  0.705 +£0.111  0.709 +0.148  0.662 +0.166  0.933 +0.011  0.731 £0.043
HALO 0.883 £0.001  0.822 £0.003  0.877 £0.002  0.806 +0.064 0.827 +0.032  0.847 +0.003  0.931 +0.000 0.763 +0.001
FreeNeRF 0.908 £0.003  0.852 £0.001  0.866 +0.008 0.942 +0.002 0.871 +£0.003  0.862 +0.001  0.935 +£0.010  0.778 £0.003
DVGO 0.860 £0.003  0.761 £0.002  0.857 +£0.001  0.904 +0.002  0.820 +£0.001  0.804 +0.002  0.933 +£0.001  0.689 +0.003
VGOS 0.857 £0.001  0.834 £0.001  0.859 +0.000  0.905 +0.000  0.824 +0.000 0.804 +0.001  0.932 +0.001  0.686 +0.001
iNGP 0.899 £0.002  0.730 £0.002  0.886 +0.004 0.904 +0.001  0.841 +£0.001  0.748 +£0.002  0.946 +0.001  0.672 +0.002
TensoRF 0.919 £0.001  0.753 £0.007  0.882 £0.002  0.938 +£0.002  0.909 +0.003  0.843 +£0.003  0.947 £0.002  0.719 £0.006
TensorRF(A\; = 0.001) 0.943 £0.001  0.856 +£0.004 0.901 £0.001  0.945 +£0.001  0.941 £0.002  0.873 £0.001  0.955 +0.002  0.772 +0.006
K-Planes 0.935 £0.001  0.869 £0.002  0.925 £0.001  0.949 £0.001  0.921 +£0.002  0.850 +£0.001  0.958 +£0.001  0.767 £0.003
Ours 0.931 £0.001  0.860 £0.011  0.881 £0.002  0.948 £0.003  0.914 +0.005 0.879 £0.001  0.949 +0.001  0.802 +0.002

Table E.5: The result of average LPIPS in the static NeRF. We conduct five trials and use 8 views for training.

Models LPIPS |
chair drums ficus hotdog lego materials mic ship

Simplified_NeRF 0.247 £0.010  0.388 £0.083  0.153 +£0.007  0.239 £0.009 0.408 +£0.091  0.205 £0.042  0.100 +£0.001  0.375 £0.005
DietNeRF 0.177 £0.051  0.382 £0.253  0.447 +£0.201  0.539 +£0.225 0.339 +£0.254 0.426 +0.282  0.079 +£0.021  0.278 +0.069
HALO 0.134 £0.003  0.234 £0.012  0.109 £0.012  0.417 +£0.113  0.149 +£0.066 0.167 £0.012  0.098 +£0.004  0.290 +0.007
FreeNeRF 0.101 £0.005  0.142 £0.003  0.138 £0.068  0.069 +0.001  0.092 +£0.003  0.107 £0.002  0.094 +£0.029  0.228 +0.003
DVGO 0.120 £0.004  0.218 £0.003  0.102 £0.001  0.106 +0.003  0.125 +£0.001  0.149 +0.001  0.062 £0.001 ~ 0.276 +0.004
VGOS 0.124 £0.001  0.201 £0.002  0.100 £0.001  0.104 £0.001  0.123 +£0.000  0.148 +£0.001  0.063 £0.001  0.278 +0.001
iNGP 0.098 £0.004  0.345 £0.005  0.099 £0.006  0.144 +£0.003  0.127 £0.002  0.292 +£0.003  0.058 +£0.002  0.312 +0.003
TensoRF 0.074 £0.002  0.312 +£0.011  0.105 £0.003  0.072 £0.005  0.059 £0.002  0.129 +£0.004  0.047 £0.002  0.237 £0.010
TensorRF(A\; = 0.001)  0.047 £0.001  0.132 £0.009  0.066 £0.001  0.050 £0.001  0.037 £0.002  0.069 £0.001 ~ 0.037 £0.001  0.186 +0.007
K-Planes 0.052 £0.002  0.107 £0.005 0.061 £0.002  0.054 £0.001  0.051 £0.002 0.116 £0.003  0.036 +0.001  0.199 +0.005
Ours 0.078 £0.001  0.139 £0.022  0.082 +0.003  0.064 +0.005 0.057 £0.005 0.067 £0.002  0.059 +0.001  0.191 +0.004

ment, such as bouncingballs and standup, the proposed method significantly outperforms others. For example,
as depicted in Figure E.3, while variants of HexPlane and K-Planes struggle to accurately render the shape of the blue
ball over time, the proposed method successfully captures this detail, including the reflection on the green ball. In the
jumpingjack sequence, the proposed method also shows fewer artifacts and maintains scene boundaries more effec-
tively compared to HexPlane. Overall, as indicated in Table E.6, the dynamic NeRF dataset demands a model capable of
handling time in a continuous manner. Traditional grid-type explicit representations fall short as they rely on discretizing
each feature, including time. In contrast, the proposed method leverages a coordinate network that consists of continuous
maps, enhanced by multi-plane representations, enabling superior performance on the D-NeRF dataset compared to other
baselines.

Variance of PSNR on the static NeRF datasets. We elaborate on the variance of PSNR for each instance in the static
NeRF dataset in Table E.7. Specifically, we examine the variance of PSNR across all test viewpoints in the static NeRF

dataset. The total variance of PSNR across all images is calculated using 8,000 images from 8 scenes, each with 200 test
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Table E.6: Result of evaluation statistics on the D-NeRF datasets. HexPlane employs the weight of denoising regularization
as \; = 0.01 via grid-search. Average PSNR, SSIM, and LPIPS are calculated across all scenes. We indicates best
performance as bold for each cases

Training PSNR 1 Avg. Avg. Avg.
. Models 1 1 1
views bouncingballs  hellwarrior ~ hook  jumpingjacks  lego  mutant standup  trex PSNR SSIM LPIPS
HexPlane 26.56 15.91 21.03 20.35 23.64 2340 2148 23.05 21.93 0.921 0.092
15 views  K-Planes 24.10 15.88 19.59 20.97 2355 2221 20.63 25.08 21.50 0.922 0.086
Ours 28.09 16.48 20.90 21.51 2354 2338 21.87 24.88 22.30 0.925 0.087
HexPlane 28.45 16.85 22.30 20.87 23.73  25.02 2373 2445 23.18 0.929 0.082
20 views  K-Planes 2543 17.25 21.07 21.40 23.12 2501 21.01 25.84 22.58 0.931 0.070
Ours 31.15 17.99 22.67 22.58 2349 2586 2355 26.04 23.93 0.935 0.072
HexPlane 30.49 17.61 23.10 22.85 2429 2581 2374 2530 24.15 0.935 0.074
25 views  K-Planes 28.29 9.18* 22.01 22.49 2433 2602 2277 2637 22.68 0.929 0.107
Ours 34.61 19.21 23.82 24.46 23.78 26.75  26.07 26.29 25.34 0.941 0.063
HexPlane 39.21 23.92 2797 30.53 2474 32,19  33.09 30.02 30.15 0.964 0.039
Full views ~ K-Planes 39.76 24.57 28.10 31.07 25.13 3242 3299 30.25 30.54 0.967 0.033
Ours 40.25 24.63 28.50 31.70 25.09 31.19 3145 29.76 30.20 0.960 0.049

* indicates the model does not converge
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Figure E.3: Rendered images of the bouncingballs and jumpingjacks in the dynamic NeRF dataset by HexPlane
with \; = 0.01, K-Planes and ours. All models are trained using 25 views

viewpoints and five trials.

Examining Table E.7, while FreeNeRF records the lowest variance across nearly all scenes except for Ficus and Mic, it
consistently lags behind the top score across all scenes. This observation highlights FreeNeRF tends to underfit. Notably,
in scenes like Ficus and Mic where caputring intricate and delicate signals such as thin leaves or mesh structures is crucial,
FreeNeRF struggles. This suggest that FreeNeRF is stable, but it faces difficulties in effectively rendering complex details
effectively. On the other hand, methods like iNGP and TensoRF exhibit poor average PSNR scores such as Drums and
Ship, and achieve low variances. This pattern indicates a failure to learn effectively, resulting in meaningless output and
negligible difference between training and test views due to overfitting. Although these methods sometimes perform well
in scenes with simple geometry like Hotdog and Lego, they often lack stability and underperform in scenarios requiring
sparse input handling for NeRF applications.

However, as stated in subsection 4.4, our method consistently shows low variances in most scenes—except for hotdog and
materials, where we achieve the highest PSNR—we emphasize the distinction of our approach in terms of both stability
and superior capability compared to K-Planes.
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Table E.7: Variance of PSNR(]) on the static NeRF dataset.

Chair Drums Ficus Hotdog Lego Materials Mic  Ship | Total

FreeNeRF  5.07 1.72 8.72 11.16 6.42 2.13 17.28 648 | 17.31
iNGP 8.43 3.13 1.37 12.39 7.78 2.96 9.02 6.03 | 23.95
TensoRF  10.88  2.86 2.17 13.11  10.27 2.82 8.06 5.71 | 23.22
K-Planes 10.74  2.55 2.83 27.19  10.76 2.99 923 1148 | 19.61
Ours 3.82 2.82 2.00 16.38 8.72 4.09 9.68 6.01 | 18.23

F. Experiments on Varying Denoising Hyper-parameter )\,

We evaluated the role of Total Variation or Laplacian smoothing regularization for TensoRF, HexPlane, and the proposed
method by incrementally increasing the regularization parameter A; from 0.0001 to 1.0, each step multiplying by a factor of
10. The results, displayed in Table F.8, show that our proposed method outperforms all scenarios in both static and dynamic
NeRF datasets, except at A; = 0.001 in the static dataset. At this value, TensoRF achieved the highest PSNR of 24.98,
but it struggled to converge at higher \; values, highlighting its sensitivity and difficulties in training robustly with varying
regularization strengths. For dynamic NeRF datasets, where time sparsity presents additional challenges, HexPlane’s
performance varied between PSNR scores of 21.95 to 24.15, whereas our method ranged from 24.67 to 25.74, indicating
a lesser dependency on denoising regularization. This suggests that the coordinate networks used in our method provide
robust regularization for multi-plane encoding, reducing the necessity for intensive hyperparameter tuning across different
scenes. Furthermore, excessive regularization led to undesirable modifications such as color disturbances in TensoRF’s
rendering of the ship scene with \; = 0.001, as evidenced by our results. Our method, on the other hand, maintained
near-optimal performance across a broad range of \; values without necessitating excessive denoising regularization,
thanks to its ability to capture global contexts through coordinate-based networks.

To provide deeper analysis, Figure F.4 qualitatively illustrates how the dependency of TensoRF, K-Planes and the proposed
model on the denoising weight affects performance. While TensoRF could reduce floating artifacts with appropriate de-
noising levels, excessive regularization led to unwanted color distortions, necessitating a delicate balance in regularization
weight tuning. In contrast, our model displayed consistent performance across various A; settings without introducing
undesigned artifacts, even as denoising intensity increased. This capability stems from the model’s reliance on coordinate
features that anchor low-frequency information, providing a stable base for robust reconstructions. In dynamic scenes, as
input sparsity increases, Table F.9 and Figure E.5 affirm that denoising regularization alone is insufficient in both HexPlane
and K-Planes. For example, they exhibit degraded performance compared to our model and the optimal A\; values for
each model fluctuate across scenes. This underscores a heavy reliance on regularization. Conversely, our proposed model
demonstrated high adaptability and robustness regardless of the regularization intensity, underscoring that our feature-
fusion strategy is inherently robust against sparse inputs. Consequently, regularization synergizes with our model design,
aiding in more realistic rendering without producing undesired artifacts and effectively handling sparse input cases.
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Table F.8: The comparison of Ours, K-Planes and TensoRF in the static NeRF dataset. We conduct experiments varying
the value of \;. All models are trained using 8 views. The hyphen means that the model is not converged.

PSNR 1 Avg. Avg. Avg.

Models PSNR | ssiM | Lpips ¢

chair drums ficus hotdog lego materials mic ship

TensoRF (A\; = 0.0001) 27.15 16.85 21.84 29.35 28.03 2141 2699 21.17  24.10 0.880 0.103
TensoRF (A\; = 0.001) 2824 1994 2194 2946 29.04 22.03 26.62 22.58  24.98 0.898 0.078
TensoRF (A\; = 0.01) 2797 20.04 - 29.22 2893 21.98 - 23.24 - - -
TensoRF (A\; = 0.1) - 19.80 - 28.12  27.11 21.37 - 21.93 - - -
TensoRF (A\; = 1.0) - - - 2597 2455 19.36 - 22.24 - - -

K-Planes (A\; = 0.0001) 27.16 20.50 23.82 27.75 26.29 19.87 27.46 21.68  24.31 0.897 0.083
K-Planes (A\; = 0.001)  27.08 20.20 2326 27.94 27.06 20.02 26.76 2194  24.28 0.900 0.081
K-Planes (A\; = 0.01) 27.10 2027 22.62 27.64 2648 20.59 27.08 2246  24.28 0.899 0.082

K-Planes (A\; = 1.0) 23.54 1753 2231 27.08 26.01 19.74 2646 2193  23.64 0.893 0.090
K-Planes (A\; = 0.1) 2598 19.60 20.72 26.11 24.15 19.09 2456  20.73  22.05 0.876 0.112
Ours (A1 = 0.0001) 27.79 17.67 1930 28.62 2481 21.49 26.16 23.57  23.68 0.884 0.111
Ours (A = 0.001) 2794 19.04 2007 29.13 27.26 21.85 26.93 23.55 2447 0.893 0.091
Ours (A = 0.01) 27.61 1921 20.17 2951 2731 21.55 26.74 2427 < 24.55 0.895 0.098
Ours (A = 0.1) 27.07 19.60 20.55 29.09 2543 22.50 26.13 2356  24.23 0.889 0.108
Ours (A1 = 1.0) 25.12 1799 19.89 27.64 2274 21.98 2555 23.05 2299 0.876 0.136

Figure F.4: Rendered images of drums and ship cases in the static NeRF dataset by TensoRF, K-Planes and ours with
varying A;. We select the 61st and 36th images for the drums scene and the 156th images for the ship.
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Table F.9: The comparison of Ours and HexPlane in the dynamic NeRF dataset. We conduct experiments varying the value
of A\1. All models are trained using 25 views. We use seed 0 for reproducibility.

PSNR 1 Avg. Avg. Avg.
Models
bouncingballs  hellwarrior ~ hook  jumpingjacks  lego  mutant standup trex PSNR f SSIM ! LPIPS ‘

HexPlane (A\; = 0.0001) 28.80 16.32 21.44 21.98 23.81 24.67 2130 2434 22.83 0.926 0.082
HexPlane (A\; = 0.001) 30.25 16.86 22.61 22.70 2421 26.03 23.07 25.19 23.86 0.934 0.070
HexPlane (A; = 0.01) 30.49 17.61 23.10 22.86 2429 25.81 23.74 2530 24.15 0.935 0.074
HexPlane (A\; = 0.1) 29.64 18.24 22.13 21.75 23.72 24.63 23.08 24.53 23.46 0.928 0.090
HexPlane (\; = 1.0) 26.60 17.79 21.05 19.73 23.53 2275 19.88  24.30 21.95 0.917 0.117
K-Planes (A; = 0.0001) 29.39 16.72 22.69 23.98 24.03 2642 2447 26.88 24.32 0.937 0.074
K-Planes (A\; = 0.001) 29.22 17.92 22.29 22.73 24.12 2620 2322 26.35 24.01 0.939 0.061
K-Planes (A\; = 0.01) 29.38 18.29 22.33 22.78 23.82  26.18 23.02 26.33 24.02 0.938 0.062
K-Planes (A\; = 0.1) 28.85 17.53 21.52 22.52 24.02 26.00 2274 25.25 23.55 0.931 0.074
K-Planes (A\; = 1.0) 25.29 17.90 20.99 21.63 23.61 25.06 21.73 2473 22.62 0.928 0.087
Ours (A; = 0.0001) 32.80 18.34 23.39 23.18 23.79 2633 2377 2577 24.67 0.936 0.071
Ours (A; = 0.001) 34.13 19.01 23.90 24.72 23.92 2686 2426 26.22 25.38 0.942 0.062
Ours (\; = 0.01) 33.71 19.69 23.83 24.77 2420 26.89 2596 26.86 25.74 0.943 0.064
Ours (A; = 0.1) 3291 19.80 24.08 24.63 2436  26.85 27.69 26.40 25.84 0.941 0.074
Ours (A} = 1.0) 3221 19.52 24.33 24.36 23.51 2623 27.18  26.05 25.42 0.937 0.088

22



Synergistic Integration of Coordinate Network and Tensorial Feature for Improving NeRFs from Sparse Inputs

HexPlane K-Planes Ours

4
2, = 0.0001 Q 5

Ground- 6
Truth :

Figure F.5: Rendered images of standup cases in the dynamic NeRF dataset by HexPlane and ours with varying A;. We
evaluate {0, 10, 19}th views in the test dataset.
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G. Ablation Study on Residual Neural Radiance Fields

The encoder of our model utilizes a skip-connection of fused features. To justify the design choice of our model, we
compare the results of various encoder structures in static and dynamic cases. All possible candidates for encoder structures
are listed, and their graphical representations are also included in Figure G.6.

» Type 1 : Skip connection lies on every layer
* Type 2 : No skip connection, and employs fully connected MLPs

» Type 3 : Skip connection, but only coordinate s is concatenated.

Through Table G.10 and Table G.11, we determine that the proposed model represents the optimal architecture. Their
visual outcomes are illustrated in Figure G.7. Partiularly, in the case of dynamic NeRFs, inducing smoothness in the
temporal axis is crucial. In Type 3, where only the coordinate feature is used for skip-connection, it shows slightly better
performance than our model. However, our model design demonstrates robustness across both static and dynamic cases,
confirming the suitability of our model design choices.
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Figure G.6: The graphical representation for encoder structures used in Table G.10 and Table G.11.
Table G.10: The comparison of encoding structures. We evaluate four types of encoding structures including ours. All

hyperparameters are consistent with those described in the original setting included Appendix C. All models are trained
using 8 views in the static NeRF dataset. We use seed O for reproducibility.

PSNR 1 Avg. Avg. Avg.

Models PSNR | ssiM | Lpips ¥

chair drums ficus hotdog lego materials mic ship

Ours 28.15 20.09 20.04 2943 27.58 22.06 2641 2418 2474 0.898 0.089
Typel 2383 17.85 19.14 1845 20.54 12.97 14.61 2278  18.77 0.844 0.179
Type2 2615 18.02 19.53 17.78 19.73 11.72 18.06 22.87 19.23 0.848 0.171
Type3 25.16 1940 1933 17.94 20.88 11.85 14.62 23.35 19.07 0.843 0.175
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Table G.11: The comparison of encoding structures. We evaluate four types of encoding structures including ours. All
models are trained using 25 views in the dynamic NeRF dataset. All hyperparameters are consistent with those described
in the original setting included Appendix C. We use seed 0 for reproducibility.

Models SR psnr ! sl LPips
bouncingballs  hellwarrior ~ hook  jumpingjacks  lego  mutant standup trex

Ours 33.83 18.93 23.54 24.24 23.69 26.59 26.06 26.05 25.37 0.942 0.063

Type 1 33.99 18.01 24.01 24.26 2391 2695 2455 2656  25.28 0.941 0.064

Type 2 33.35 18.08 23.82 24.58 24.08 26.85 2446 2684  25.26 0.941 0.063

Type 3 32.74 18.64 24.24 24.83 23.99 27.08 25.17 26.81 25.44 0.942 0.062

(b) Type 1

&

(c) Type 2 (d) Type 3

Figure G.7: Rendered images are generated by alternating encoder structures. We selected the drums, lego, and ship
scenes to follow the settings used in previous experiments.

H. Visualization of Disentangling Coordinate Network and Tensorial Feature

Our model employs a disentanglement strategy that separates global shape and detail into coordinate networks and multi-
plane features respectively. Additionally, we implement a progressive learning approach on the channel axis within plane
features, enhancing the model’s ability to cover details from global to local scales. We demonstrate disentangling features
into: (1) heterogeneous two features and (2) channel-wise distinct features. First, we explore disentanglement between
heterogeneous features. An ablation study on dynamic NeRFs with 25 training views helped us understand the role of
coordinate-based networks in our method. Testing the model solely with coordinate networks, as seen in Figure H.8a,
revealed that they capture the scene’s global context, such as object shapes and significant motions. Although Lindell
et al. (2022) indicated a potential dominance of high-frequency features, our model maintains a balance, demonstrating the
synergistic function of coordinate network and multi-plane feature.

Second, we assess channel-wise disentanglement among plane features. We compared multi-plane features of HexPlane
and our method, trained on both full views and 25 views of the standup scenes, as depicted in Figure H.9. In the
standup scenario, the z — = plane should represent the front shape of the person, and the z — ¢ plane should depict
upward movement. HexPlane features for full views, shown in Figure H.9a, do not differentiate well between global shape
information and intricate local details, with some channels overlapping in learned information. In contrast, our method
distinguishes between multi-plane features along the channel axis, enhancing expressiveness as shown in Figure H.9b. Our
method maintains this differentiation even with fewer views, as observed in Figure H.9c. Moreover, HexPlane exhibits
floating artifacts and lacks visibility of upward movement on the time axis, whereas our model shows consistency in
both full and reduced view scenarios, as seen in Figure H.9d. Particularly, our model can selectively learn channel-wise,
indicating minimal impact through flat representations. These findings confirm that our dual disentanglement strategies
for distinct features and channel-wise distinctions effectively enable learning from global to detailed features, enhancing
expressiveness and robustness in handling sparse inputs.
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(a) Rendered image by ours with only coordinate networks
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(c) Rendered image with full engangement of multi-plane
Figure H.8: Rendering results using different feature combinations. We show rendering results from three distinct combi-

nation of encoding features, (a) using only coordinates, (b) coordinates with progressively activating multi-plane encoding,
and (c) full features. ¢ indicates the timesteps normalized to 1, and we use standup scene.

30

(c) HexPlane(A\; = 0.001) trained on 25 views (d) Ours trained on 25 views

Figure H.9: Visualization of plane encoding features. We visualize 5 representative features from the plane encodings of
Hexplane and Ours trained on st andup scene.
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I. Comparison of the Number of Parameters and Analysis of Training/Rendering Times

We evaluated our model against iNGP, TensoRF, K-Planes, and other methods using static and dynamic NeRF datasets,
limiting the training steps to 15,000 and using only 8 views for training. Rendering time was measured over 200 frames
for static NeRFs and 20 frames for dynamic scenarios. We demonstrate the model parameters in Table I.12 and Table I.13,
where bracketed numbers indicate channel counts in multi-plane features. K-Planes model, featuring multi-resolution
multi-plane characteristics, calculates total channels as the product of resolutions and channel dimension per resolution.

Table 1.12 shows that our method achieves comparable performance to TensoRF with the optimized \;, yet uses sig-
nificantly fewer parameters. TensoRF, despite optimal performance at 64 channels, faces instability during training and
rendering. Reducing channels to 20 causes convergence issues in scenes like {chair, ficus, mic}, highlighting its limitations
with sparse inputs. Although K-Planes appears stable, it underperforms and demands more parameters. Our method, while
slower in rendering compared to TensoRF and K-Planes, excels in stability during both training and rendering, ensuring
consistent performance even with fewer channels, which is ideal for sparse inputs. In the case of dynamic NeRFs, our
method outperforms all baselines even with reduced parameters (approximately 1 million) as shown in Table I.13. While
slightly slower in rendering, the performance difference is minimal. This is attributed to the low frequency detail handled
by coordinate network, eliminating the need to apply multi-plane features for low frequency detail. Consequently, we
accomplish minimal use of parameters because multi-plane features are tasked solely with high-frequency details.

Despite its slower rendering speed, especially in complex scenes like £icus and drums, we argue that our model focuses
on refining NeRF architecture, ensuring compatibility with fast training NeRFs frameworks without compromising on
stability during sparse input training. Future efforts could explore using sequential MLPs like t inycudann to enhance
rendering speed, although this might introduce instability given our current focus on maintaining robustness in sparse
scenarios. Overall, our experiment highlights the robustness of our method in maintaining stable training and consistent
rendering quality, proving crucial in conditions with sparse inputs where reliability across various settings is essential.

Table I.12: Comparison of the number of parameters and analysis of training and rendering time in static NeRFs. t indicates
the optimized hyper-parameter \; = 0.001 used.

Model #Params  Avg.  Avg. Training Avg. Rendering

Name M] PSNR Time [min] Time [min]
iNGP (T=19) 11.7”M 19.26 7.60 0.82
iNGP (T=18) 6.4M 19.99 6.40 0.91
K-Planes (3*16) 17M 23.95 17.61 6.83
K-Planes (2*16) 4.4M 23.16 13.72 6.51
TensoRF' (64) 17.3M 2523 7.72 7.82
TensoRF' (20) 6.1M - - -
Ours (48) 6.0M 24.36 31.16 46.02
Ours (24) 3.0M 23.74 24.06 40.76

Table I.13: Comparison of the number of parameters and analysis of training and rendering time in dynamic NeRFs.

Model #Params  Avg.  Avg. Training Avg. Rendering
Name M] PSNR Time [min] Time [min]
K-Planes (3*#32)  18.6M 23.85 18.93 0.83
K-Planes (3*4) 1.9M 23.41 13.29 0.78
HexPlane (72) 9.7TM 24.00 6.78 0.60
HexPlane (6) 0.8M 22.08 6.38 0.68
Ours (48) 3.4M 25.17 12.22 2.14
Ours (12) 1.0M 25.10 8.77 1.73
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J. Experimental Result of Real-world Dataset : Tanks and Temples

The proposed method is also evaluated on the real-world Tanks and Temples dataset (Knapitsch et al., 2017), where it
was compared with the baseline TensoRF models, including the optimized setting (A\; = 0.001). We focus on how
each method handles the preservation of global context in scenes. As shown in the Figure J.10, the proposed method
consistently produces better rendered images than the baselines by preserving the global context. This is crucial when
dealing with sparse input situations where maintaining the overall structure and shape of objects is essential even in real-
world situations. Despite TensoRF’s focus on local details leading to partial but incomplete reconstructions seen in the case
of fami 1y, our method excels in capturing the overall scene composition. This ability ensures that the larger structure and
form of objects in the scene are accurately reconstructed, even at the cost of some finer details. Therefore, we demonstrate
that the proficiency of our method becomes more apparent under conditions of sparse input data, making it particularly
suitable for real-world applications where input data might be limited or incomplete.

Quantitatively, the proposed method shows its strength, especially in SSIM scores. While PSNR is a valuable metric for
image quality, it can be biased in this context due to the lack of mask information and the inclusion of full-resolution white
backgrounds. On the other hand, SSIM focuses on the perceived quality of structural information in the images. As shown
in Figure J.11b, the proposed method consistently achieves higher SSIM scores across all scenes, indicating its superior
capability in preserving the structural integrity and overall composition of scenes.

To sum up, the proposed method distinguishes itself from the baselines through its robust ability to preserve the global
context of scenes, handle sparse input data effectively, and render images that are both structurally sound and visually
realistic. These inherent properties highlight its potential for broader application in real-world scenarios, where input data
is often sparse and incomplete.

TensoRF TensoRF Oours

Jy =0.001

Ground- m k
Truth : = - .

Figure J.10: The qualitative results of baselines and the proposed method on the Tanks and Temples dataset. We specifically
show {47,11,12}-th images of Barn, Family and Caterpillar from the test dataset. We use {7, 10,15} percentiles
of the training views for the Caterpillar Barn and Fami 1y scenes, respectively.
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Figure J.11: The line plots of PSNR and SSIM on the Tanks and Temples dataset varying the number of training views.
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