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ABSTRACT

Contrastive Language-Image Pre-training (CLIP) learns rich representations via
readily available supervision of natural language. It improves the performance
of downstream vision tasks, including but not limited to the zero-shot, long tail,
segmentation, retrieval, caption, and video. However, the visual interpretability of
CLIP is rarely studied, especially in the aspect of the raw feature map. To pro-
vide visual explanations of its predictions, we propose the Image-Text Similarity
Map (ITSM). Based on it, we surprisingly find that CLIP prefers the background
regions than the foregrounds, and shows erroneous visualization against human
understanding. Experimentally, we find the devil is in the pooling part, where
inappropriate pooling methods lead to a phenomenon called semantic shift. To
correct and boost the visualization results, we propose the Masked Max Pooling,
with attention map from the self-supervised image encoder. Meanwhile, inter-
pretability and recognition require different representations. To address the prob-
lem, we propose the dual projections to cater this requirement. We integrate above
methods as Interpretable Contrastive Language-Image Pre-training (ICLIP). Our
experiments suggest that ICLIP greatly improves the interpretability of CLIP, e.g.
nontrivial improvements at 32.85% and 49.10% on VOC 2012 dataset.

1 INTRODUCTION

Pre-training is ubiquitously applied in many computer vision tasks such as image classification,
object detection and semantic segmentation. To reduce the cost of data acquisition, and broaden
the capacity of dataset conveniently, many methods are proposed, such as weakly-supervised pre-
training Mahajan et al. (2018) and self-supervised pre-training Doersch et al. (2015); Jaiswal et al.
(2020). Compared with the above methods, the Contrastive Language-Image pre-training (CLIP)
Radford et al. (2021) learns representations from natural language and leverages a much broader data
sources. Then, a series of visual-understanding tasks are improved by it, such as zero-shot and long
tail classification Changpinyo et al. (2021), domain generalization Cha et al. (2022), segmentation
Xu et al. (2022); Wang et al. (2022), retrieval Luo et al. (2021) and video classification Ni et al.
(2022). Follow-up improvements include training scheme Zhai et al. (2022), prompt Zhou et al.
(2022) and data Gu et al. (2022), etc.

The applications of CLIP are hot, while to the best of our knowledge, its visual interpretability has
not been well explored yet. It means the applications based on CLIP are limited by the inability
to explain their decisions to human users. And this lack of explanation punctures the credibility of
users, especially in fields like security, clinical decision Tjoa & Guan (2020). For single modality
models, prior visual interpretability works Zeiler & Fergus (2014) explain what the convolutional
neural network (CNN) learns, and class activation map (CAM) Zhou et al. (2016) reveals the dis-
criminative region via the weights of the classifier. Followed by CAM, many works draw the class
activation map by gradient Selvaraju et al. (2017); Chattopadhay et al. (2018) for better perfor-
mance. Besides CNN, the interpretability of vision transformer (ViT) Dosovitskiy et al. (2020) also
have been studied Chefer et al. (2021b). For CLIP, the similarity scores are regarded as ”logits” to
visualize by gradient in the extended code of Chefer et al. (2021a). However, there is no work to
interpret the raw feature map of CLIP, which is direct, basic and simple, without backpropagation.

To visually interpret the predictions of CLIP, we propose a simple and basic concept: Image-Text
Similarity Map (ITSM). It is generated by last feature map (image tokens) and the text token with
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Figure 1: Visualization of CLIP Radford et al. (2021) and ICLIP (ours), based on Image-Text Simi-
larity Map for ViT-B/16 Dosovitskiy et al. (2020). Regions close to red are the target and background
is colored in blue. Our ICLIP corrects the erroneous visualization of CLIP to reasonable results.

normalization. It’s similar to CAM based on the last feature map, but there are no weights of
classifier. Visualized by above ITSM, we surprisingly find that image features from background
tokens are more close to the text feature than foregrounds. It means CLIP prefers the background
more, which is almost opposite to single modality models and against general understanding.

We experimentally find the devil is in the pooling part. Specifically, we replace the original Atten-
tion Pooling (AP, class token) by Global Average pooling (GAP) and Global Max Pooling (GMP),
respectively. This problem only disappears in GMP as Fig. 2. And GAP behaves like AP, since it
can be regarded as a weighted GAP. We further analyze the reason and find one factor: semantic
shift among backgrounds and foregrounds, owing to feature shift by average-like operations. This
shift makes text features are matched to background tokens instead of foregrounds, leading to the
problem of erroneous visualization.

To further improve the visual interpretability for CLIP, we constrict the max pooling by attention
maps from self-supervised image encoder. The attention maps are multiplied to the features of im-
age tokens before computing ITSM. And thus, the features on the foreground are emphasized. We
call this pooling as Masked Max Pooling (MMP), which is much better than CLIP visualized by
ITSM as Fg. 1. Besides, we find the interpretability task and recognition task require different
representations. Thus, we further propose a dual projection architecture to maintain the recognition
performance. On PASCAL VOC12 dataset Everingham et al. (2010), two new metrics for inter-
pretability are increased greatly by 32.85 % and 49.10 %, respectively, without obvious loss of
recognition accuracy. Our main contributions are summarized as follows:

• This is a prior work to interpret CLIP from raw feature map. Specifically, We use the
Image-Text Similarity Map to visualize it, and evaluate the interpretability via two proposed
metrics for multi-label images.

• We find CLIP prefers background than foreground, and show erroneous visual results
against human understanding. We further locate the problem at the pooling module, and
point out one reason is the semantic shift owing to feature shift by average-like operations.

• The Masked Max Pooling is proposed to constrict the semantic shift, and emphasize salient
features via attention of self-supervised image encoder. And the architecture of dual pro-
jections is deployed to learn different representations for recognition and interpretability.

• These methods are intergraded into Interpretable CLIP (ICLIP), and experiments show
nontrivial improvements on the interpretability.

2 TASK AND PROBLEM

2.1 VISUAL INTERPRETABILITY VIA IMAGE-TEXT SIMILARITY MAP

In this paper, we explore the visual interpretability by the similarity map between texts and image
tokens. We call this map as Image-Text Similarity Map (ITSM). Given an image sample x, and the
text is regarded as supervision as y. After image encoder fi and the linear projection ϕi (similar
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to fully connected layer), we get Lp normalized features X ∈ R1+Ni,C of image tokens as Eq. 1.
Here, 1 and Ni mean the class token and image tokens, respectively. C indicates the embedding
width, and X̂ is the feature matrix before normalization. On the same way, we have the normalized
text features Y ∈ RNt,C as Eq. 2, which are the supervision signals during training and weights for
ITSM during inference.

X̂ = fi(x) · ϕi,X =
X̂

||X̂||p
(1)

Ŷ = ft(y) · ϕt,Y =
Ŷ

||Ŷ ||p
(2)

Then we compute the intermediate similarity matrix M̂ ∈ RNi,Nt , by inner production between
image features X1:,: (class token X:1,: is excluded) and transposed text features Y ⊤ as Eq. 3.

M̂ = X1:,: × Y ⊤ (3)

Then we reconstruct the feature map of Image-Text Similarity Map M ∈ RH,W,Nt by reshape,
and resize it to the size of the input image via bicubic interpolation, whose width and height are H
and W , respectively. For larger contrast in visualization, we apply the min-max normalization over
dimensions of H and W , then we have ITSM as

M = Norm(Resize(Reshape(M̂))). (4)

As shown in Fig. 1 and Fig. 6, CLIP shows opposite visualization results. If the performance and
real meaning are not cared, the Reversed ITSM (RITSM) Mr is simple access to visualize without
training as Appendix E, where Abs gets the absolute value.

Mr = Abs(1− M) (5)

For the score vector s for classification, it’s the same to the original CLIP as Eq. 6, where the first
image token X:1,: is used as the pooled feature.

s = X:1,: × Y ⊤ (6)

2.2 EVALUATION METRICS AND OBSERVED PROBLEM

mAP for multi-label recognition. CLIP is designed for image-text pairs, which usually includes
multiple objects. For this reason, we evaluate the zero-shot classification on multi-label datasets by
mAP, which is the mean area over classes of precision-recall curve.

mMIoU for prediction map. For the evaluation of interpretability, previous localization accuracy is
not appliable on multi-label datasets. Here, we proposed the mean Match Inter of Union (mMIoU)
to evaluate interpretability in pixel level, which is similar to mIoU in semantic segmentation task.
Compared with mIoU, mMIoU requires the image-level labels to purely evaluate the localization
ability without interference of recognition. Besides, we deploy grid search (step 0.01) to find one
foreground threshold for each class, to exclude the influence among categories and avoid threshold
engineering. We write it as Eq. 7, where c, n are numbers of class (without background class) and
samples, respectively, and G ∈ RH,W is the ground truth matrix, t indicates the searched foreground
threshold, i ∈ G means the usage of image-level labels.

mMIoU =

c∑
i=1

n∑
j=1

(Mj
:,:,i > t) ∩ (Gj = i)

(Mj
:,:,i > t) ∪ (Gj = i)

, s.t.i ∈ G (7)

mFMB for prediction score. Compared with mMIoU which measures the prediction map, we
propose the mean Foreground Minus Background (mFMB) to evaluate the prediction score. It
directly compared similarity between foreground tokens and backgrounds by minus, and brings new
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insights besides the quality of prediction map. It ranges from -1 to 1. When it’s lower than 0, the
model prefers backgrounds than foregrounds. It’s expressed as Eq. 8, where h, w are the height
and width of maps, and ⊙ is element-wise multiplication. Note that the left part is the average
normalized similarity of foreground tokens, and the right is that of backgrounds.

mFMB =

c∑
i=1

n∑
j=1

[

∑h−1
k=0

∑w−1
l=0 Mj

k,l,i ⊙ (Gj
k,l = i)∑h−1

k=0

∑w−1
l=0 (Gj

k,l = i)
−
∑h−1

k=0

∑w−1
l=0 Mj

k,l,i ⊙ (Gj
k,l ̸= i)∑h−1

k=0

∑w−1
l=0 (Gj

k,l ̸= i)
], s.t.i ∈ G

(8)

Table 1: Quantitative results of CLIP (ViT-
B/16) on VOC12 validation set Everingham
et al. (2010), mFMB ranges from -1 to 1.

mAP (%) ↑ mMIoU (%) ↑ mFMB ↑
80.31 17.46 -0.1855

Problem of Interpretability. As shown in Fig. 1,
for the CLIP, image tokens on the backgrounds are
surprisingly more close to the text than those on
the foregrounds. It presents erroneous visualization
results against human understanding. Besides, we
measure the quantitative results in Tab. 1. To be spe-
cific, the performance of zero-shot multi-label clas-
sification is good, but the mMIoU is pretty low, and mFMB indicates the average score on foreground
is lower than background by 0.1855. These evidences show that CLIP has the problem of erroneous
visualization. For this problem, we locate, explain and solve it in the next section.

3 METHODS

3.1 THE DEVIL IS IN THE POOLING

Differences compared with single modality model. (1) The first influential part is the image
encoder, which is supervised by text features instead of structure labels. As shown in Fig. 2b, the
attention map of the last layer is bad, presenting scatter appearance and focusing on the background
more. (2) The second difference is the pooling method. In Eq. 6 the score is obtained from class
token, which is kind of weighted global average pooling with self-attention. And how to generate
the score determines which image token matches best with text. (3) Another difference is the weight
of visualization. In CAM Zhou et al. (2016), the weights are static parameters of the classifier, and
each class has its private weights. While the weights of ITSM are the dynamic feature of text, and
both image features and text features require normalization before inner product.

(a) Ground
Truth

(b) Attention
CLIP

(c) Attention
Ours

(d) ITSM
AttnPool

(e) ITSM
AvgPool

(f) ITSM
MaxPool

Figure 2: Locating the problem. (d) is the ITSM, when the image encoder weights of CLIP (b) are
replaced to self-supervised weights (c). Although the attention quality is improved (b vs. c), the
problem still exists. When the pooling method is replaced to Max Pooling (f), the problem is solved,
and the average pooling (e) behaves like attention pooling (d). Note (c, d, c, e) use the same image
encoder and weights. Attention is the class-agnostic self-attention map of the last transformer layer.

Max pooling solve the problem. As Fig. 2, we focus on the first two differences and verify their
influence by replacing corresponding modules and re-training. For the image encoder, we replace
it by the self-supervised image encoder, DINO Caron et al. (2021), and lock the weights of it as
LiT Zhai et al. (2022) to speed up the training. As Shown in Fig. 2c, the attention quality is much
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better than that of CLIP (Fg. 2b), when the self-supervised image encoder is applied. However, its
ITSM based on the original attention pooling still focuses on background. And it shows the image
encoder is not the key of erroneous visualization results. For the second difference, we replace
the pooling layer to global average pooling and global max pooling, respectively. As Fig. 2e, the
average pooling is similar to attention pooling. While the max pooling solves the problem as Fig. 2f,
which suggests the devil is in the pooling module.

Reason. After locate the problem at the pooling module. We analyze the reason by element-wise
feature comparison among different pooling methods. Firstly, we match the feature maps before
the pooling layer to the values after pooling, and draw the point which is most close to the pooled
value for each channel on the image. We can see that many points of max pooling are aggregated
and overlapped in Fig. 3a, while average pooling (Fig. 3b) and attention pooling (Fig. 3c) disperse
the points. We call this phenomenon as feature shift. And feature shift between foregrounds and
backgrounds is the semantic shift as Fig. 3d. This feature shift leads foregrounds are matched to
backgrounds, and background features are turned to foreground regions. Exactly, it behaves as the
problem of erroneous visualization results, and explain how it happens. Besides the semantic shift,
there may be other reasons, also why CLIP is more sensitive than single modality model about
pooling method is waiting to explore.

(a) MaxPool (b) AvgPool (c) AttnPool (d) Avg vs. Max

Figure 3: Illustration of feature shift (a, b, c) and semantic shift (d) on CLIP ViT-B/16. The points
indicate the feature scatters before pooling, which is most close to the pooled value for each channel.
Larger points mean larger pooled values. Blue points are foreground features of AvgPool, which
locates on the background of MaxPool, and red points are from foreground to background. (b) and
(c) disperse the overlapped points of (a), leading feature shift. (d) shows this shift leads points to
opposite semantic regions, and explain how erroneous visualization happens.

3.2 MASKED MAX POOLING TO BOOST THE INTERPRETABILITY

As analyzed above, the first principle to improve the interpretability of CLIP is to avoid semantic
shift owing to average-like pooling. Another motivation is to emphasize features of foregrounds
to boost the interpretability. As shown in Fig. 2b, the attention map of self-supervised model is
much better than the original CLIP, and show good interpretability. However, this attention map is
class-agnostic. We aim to integrate it into ITSM to get high quality class-aware visualization maps.
In this paper, we propose the Masked Mask Pooling (MMP) to constrict the semantic shift, as well
as emphasize the discriminative features.

Firstly, we replace the original weights of image encoder to self-supervised weights, and extract the
self-attention map A ∈ RNh,1+Ni,1+Ni from the last transformer layer. Here, Nh, 1 +Ni indicates
the number of attention heads and token numbers, respectively. We take the attention map of the
first class token, and get mean attention via Mean operation along the first head dimension, with
min-max normalization Norm. Then we extend the attention to the same embedding channel C as
the image feature, and get the expanded mean attention matrix A ∈ RNi,C as Eq. 9.

A = Expand(Norm(Mean(A:,0,1:))) (9)

The proposed Masked Max Pooling Mmp is designed to replace the features of class token Fc ∈
R1,C from features of image tokens Fi ∈ RNi,C with attention matrix A as Eq.10, where x is the
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image sample, and f̂s(x)1:,: indicate the features out of class token before MMP. Note the max
operation returns the max value along the first token dimension.

Fc = Mmp(f̂s(x)1:,:) = max(f̂s(x)1:,: ⊙A) (10)

Then we replace the weights of image encoder fi in Eq. 1 by the self-supervised weights fs with
MMP as Eq. 11, where Fi = f̂s(x)1:,: ⊙A is the weighted features of image tokens, and Cat is the
concatenate operation on the first dimension, for the same token size 1 + Ni as original CLIP.

fs(x) = Cat(Fc,Fi) (11)

3.3 DUAL PROJECTIONS AND OVERALL ARCHITECTURE
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Figure 4: Illustration of ICLIP for single image-text pair. Middle: the self-supervised image encoder
return features of class token, image tokens, and expanded mean attention map. The feature of image
tokens are combined with the attention by element-wise multiplication, and get the pooled features
Fc, (1, C) by max pooling among token dimension. Left: there are dual projections ϕi, ϕ̂i with
corresponding text projections ϕt, ϕ̂t to compute contrastive losses. Right: for the generation of
ITSM, the masked tokens Fi are projected by ϕ̂i and get intermediate similarity matrix M̂ , (Ni, 1)

with text features from ϕ̂t. After reshape, resize and min-max normalization, the ITSM is evaluated
by mMIoU and mFMB. The evaluation of mAP uses the outputs of ϕi and ϕt.

Table 2: Necessity of dual projections. These results
are reported on VOC12 validation set, at same training
data and architecture. Note, mFMB ∈ [-1, 1].

Pooling mAP (%) ↑ mMIoU (%) ↑ mFMB ↑
attention 76.31 19.96 -0.0877
average 68.78 17.77 -0.2116

max 60.13 36.31 0.1816

Experimentally, we find the recognition
task and interpretability task require dif-
ferent representations. As shown in Tab. 2,
although max pooling solves the problem,
its performance of zero-shot classification
obviously drops. To meet the requirement
of two tasks, we propose the dual projec-
tions. Specifically, another image linear
projection ϕ̂i is applied, with correspond-
ing text linear projection ϕ̂t. During inference phase, the features before normalization X̂ in Eg. 1
are concatenated Cat from two branches as Eq. 12, where the feature of first class token f̂s(x):1,:
without attention is inner produced with original projection ϕi, and image tokens are element-wise
produced with attention A and inner produced with another projection ϕ̂i.

X̂ = Cat(f̂s(x):1,: · ϕi, f̂s(x)1:,: ⊙A · ϕ̂i) (12)
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Note that the text features also apply different projections. And the Eq. 3 is modified to M̂ =

X1:,: × Y ⊤, s.t.ϕt = ϕ̂t, where the original text projection ϕt is changed to ϕ̂t.

During training, the contrastive loss of CLIP L(fi(x):1,: · ϕi, ft(y) · ϕt) is expanded to Eq. 13. The
first part is for the class token without MMP f̂s(x):1,: · ϕi. And the right part is for the pooled token
of branch with MMP fs(x):1,: · ϕ̂i, with extra image projection ϕ̂i and text projection ϕ̂t.

L(x, y) = (L(f̂s(x):1,: · ϕi, ft(y) · ϕt) + L(fs(x):1,: · ϕ̂i, ft(y) · ϕ̂t))/2 (13)

For better understanding, we depict the overall framework of ICLIP, including Masked Max Pooling,
dual projections, Image-Text Similarity Map and evaluations as in Fig. 4.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP.

Datasets and evaluation. The original CLIP Radford et al. (2021) uses 400 millions image-text
pairs to train the models. However, this dataset is not available, also too large to reproduce. In
this paper, we use the dataset of Google Conceptual Captions 3 millions (GCC3M) Sharma et al.
(2018) to train the model, because of the moderate quantity. For the evaluation, we don’t report
accuracy of zero-shot classification on large scale datasets like ImageNet Lin et al. (2014), because
the quantity of training set is not large enough to support it. Another concern is that images in
real world usually contains multiple objects, and mAP for multi-label zero-shot classification suits
CLIP well. Specifically, we use the Pascal VOC 2012 validation set Everingham et al. (2010) and
MS COCO 2017 validation set Lin et al. (2014), which are multi-label datasets with segmentation
annotations. Compared with single label dataset like ImageNet in previous interpretability works,
the localization metric is changed to the proposed segmentation-like metrics mMIoU and mFMB
for finer evaluation. The quantity of VOC 12 validation set is 1449, and COCO 2017 has 5000
validation images. Note that there are 80 foreground categories in COCO, and it’s more complex
and difficult than VOC whose class number is 20.

Settings. For the CLIP models, their ITSM are generated from the official models trained from
400 millions private data, without fine-tuning. And our models are all trained with GCC3M based
on ViT-B/16 (patch size 16), which returns 196 image tokens (14×14) at input resolution 224.
The text prompt is ”a photo of the”, and the output similarity is normalized without softmax. For
the architecture, the difference compared with CLIP is the image, encoder. In this paper, we use
the weights of the self-supervised model, DINO Caron et al. (2021), which is pre-trained from
ImageNet without label. During training, the image-encoder is locked without gradient for fast
convergence. And the weights of projections and text encoder are updated by AdamW Loshchilov
& Hutter (2017), at learning rate 1.25e-4, total batch size 1024, weight decay 0.05 for 30 epochs.
Other training settings including augmentation, scheduler are followed by Deit Touvron et al. (2021).
Besides, the implementations Xu et al. (2022) of text augmentation and loss are the same to CLIP.
Thanks to the locked image encoder, moderate dataset and half precision training, we only need
about 33 hours on 4 Nvidia 3090Ti GPUs, or 11 hours for at 10 epochs for comparable results.

4.2 RESULTS

Table 3: Accumulative gains of our ICLIP on VOC12 validation set. ”+” indicates this module is
added based on above improvements. All the methods are trained on GCC3M Sharma et al. (2018)
for ViT-B/16. Best results are marked in bold, and second results are noted by underline.

Improvements of ICLIP mAP (%) ↑ mMIoU (%) ↑ mFMB ([-1,1]) ↑
basic CLIP 46.78 19.83 -0.0298

+ self-supervised image encoder 76.31 19.96 -0.0877
+ masked max pooling 62.80 49.08 0.2949

+ dual projections 78.06 50.31 0.3055

Ablation study. We list the accumulative gains of our ICLIP in Tab. 3. Compared with the basic
CLIP, the self-supervised image encoder is used as pre-training weights to speed up convergence.
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Then the masked max pooling greatly improves the performance of interpretability. While its mAP
drops, owing to shared but unsuitable representations. Thus, the dual projections is deployed to
maintain the performance of classification, and achieve best results over these three metrics.

Significant improvements of interpretability. In Tab. 4, we show the effectiveness of our method
by comparing with official CLIP and CLIP with the same dataset. For zero-shot classification,
official CLIP works best, since its training data is about 133 time of ours. And our results of mAP
are much higher than CLIP in the same dataset, thanks to the self-supervised image encoder and
dual projections as Tab. 3. The most significant improvements occur in interpretability metrics.
Specifically, compared with official CLIP, mMIoU on VOC and COCO are increased by 32.85%
and 16.35%, respectively. From mFMB, the problem of erroneous visualization is corrected, and
the improvements are 49.10% on VOC and 43.96% on COCO.

Table 4: Nontrivial improvements on VOC and COCO. Official CLIP uses 400 millions private
data, and other experiments are trained with GCC 3 millions. Best results are marked in bold, and
second results are noted by underline. Note, ICLIP is our method, and mFMB ∈ [−1, 1].

VOC 2012 val COCO 2017 val
Expriments Data mAP (%) ↑ mMIoU (%) ↑ mFMB ↑ mAP (%) ↑ mMIoU (%) ↑ mFMB ↑

CLIP 400M 80.31 17.46 -0.1855 53.07 9.80 -0.2230
CLIP 3M 46.78 19.83 -0.0298 20.93 11.33 -0.0419

ICLIP 3M 78.06 50.31 0.3055 42.04 26.15 0.2166

Besides, we compare ICLIP with the proposed Reversed ITSM (RITSM), and the latest gradient-
based method Bi-Model Chefer et al. (2021a) for ViT in Tab. 5. Our RITSM and ICLIP are both
beyond the gradient based method at the same backbone, ViT-B/16, in a simpler and direct way. We
also extend this part in Appendix E and Appendix F.

Table 5: Comparison with the proposed RITSM and the gradient based method Bi-Model on VOC.

Method Type Data mAP (%) ↑ mMIoU (%) ↑ mFMB ([-1,1]) ↑
Bi-Model Chefer et al. (2021a) Gradient 400M 80.31 29.84 0.0635

RITSM, Eq. 5 Raw Feature 400M 80.31 36.31 0.1855
ICLIP Raw Feature 3M 78.06 50.31 0.3055

Visualization. As shown in Fig.5, we draw the qualitative visualization results. This figure includes
VOC12 and COCO17 evaluated above, as well as single label dataset ImageNet. Since there are no
pixel-level annotations of ImageNet, and our training dataset is not large enough to support it, we vi-
sualize it without evaluation. From these qualitative results, we believe the proposed method is able
to explain which parts influence the predictions most, and help us to understand the model for better
credibility. Also, these results show the potentiality for tasks like segmentation and localization.
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Figure 5: Qualitative visualization.
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4.3 ANALYSIS

Table 6: Quantity statistics of semantic shift on
VOC12 validation set of CLIP ViT-B/16 at var-
ied foreground size. B2F means points matched
on the background of max pooling are shifted to
foreground of average pooling, F2B is opposite to
it, and B2B/F2F indicates the number of features
without semantic shift.

Size B2F F2B B2B/F2F
(0, 0.25] 78.0 45.2 388.7

(0.25, 0.75] 111.8 136.5 263.7
(0.75, 1] 44.7 97.0 370.3

(0, 1] 78.8 114.7 318.5

Details of semantic shift. We visually ana-
lyze the reason of erroneous interpretability in
Fig. 3d. And in this part, we count the detailed
quantity of semantic shift for varied foreground
sizes as Tab. 6. when the size is (0, 1], the over-
all shift number is 193.5 and takes about 38%
of total channels. Especially, when the size is in
the middle level (0.25, 0.75], about half chan-
nels are shifted in semantics. Except small size,
F2B is more than B2F.

MMP emphasizes the features of fore-
ground. Besides the semantic shift to ex-
plain why max pooling suits the interpretabil-
ity of CLIP, we also list the number of channels
matched on the foreground as Tab. 7. In this
table, attention pooling indicates CLIP uses the
same training dataset and weights of image encoder. And our method focus much more on the fore-
grounds, thanks to the free attention map from self-supervised pre-training. This table quantitatively
shows the magnitude of the emphases of the proposed MMP for foreground features.

Table 7: Number of channels matched on the
foreground.

CLIP attention pooling Ours
160.5 169.1 222.48

The problem of erroneous visualization is
universal for CLIP.

We visualize the ITSM of CLIP as Fig. 6b,
and the problem of erroneous visualization
is universal, regardless of the network struc-
ture, patch size and visualization method. For
the method, we use the gradient based inter-
pretability method Grad CAM Selvaraju et al. (2017) by replacing original confident to the image-
text similarity. But the problem is still existed as Fig. 6f. So we don’t extend the gradient based
methods in this paper, because the ITSM is more simple and basics.

(a) Ground
Truth

(b) ITSM
ViT-B/16

(c) ITSM
ViT-B/32

(d) ITSM
ViT-L/14

(e) ITSM
RN101

(f) Grad CAM
ViT-B/16

Figure 6: CLIP presents opposite visualization results, regardless of network (d, e), patch size (c, d)
and visualization method (f). Regions close to red are the target and background is colored in blue.
Besides, we also compare the reversed ITSM in Appendix E, which is worse than our ICLIP too.

5 CONCLUSION

In summary, we visually interpret the Contrastive Language-Image pre-training (CLIP) model by
the proposed Image-Text Similarity Map (ITSM). Based on it, we observe that CLIP is prone to
focus on the background, presenting erroneous visualization results against human understanding.
We find one reason is the semantic shift of features in the pooling module. And The problem is
solved by removing the average-like pooling. We further propose the Masked Max Pooling (MMP)
to avoid the feature shift, and emphasize the features on foreground by attention of self-supervised
image encoder. Meanwhile, to cater different representation requirements between interpretability
and recognition, we propose the dual projections to maintain the performance of zero-shot classifi-
cation. The proposed methods are intergraded as Interpretable CLIP (ICLIP), and achieve nontrivial
improvements on two new metrics for the interpretability of CLIP.
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A RELATED WORK

Extensive works have been developed on the interaction of computer vision and natural language
processing, such as text-to-image retrieval Wang et al. (2019), visual question answering Antol
et al. (2015) and referring segmentation Wang et al. (2022). Recently, contrastive language-image
pre-training (CLIP) Radford et al. (2021) has gained substantial attention, with its impressive per-
formance, and superior transfer ability over diverse classification datasets. CLIP takes natural lan-
guage as efficient supervision to learn rice representations. Along this direction, some works (e.g.,
CoOp Zhou et al. (2022) and CLIP-Adapter Gao et al. (2021)) dedicate to improving the perfor-
mance by fine-tuning CLIP with adapter or prompt optimization, using either abundant or limited
training data. LiT Zhai et al. (2022) gives a different pre-training strategy which only tunes the
text model in the CLIP using image-text pairs, and locks its image model. In addition, some fol-
lowers focus on developing CLIP to a variety of practical downstream tasks Xu et al. (2022); Ni
et al. (2022); Cha et al. (2022); Changpinyo et al. (2021). For example, Lei et al. (2021); Luo et al.
(2021) presents that the model pre-trained by huge amount of image-text pairs can contribute to
retrieval task. Ma et al. (2021) leverages language modality via CLIP backbone to facilitate long-
tailed recognition. Rao et al. (2022) extend image-text relationships to pixel-text relationships to
guide the training of dense prediction models. Xu et al. (2022) explores zero-shot transfer learning
to semantic segmentation tasks with only language supervision.

Although we have witnessed many CLIP-related works achieving high performance in a variety
of visual tasks, to our best acknowledge, the visual interpretability of CLIP rarely studied. Most
previous works about interpretability Zeiler & Fergus (2014); Zhou et al. (2016) are based on a
single modality. The prior work, CAM Zhou et al. (2016), locates the discriminative regions of CNN
via drawing the class activation mapping. Followed by it, some works (e.g., Score CAM Wang et al.
(2020), and Grad CAM Selvaraju et al. (2017)) explore different methods to generate the CAM, to
reveal visual cues distributed on images more precisely and effectively. Besides, the interpretability
of the vision transformer Dosovitskiy et al. (2020) has also been investigated. Chefer et al. (2021b)
designs a class-specific visualization method for self-attention models of vision transformer. For
CLIP, Chefer et al. (2021a;b) uses the similarity scores as ”logits” and interpret with gradient, and
some works Bar-Tal et al. (2022); Zabari & Hoshen (2021) use this relevance map in downstream
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tasks. However, explanation from raw feature has not been studied yet, which is more basic and
direct. Most importantly, our results in Tab. 5 and Fig.10 suggest our raw feature based method
performs better, even the simplest version, reversed ITSM, performs better than the previous work.

Besides the interpretability methods, we also investigate the pooling methods, as the Masked Max
Pooling is one key module of our ICLIP. In the survey Gholamalinezhad & Khosravi (2020) about
pooling layer, most pooling methods are design to improve the recognition task, like Compact Bi-
linear Pooling Gao et al. (2016) for fine-grained classification. And some methods serve for down
stream tasks, such as Super-pixel Pooling for segmentation Kwak et al. (2017), Region of Interest
Pooling for detection Girshick (2015). Our Masked Max Pooling (MMP) is also a kind of pooling
method for down stream task. While MMP is design for the interpretability of CLIP. Besides the
varied task, the mask from self-supervised attention map is newly applied as weight of pooling to
emphasize the foreground regions.

B VISUALIZATION FOR LOCAL PARTS VIA EXTENDED PROMPTS

For CLIP, the prompt influences the final results a lot. In this part, we explore the potentiality of
prompt on localization of local parts of object. As the models are prone to learn the most discrimi-
native parts, our idea is to highlight other regions by extended prompts. Taking the text of dog as an
instance, we provide four extended keywords as extra prompts as Fig. 7. The basic prompt with text
is ”a photo of the dog”, and the extended prompt is ”tail of the dog” for Fig. 7a. Note that ”prompt
to label” indicates the text is replaced by the prompt keyword. We can see from the figures, the
extended prompts work occasionally (e.g. legs of Fig. 7b). And ”prompt to label” focuses more on
the target parts, but the visualization results are not good as basic prompt. From these visualizations,
we believe extended prompts are able to influence the ITSM, while how to make good use of it is
waiting to explore.
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Figure 7: Visualization with extended prompts. For (a), the extended prompt is ”tail of the dog”, and
the prompt to label is ”a photo of the tail”, by replacing ”dog” of the basic prompt to the keyword
”tail”. Extended prompt emphasizes the target region occasionally (b, d), and prompt to label focus
more on the targets with worse visualization results.

C FAILURE CASES AND EXISTING PROBLEMS

Besides the qualitative results in Fig. 5, we report the failure cases in Fig. 8, and summarize existing
problems for reference. The first problem is about complex scenarios. When the image contains
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many categories or the targets are not obvious, the performance is worse than anticipation. This
problem is highly related to the performance of zero-shot classification. The second problem is
similar to the difficulty of fine-grained classification. For example, it’s hard to distinguish truck,
car and bus, presenting similar ITSM. One possible reason is about the attention. Since it’s class-
agnostic, and comes from mean operation, fine-grained classes or related categories are very likely
to be confused by the shared attention map. Besides, some common categories behave bad, such
as person. It’s very common, and many image-text pairs do not mention it, which lead to noisy
supervision towards certain categories. Besides, the self-supervised image encoder learns a lot about
animals and plants, with little representations about human. Furthermore, the interpretability of
CLIP is newly studied, and exists many problems waiting to solve.
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Figure 8: Failure cases about complex scenarios, fine-grained categories and certain categories.

D RELATION BETWEEN INTERPRETABILITY AND RECOGNITION.

We analyze the relation between classification and interpretability as Fig. 9. The X-axis is the mAP
of zero-shot classification on VOC 2012 validation set, and the Y-axis is mMIoU of Fig. 9a, and
mFMB of Fig. 9b. These two metrics are both positively correlated with mAP, which suggests these
two tasks are mutual benefit. It means we are able to pick high quality visualization results, by its
zero-shot classification score.
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Figure 9: Relation between zero-shot classification and visual interpretability. The points are results
of classes on PASCAL VOC 2012 validation set.
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Table 8: . Performance of reversed ITSM on VOC 2012 validation set.

Experiments Data mAP (%) ↑ mMIoU (%) ↑ mFMB ([-1,1]) ↑
CLIP 400M 80.31 17.46 -0.1855

Reversed CLIP 400M 80.31 36.31 0.1855
Reversed CLIP 3M 46.78 23.22 0.0298

ICLIP 3M 78.06 50.31 0.3055

E MAKE THE BEST OF A MISTAKE: REVERSE THE ITSM OF ORIGINAL
CLIP

As shown in Fig. 6 and Tab. 4, CLIP shows opposite visualization results and prefers the background
more. Analyzed in Fig. 3d, this problem is owing to semantic shift. So, one simple idea is to make
the best of a mistake by reversing the ITSM.

Then we evaluate the reversed ITSM in equation 5 as Tab. 8. And we find the reversed ITSM is
more reasonable than the original ITSM, but it’s worse than the proposed ICLIP. And the reproduced
CLIP in the same data performs much worse, because the dataset size is much smaller. Compared
with reversed CLIP (3M), our ICLIP is 27.09% higher at mMIoU, and it’s 14% higher than official
CLIP trained with 400 millions image-text pairs. Although, the official CLIP is obviously worse
than our ICLIP, but it’s also able to use directly without retraining, if you do not care too much
about the performance and real meaning.

F VISUAL COMPARISON WITH GRADIENT BASED INTERPRETABILITY
METHOD

We draw visualization results in Fig. 10 to compare our Reversed ITSM and ICLIP with the gradient
based interpretability method Bi-Model. Note that, the interpretability of CLIP is not involved in the
paper, while its official code provides the visualization method for CLIP. This method requires back-
propagation to generate the heatmap, while our methods obtain it from the raw feature map, without
complex operations. Besides the simplicity, our methods perform better. Specifically, the visual-
ization results are not in scatter-like appearance, instead, the foregrounds are clearly distinguished
from backgrounds, especially for ICLIP. We also notice that, Bi-Model performs worse when the
patch size is larger, and patch size 32 is better. Since its scatter is larger (1/7 vs. 1/14 of patch 16),
and interpolation operation expands it to wider region in smoothing appearance.
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(a) Groud Truth (b) Bi-Model (32) (c) Bi-Model (d) Reversed ITSM (e) ICLIP

Figure 10: Qualitative visualization of our ICLIP and RITSM, compared with and gradient based
method, Bi-Model Chefer et al. (2021a). All the method use the same backbone: ViT-B/16, but
Bi-Module (32) uses ViT-B/32.
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