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Abstract

Image coding for multi-task applications, catering to both human perception and
machine vision, has been extensively investigated. Existing methods often rely on
multiple task-specific encoder-decoder pairs, leading to high overhead of parameter
and bitrate usage, or face challenges in multi-objective optimization under a unified
representation, failing to achieve both performance and efficiency. To this end, we
propose Multi-Path Aggregation (MPA) integrated into existing coding models
for joint human-machine vision, unifying the feature representation with an all-
in-one architecture. MPA employs a predictor to allocate latent features among
task-specific paths based on feature importance varied across tasks, maximizing
the utility of shared features while preserving task-specific features for subsequent
refinement. Leveraging feature correlations, we develop a two-stage optimization
strategy to alleviate multi-task performance degradation. Upon the reuse of shared
features, as low as 1.89% parameters are further augmented and fine-tuned for a
specific task, which completely avoids extensive optimization of the entire model.
Experimental results show that MPA achieves performance comparable to state-
of-the-art methods in both task-specific and multi-objective optimization across
human viewing and machine analysis tasks. Moreover, our all-in-one design
supports seamless transitions between human- and machine-oriented reconstruction,
enabling task-controllable interpretation without altering the unified model. Code
is available at https://github.com/NJUVISION/MPA.

1 Introduction

Coding for multi-task that satisfies both human perception and machine vision has been extensively
explored over the past few years [69, |11} 80, 12} 45]. The intuitive and simple solution to achieve
optimal performance for various tasks involves defining distinct encoder-decoder pairs tailored to
specific instances with multiple bitstreams (separate [49} 169, [11} 142, [7,[75] or scalable [51} 180,30, 74}
12, 26]]), which however incurs significant parameter overhead and inefficient bitrate consumption.
As a result, alternative efforts [8 19, 22| 145]] attempt to enhance the compression performance across
multiple tasks by deriving a unified and compact representation of input images. Typically, they
rely on a generalized encoder for feature extraction and deploy diverse decoding models to support
corresponding vision tasks. However, they still suffer from the parametric inefficiency of multiple
dedicated decoders. Recent work has made some progress in designing a unified compression model
for multi-task, where the encoder generates a unified representation, and the decoder focuses on
task-oriented reconstruction. Popular techniques include conditional generation [2}32] and residual
prediction [33]124,41]], enabling user-controllable modulation of decoded results through task-driven
guidance. While achieving performance comparable to decoder-specific approaches, they solely
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Figure 1: Paradigm comparison for multi-task coding.

focus on human-centric requirements, such as perception-oriented and fidelity-oriented aspects. More
critically, the challenge of multi-objective optimization [62, [20]], particularly in the context of multi-
task learning [[66) |63]], persists in the unified paradigm for joint human-machine vision, offering the
performance largely inferior to that optimized for each task independently [42,[7,8]]. The crux of the
problem lies in the indiscriminate treatment of the unified representation across diverse tasks, which
necessitates searching for an accurate Pareto front for transition between tasks. This requires the use
of massive and complicated techniques to fit it [47, 158,57, [75]] and multi-objective optimization with
variable weights [2} 132, 124, 41]). Its failure can lead to significant performance degradation. And as
the number of tasks increases, the difficulty of optimal search grows dramatically [15} 31} 123]. So
far, few approaches consider the correlation of features across tasks to ensure efficient multi-task
collaboration while also optimizing for the specificity of distinct tasks.

To overcome the challenges above, we propose a unified image coding method with Multi-Path Ag-
gregation (MPA) for joint human-machine vision tasks. Specifically, a set of Multi-Layer Perceptron
(MLP) branches is inserted to form multiple aggregation paths, replacing the single-path MLP in the
feature transform blocks [53}154] which currently dominate compression models [56} 118,155} 184} 150].
Each path is customized and tailored to different tasks with varying complexities. Considering diverse
importance of features across different tasks, we devise a predictor for importance scores to allocate
latent features among task-specific paths based on their importance. Leveraging feature correlations
across tasks, we develop an efficient two-stage optimization strategy with fine-tuning partial param-
eters on generalized features to alleviate multi-task performance degradation, avoiding extensive
optimization of the entire model. This strategy significantly eases the optimization of multi-task
coding while maintaining performance comparable to other fully optimized models. Considering
any viewing task for human vision (e.g., low distortion or high realism) or analysis task for machine
vision (e.g., high-level or low-level vision task), MPA can switch flexibly between them with seamless
transitions, enabling a single representation to be interpreted in different ways within a unified model.

Our contributions are summarized as follows:

e Considering different importance of features for different tasks, we propose MPA to non-uniformly
treat features. By developing an importance score predictor, MPA can allocate generalized latent
features among task-specific paths based on their varying importance. This enables a unified
model to support multi-task coding with seamless transitions in an all-in-one manner.

e Leveraging feature correlations across tasks, we propose a two-stage optimization strategy with
fine-tuning partial parameters on generalized features to overcome the challenge of multi-objective
optimization in multi-task coding. This strategy allows MPA to be easily extended to support new
tasks without independent optimization of separate task-specific models.

e Extensive experiments demonstrate that using the unified model, MPA achieves rate-distortion (R-
D) and rate-perception (R-P) performance for human vision comparable to other state-of-the-art
(SOTA) models and significantly improves accuracy for analysis tasks close to the fully fine-tuned
ones, outperforming other separately optimized methods.

2 Related work

Separate pairs. Developing multiple task-specific encoder-decoder pairs, as shown in Fig.
is easy to optimize and beneficial to high performance but has significant parameter and bitrate
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Figure 2: The proposed Multi-Path Aggregation (MPA). Compared to typical Vision Transformer
(ViT) block [73L[16]], original MLP is replaced with MPA. LN and SF are Layer Normalization and
Scaling Factors [10]. ®), S and @ denote predictor, split and aggregation respectively. C represents
the number of input channels. p is the ratio pe,c in the encoder or the ratio pqe. in the decoder.

overhead [49] 169, [11} 42| [7]]. Song et al. [69] introduced Spatially-adaptive Feature Transform (SFT)
for tuning bit allocation, incurring significant latency for optimizing quality map for each image
to achieve best task performance. Chen et al. [11] leveraged visual prompt tuning (VPT) [36]] for
task-specific optimization, resulting in quadratic complexity due to the self-attention mechanism
with respect to the number of VPT tokens. Scalable coding [51} 180, 30, 74, 12, 26] improved
bitstream efficiency by embedding multiple bitstreams in a scalable manner. However, organizing
representations for various tasks in a layered manner without introducing redundancy is challenging.

Unified representation. Some efforts [8, 19, 122] [45]] aimed to derive a unified and compact repre-
sentation of input images but developed separate decoders (Fig.[Ib) to ease optimization challenges.
Feng et al. [22] compressed intermediate features from a vision backbone as a generic representation,
while Duan et al. [[19] proposed a plug-and-play adapter to bridge compressed representations with
existing vision backbones, both requiring optimization of the backbone for optimal performance. Li
and Zhang [45]] used a semantic enhancement network to improve analysis accuracy without jointly
optimizing the vision backbone but still faced parameter overhead due to multiple decoders.

Unified model. The paradigm in Fig.[lc|uses a single encoder to generate a unified representation
and a single decoder for task-specific reconstructions [23} 2 24,41, 32]]. Gao et al. [23]] optimized
the unified model for multiple analysis tasks jointly without transitions, resulting in trade-offs and
suboptimal performance. Ghouse et al. [24] and Korber et al. [41] reconstructed images with a
basic model and used additional modules to predict and add residuals for task-specific goals, while
Agustsson et al. [2] and Iwai et al. [32] developed hyper-parameter conditioning modules to modulate
the transition process. These methods require variable weighted objectives during optimization
processes, making it challenging to extend to more tasks.

3 A unified framework: multi-path aggregation

3.1 Preliminaries

Typically, the LIC model involves an encoder network E(x) that maps the input image x to a
compact latent representation ¢, and a decoder network G(4) that reconstructs & as an approx-
imation to x. For the best compression performance, the optimization objective minimizes the
distortion between the original and reconstructed images while reducing the expected bitrate (§),
using Egp, [— log, pg(9)] characterized by entropy model P. To achieve perceptually pleasing
reconstruction, a Generative Adversarial Network (GAN) strategy is often incorporated, where a con-
ditional discriminator D (cond., input) is used to assist in model optimization. In our work, the MPA
is implemented in TinyLIC [55] to validate its functionality for joint human-machine vision coding,
while the GAN strategy in HiFiC [61] is used for guiding perceptual optimization. Furthermore, to
support continuously variable-rate coding, we introduce the scaling factor (SF) modulation s, [10]



and non-linear interpolation [13,43]] in each Multi-Path Block (MP-Block in Fig.[2). The compression
quality ¢ € [1, Qmax] matching in the encoder and decoder determines the bitrate consumption, while
the task orientation « € [0, 1] in the decoder controls the continuously transitions between tasks.

3.2 Multi-path aggregation

To support various task optimizations flexibly with the unified model, we develop an efficient
architecture named MPA. As illustrated in Fig. [2} the proposed method contains two key modules,
multiple paths with MLP layers of varying complexity, and a predictor for binarized mask M.
Different from recent advances in Mixture-of-Experts (MoE) [[17, 21]], the paths are divided into two
groups: the main and the side paths. The main path captures generalized features for various tasks,
while the side paths are fine-tuned based on the generalized features. The input features are allocated
into different paths on the basis of M. The features corresponding to “1”” in M will enter the main
path, while the remaining features will enter the side paths. Unlike existing methods, which apply
consistent transformations [24} 41, 2| [32] to all features, MPA only exploits a few parameters in the
side path to refine the generalized features for task transitions.

On the encoder side, we set the original MLP in ViT
block as the main (high-quality) path ¢pq adapted to _ i .
high bitrate features and add a bottleneck MLP as Require: feature x, mask M, task index ik
the side (low-quality) path ¢yq specific to low bitrate L if encoding then

coding. For task-controllable LIC, the features op- Pmain <= Phg, Pside < Pig

timized for perceptual loss are the most generalized else if decoding then

ones [41]]. Therefore, on the decoder side, the main Dmain < Pperc )

path is the Perc. (Perceptual) Path ¢perc(-), while the Q?side — {OmsE, Dets, Pseg } [itask]

side paths contain the MSE path ¢ysg(+), the Cls. end if )

(Classification) Path ¢s(+), and the Seg. (Segmen- {z1, 22} < Split(z, M)

tation) Path e (+), standing for four representative L1 Gmain(T1), B2 = Pride(2)

tasks to showcase the versatility of MPA, i.e., high- x < Aggregate(wy, T2)

realism, low-distortion, high-level visual, and low- return x

level visual image reconstructions. Setting the task
index iy by the user, MPA can realize the aggregation of the main path and one of the side path. To
be efficient, we configure each path for a different complexity depending on the characteristics of
tasks. Specifically, the paths for human vision (i.e., ¢perc(-) and ¢msge(-)) are designed as an inverted
(inv.) bottleneck MLP [54] to achieve higher realism and lower distortion, while the paths for machine
vision (i.e., dcis(+) and ¢yeg(-)) was designed as a bottleneck MLP to reduce inference latency. Having
an input feature & € RE*W*C 4 o and a mask M € {0, 1}H>*WX1 MPA processes as Alg.
In our implementation, we integrate MPA into the 1st, 2nd and 3rd stages in both the encoder and
decoder, without the 4th stage since its spatial size is too small to produce a smooth transition.

Algorithm 1 Multi-Path Aggregation

R A A

3.3 Importance score predictor

For the portability of MPA, we introduce a lightweight importance score predictor as illustrated in
Fig. 2] (denoted as (P)) to generate mask and allocate features to each path. In addition to only three
parametric linear layers for fast point-wise computation, we use a non-parametric partial average

layer A(-) to capture multi-scale information. Given intermediate feature u € RF*WxC" 4(.)
performs global average pooling on the latter C’/2 channels of intermediate feature followed by
expansion to the spatial size of feature, which aggregates information from all features as global
information. The other C’/2 channels are left unchanged as local information. Formally, the partial
average operation can be formulated as

ZLnaubic) e o
A(u(h,w,c)) = HxW ’ ’ (1
u(h,w, c), otherwise.

A hyper parameter (g or «) is leveraged to control the feature allocation between the main and side
paths, which indicates the performance transition between tasks. In the encoder, the aggregation of
¢nq and ¢yq is associated with bitrate, thus we approximate a linear relationship between bitrate and
aggregation ratio penc following [43]] by an inverse log transformation

6(‘1_1)/(sz“_1) —1
5—1

Penc = ]:(Q) = S [O, 1]a /S [lanaX]a )



where [3 is the base of the log transformation and (.« represents the maximum value of the range of
q. Thus, as ¢ increases, more features will enter ¢nq(-) for supporting high-quality reconstruction.
The aggregation in the decoder is irrelevant to bitrate, and pgec = 1 — « so that as o increases, more
features will enter the side paths. For efficiency, the mask is only generated once at the beginning of
a stage and shared by all MP-blocks throughout the stage.

During training, since the direct sampling of M based on p from the importance score is non-
differentiable, we first bias the output w’ of the last Linear(-) in the predictor using a set of learnable
parameters b to get shifted logits corresponding to each discrete ¢ or «, and then use Gumbel-
Sigmoid [35160] with threshold 7 = 0.5 to soften the sampling process as Eq. (3). After training, the
predictor can binarize the score map according to p, and the bias layer in Fig. [2| will be discarded.

M = Gumbel-Sigmoid(u’ + b, 7). 3)

4 Optimization strategy

4.1 Stage 1: training a generalized basic model

Since the perceptually optimized LIC model is well aligned with both human and machine perception,
we first train a variable-rate model based on TinyLIC [55]] and GAN method from HiFiC [61] for
subsequent extension. We add SF in all ViT blocks and implement MPA in the encoder. Following
the common practice in literatures [[61} 2} 132], the optimized losses are Eqgs. @ and (U[) for the joint
optimization of the encoder £, decoder G, entropy model P and discriminator D:

2

1 S 1 HE ws)
o _ (s)

Lonio = ; Pene ~ T h; w; MO (hw) ] @)
L =Egp, [—1og(D(9,G(9)))], Q)
Lp =Egp, [~ log(1 = D(§,G(§))] + Eznp, [~ log D(E(x), )], (6)

»CEGP = Em~paE [)\gq)r(,g) + d(:l:, i:)} + >\G£G + )\percﬁperc + )\ratio»cratim (7)

where x, &, y and g are the input image, reconstructed image, compressed latents before and
after quantization, respectively. L., is introduced to optimize the predictors in MP-Blocks which
constrains the ratio of “1”’s in M at all encoder stages to the encoder ratio target penc. S is the number
of stages applying MPA, while H(*) and W (®) represent the spatial size at Stage s. () and d(-, -)
represent the bitrate estimated by the entropy model P and 0.01MSE(-, -) (pixel values are scaled to

[0, 255]). /\’E‘q) in Eq. (7) varies according to the sampling of quality level ¢ during training. Learned
Perceptual Image Patch Similarity (LPIPS) [81] is chosen for Lperc.

4.2 Stage 2: extending and optimizing side paths for multi-task

Obtaining a generalized model, we can add side paths to the decoder to achieve task-controllable
image coding. In this training stage, there is no need to train the model entirely, but only to optimize
the added parameters, i.e., the added side path ¢gq¢. and the corresponding predictor ¢preq. By
sampling o during training, the main path and the added side path are randomly aggregated to fit the
transition between different tasks. The training objective is simplified to

<¢;kide7 (b;red) = ?;'g I;Iin Emfvpm [)\gq)r(ﬁ)] + )\taskctask + )\ratioﬁratim (8)
side s Ppred

where ¢y and ¢, are the optimal parameters of the added side path and predictor, Ly represents
the task loss, and the target ratio in L., is changed to decoder ratio pge.. The options for task loss
are varied. When optimizing for MSE, Ly, is just a simple MSE loss measured between « and &.
When optimizing for a visual analysis task, L is a compound loss containing d(x, &), Lperc and
the full loss function of the task. Normalization should be applied if needed for augmentation. The
task model is frozen during optimization. For instance, using the classification model ClsModel(-)
with Norm(+), cross-entropy is used to compute loss between the classification result of & and the
ground truth GT":

Liask = CrossEntropy(ClsModel(Norm(&)), GT) + Egp, [d(2, &)] 4+ Aperc Lpere- ©)
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Figure 3: Multi-task performance. The curves of variable-rate models are plotted as solid lines, while
dashed lines are for single-rate models. Colored areas represent the adjustable range of MPA.

5 Experiments

5.1 Experimental settings

Dataset. When training for perceptual quality and MSE, we use a combined dataset including
Flicker2W [48]], DIV2K [3]], and CLIC [71]] training sets, about 23K images in total. ImageNet-
1K [14] and ADE20K [83]] are used to train ¢is and ¢, respectively. We evaluate the model
on Kodak [39] and CLIC test set [71] for image compression, ImageNet validation set [[14] for
classification, and ADE20K validation set [83]] for semantic segmentation.

Training. We set 8 = 5 in Eq. , Qmax = 8, AS“) = {18,9.32,4.83,2.5,1.3,0.67,0.35,0.18},
Ag = 2.56, Apere = 4.26, Ak = 1, and Ao = 10 for all training stages. g and « are uniformly
sampled from {1,2,3,4,5,6,7,8} and {0,1,2,3,4,5,6,7}/7 respectively. The training steps of
Stage 1 in Sec. [d.1] are set to 3M, the first half without £ and the last half with L. The training
steps of Stage 2 are set to SO0K. In each training stage, the initial learning rate is set to 1074,
decayed to 10~ for the last 25% steps. When training @pere and Pk, images are randomly cropped
to 256x256x 3, and a random horizontal/vertical flip is applied. ConvNeXt-Tiny [54] is used for
training ¢s, with images randomly resized and cropped to 256x256 %3 followed by a random
horizontal flip. PSPNet50 [82] is used for training ¢ss, with images randomly resized, flipped and
cropped to 256 x256x3. The batch size is set to 8 for all tasks. Adam [38] is used for optimization.

Evaluation. For human vision evaluation, we use Peak Signal-to-Noise Ratio (PSNR) to measure
distortion, and use Fréchet Inception Distance (FID) [28] and LPIPS [81] to measure realism. We
use the same protocol in [61} 2| 24} 32] to calculate FID, i.e., cropping images to overlapped patches
of size 256x256x3. Note that FID is not calculated on Kodak because it yields only 192 patches,
which is not sufficient for measuring FID. For the classification task, we use top-1 accuracy (acc.) to
present the performance, with images first resized to a short edge of 292 and then center-cropped to
256256 3. For the segmentation task, we use mean Intersection over Union (mloU) to present the
performance, with images first resized to a short edge of 512 and then center-cropped to 512x512x3.

5.2 Results of multi-task performance

For human vision, we compare the proposed MPA to the SOTA baselines of the unified model to
evaluate R-D and R-P performance, i.e., MRIC [2], DIRAC [24], CRDR [32]. In addition, we
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Figure 4: Visualization of the reconstructed images, FullGrad [70] and score maps. The image is
from ImageNet [14] and resized to 256 x256x 3. The regions with warmer colors in FullGrad have
larger gradients, indicating a stronger impact on the classification decision. The bitrate is 0.0888bpp.

add HiFiC [61] and VITM17.1 for comparison as the anchors of fully perceptual optimization
and traditional coding method, respectively. For machine vision, the classification task is the
understanding of the global semantic information of an image and represents a high-level vision task.
In contrast, the segmentation task challenges the model’s ability to understand pixel-level semantics
and represents a low-level vision task. Thus, we test the reconstructed images on classification and
semantic segmentation tasks to comprehensively evaluate the performance of MPA for machine vision.
We compare MPA to SOTA baselines with task-specific optimization, SFT [69] and TransTIC [[I1]],
along with VIM17.1 [1].

As shown in Fig.[3] MPA can achieve performance comparable to existing SOTA models. For human
vision, the FID of MPA is lower than that of the best-performing model, CRDR, at a low bitrate.
Since perceptual performance is more reflective of the human visual system at a low bitrate, this part
of the gain is significantly beneficial. Considering the distortion, even with only partial parameters
optimized for MSE, MPA still has a wide adjustable range comparable to other fully fine-tuned
models, especially at a low bitrate. Note that we achieve such performance with a smaller decoder
(9.295M for MPA vs. 13.38M for CRDR), fewer training steps (3.5M steps for MPA vs. SM steps
for CRDR), and partial fine-tuning (7.27% for MPA and 100% for CRDR). In terms of machine
vision, @perc, @els and @ge, perform significantly better than models optimized for MSE, outperforming
SFT and TransTIC which are specially optimized for vision tasks. With only 1.89% parameters
fine-tuned for machine vision, MPA can even achieve accuracy comparable to the fully fine-tuned
models, showcasing its powerful task transition capability. Note that any point in the colored areas in
Fig.3]can be achieved by adjusting ¢ and c, as MPA supports continuously variable-rate coding and
seamless transitions between all tasks using a unified model.

Discussion. We choose the perceptually optimized path to serve as the main path due to its ability
to preserve high-level semantic features that are useful across various tasks. This generalization
is achieved by using pre-trained classification models for measurement (VGG [68] for training
and AlexNet [40] for testing). This method aligns well with both human and machine perceptions
in the latent space [81]]. The pre-trained VGG implicitly incorporates label information, making
the distribution of the reconstructed image semantically closer to the original one, thus reducing
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Figure 5: Visualization of the reconstructed images, segmentation maps and score maps. The image
is from ADE20K [83] and resized to 512x512x3. The bitrate is 0.0718bpp.

perceptual distance and enhancing accuracy. Additionally, ¢.is and ¢, use task-specific pre-trained
models to compute cross-entropy loss (image-wise for classification and pixel-wise for segmentation),
directly targeting task-specific accuracy. These constraints, along with semantic information from the
first training stage, allow ¢ and ¢, to achieve higher accuracy than ¢, with lower computational
complexity. Moreover, perceptually optimized features can be easily adapted for MSE optimization,
achieving higher PSNR. Perceptual loss preserves high-level semantic features, which supports the
minimization of pixel-wise distortion when fine-tuned with MSE loss especially at a low bitrate [18].
Thus, perceptual optimization not only unify human and machine vision tasks but also enhance
performance in traditional metrics like PSNR, making it a suitable method for the generalized model.

5.3 Visualization

To investigate the effects of different paths, we visualize the qualitative results in Figs. d]and 5] MSE
optimization prioritizes image textures, with fine-grained textures scoring higher, while analysis
tasks focus on semantic regions. Score prediction differences at each stage highlight distinctions
between MSE and machine vision perception. MSE-optimized features show significant score
differences at lower-level stages (1st and 2nd), enhancing PSNR by improving textures. Conversely,
machine vision-optimized features show significant score differences at all stages, indicating that
both high- and low-level semantic features are crucial for analysis tasks. Consequently, images
optimized for MSE without semantic supervision are visually smoother at low bitrate but may lose
important semantic features, reducing accuracy. Paths optimized under LPIPS supervision retain
more semantic information, ensuring the reconstructed image is semantically closer to the original
one. By introducing task loss in Eq. , images decoded by ¢¢is and ¢, have more task-specific
features for classification and segmentation respectively, leading to higher accuracy than ¢perc.

5.4 Diving into MPA

To further explore the configuration of the MPA, we perform a series of evaluations. Kodak [39],
ImageNet-1K [14] and ADE20K [83] are used for evaluate BD-rate [6]], top-1 accuracy and mIoU
respectively. BD-rate is computed over the whole R-D curve. Top-1 accuracy and mloU are computed



Table 1: Effects of path complexity Table 2: Cross-validations on path choices

MLP Type (/)MSE ¢cls (/)seg Task (Metric) (bperc ¢MSE ¢cls ¢seg
(BDRate |) (Acc.T) (mUT) n\iop BD-Rate |) 49.61% 16.04% 32.81% 34.19%
Bottleneck 19.51% 76.72% 37.41%  Cls. (Acc. 1) 76.66% 60.59% 76.77% 73.57%
Inv. Bottleneck  16.04% 77.16% 37.76%  Seg. (mloU 1) 36.17% 2834% 35.34% 37.41%
Table 3: Ablations on encoder Table 4: Comparison of complexity
BD-Rate | Models #Param. KFLOPs per pixel Latency (ms)
Components .
against VTM  MRIC 2] 69.14M 1118.17 11.89
TinyLIC [35]  28.46M 439.29 12.68
Full MPA 16.04% +MLPs  +0.5IM~+2.04M  -56.68~+0 -0.33~+0
w/o Predictors 16.25% + Predictors  +0.03M +2.23 +0.09
W/0 Bhq 17.05% +O&® +0 +0 +0.28
w/0 ¢iq 17.18% MPA 29.00M~30.53M  384.84~441.52 12.72~13.05

at the lowest bitrate, i.e., 0.1521bpp on ImageNet-1K and 0.0948bpp on ADE20K. For the effects of
complexity, Table [I] reveals that human vision-oriented tasks are more sensitive to the complexity
of the paths, which suggests the use of inverted bottleneck MLPs, while machine vision-oriented
paths can use bottleneck MLPs because the complexity has relatively less impact on the accuracy.
As for the choice of paths, we conduct cross-validations as shown in Table @], which demonstrates
that the paths do learn the task-specific features to make their corresponding tasks perform optimally.
To evaluate the effect of MPA in the encoder, we conduct ablations on each MPA component. We
replace the predicted mask with a random mask and disable ¢yq and ¢} during encoding. The results
in Table [3] demonstrate that the predictors capture different features critical to high and low bitrate
compression, and ¢pq and ¢yq are specialized to corresponding features respectively.

To evaluate the generalization of the learned features for ImageNet-1K (Cls., SwinV2-T)
the same task, we test ¢.; on Swin Transformer V2 [52]].
Fig. [6] shows that ¢ has a similar performance gain com- 801 MPA (Full Cls.) 4

MPA (Full Perc.)
MPA (Full MSE)
-- TransTIC (VPT)
-- TransTIC (Base)
SFT (GradCAM)
SFT (Uniform)
TinyLIC

Full Fine-tuning
VIM17.1
Uncompressed

parable to that on ConvNeXt [54] which is originally used
for training. Note that ¢ is only trained once without
fine-tuning on SwinV2, reflecting the generalization of the
learned features in MPA.

The complexity of MPA is shown in Table 4} Here, the
input size is 256x256x3. Latency is averaged over a
batch of 16 images running 5000 times on a RTX3090
GPU through an encoder, a hyperprior entropy model, and 60~ 5 r == r == e
a decoder. With the negligible computational overhead, Bit-rate (bpp)

MPA achieves comparable performgr.lce to the full fine- g, gure 6: Validation on SwinV2-T [52]
tuning model and has seamless transitions between tasks.

The main limitations of MPA are its increased latency compared to the baseline and the need for
separate training for each task. The former can be mitigated by developing a specialized operator
to eliminate the frequent flattening, selection, and reassembly operations, while the latter can be
addressed by leveraging multi-task learning techniques [72], which will be explored in future work.

~
o
s

Top-1 Acc. T (%)
~
o

[=2}
o
s

6 Conclusion

In this paper, we propose Multi-Path Aggregation (MPA) to tackle the problem of coding for multi-
task applications in an all-in-one manner. By aggregating task-specific paths, MPA can support a
variety of tasks with seamless transitions between them for joint human-machine vision using a
unified model and a unified representation. Merely fine-tuning as low as 1.89% additional parameters,
MPA can achieve comparable performance to that of separable models optimized using dedicated
criteria, showcasing its strong versatility and scalability. Future work will explore joint optimization
of multiple paths to further unify training process and improve multi-task performance.
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Appendix

A Broader impacts

MPA provides a flexible and task-oriented optimization approach for a unified coding framework. By
leveraging the different importance of features for different tasks and feature correlations across tasks,
MPA can empower existing learned image compression models with the ability to reconstruct images
with various orientations based on the needs of users or machines (such as fidelity and accuracy),
significantly enhancing their versatility. This research not only proposes and sets a new baseline for
multi-task coding but also offers a new avenue for the exploration of joint human-machine vision. By
exploiting generalized features and few-step fine-tuning for a tiny proportion of parameters, MPA
enables joint human-machine vision for multiple tasks in an all-in-one manner, without massive
handcrafted techniques. This advancement represents a significant step toward creating a versatile
coding framework that can adapt to a wide range of applications and requirements. This can have a
positive societal impact by saving a massive amount of storage space, as only a unified model and
a unified representation need to be stored rather than multiple coding models and representations.
By reducing storage requirements, it can lower the cost of data storage and transmission, making
it more accessible for a wide range of applications. Additionally, this reduction in storage can lead
to more efficient use of resources and energy, contributing to environmental sustainability. Lower
storage costs and improved resource efficiency can also facilitate broader adoption of advanced
coding technologies in various industries, enhancing scalability and operational efficiency. Although
there are limitations in scenarios requiring extremely high fidelity or accuracy, which may lead to
potential negative societal impacts such as misjudgments on reconstructed images, these issues can
be addressed by future work aimed at performance improvements or the development of solutions
tailored to specific scenarios.

B Implementation details

B.1 Architecture

Our implementation is based on TinyLIC [55]]. The multi-path mechanism is fulfilled by replacing
the default Single-Path Residual Neighborhood Attention Block (SP-RNAB) with Multi-Path RNAB
(MP-RNAB, i.e., MP-Block in Fig. E]) at the first three stages of the main encoder and decoder
(see Fig.[7). To build a continuously variable-rate baseline, we introduce the scaling factor (SF)
modulation s, [10] and non-linear interpolation [13}43]] as Eq. @) The SF layer and its inverse
operation (ISF) are embedded for the latent representation and each Transformer Block. Other
settings are consistent with TinyLIC.

Sq, if g € {1,2,--~,Qmax}7
Sq = si—(a=ld)

s‘fq_] Ll otherwise.

(10)
Lq]

In terms of path configuration, we use inverted bottleneck MLPs for human vision (i.e., ¢perc and
¢mse) and bottleneck MLPs for machine vision (i.e., ¢ci; and ¢seg), as shown in Fig[§] The bottleneck
MLP is used to address low complexity demands, while the inverted bottleneck MLP is used to address
high complexity demands. Specifically, the bottleneck MLP first down-samples input channels to C’
followed by GELU activation, then up-samples it to C, while the inverted one first up-samples C'
to C” with activation and then down-samples it to C. In our implementation, we set C”' = 2C' as
TinyLIC [55]] does, and set C' = C'/2 to align the up/down-sampling ratio.

B.2 MPA in encoder
As we mentioned in Sec. we also implement MPA in the encoder, i.e., ¢nq and ¢yq. Setting 5 =5

in Eq. 2] the relationship between g and the aggregation ratio penc is visualized in Fig.[9] which fits an
approximate linear relationship between bitrate and pe,. on both Kodak [39] and CLIC [71]].

B.3 Reproducibility

All experiments are conducted on a server with two Intel Xeon Silver 4210 CPUs and a single
NVIDIA RTX3090 GPU. Our implementation relies on the open-source repository of TinyLIC [55],

15



1
i Encoder E( ] i | HyperEncoder ! I
i 1 | i | H
D =] @ —~| m —~| o = o ! =1 @ = ol 1
sl Il Nl <|[|[N|[<]|]| Y| < N2 i N = Xl < | !
E (x| 0| 2 0|z Q= LN 1 | 2| =2 21 2| |
s ElEME|lEM (gl E ! ZlEME| =T :
3116 S| a S [Fe S|al ! = S| alf '
2l 1o] =2 ol = o | = o|w | ! 1o @ o| v '
e e — e == ‘ e L — '
I I I | 1 | I !
I I I I I I !
I I I I I 1 I !
H H H H \ ' H '
1 A}
Xdy Xd, Xdy Xd, 1 Xdj Xd 1| Factorized |!
, , , , | Context , , ' EnieEy g
! ! ! ! il Model ! ! ! :
! ! ! ! ! ! ! 1 Model |
________ ey R e P 1 \
1 1

[| P — — — — — !
Sllalel|alel|lSle||T]e ' NE IR E !
© [of 5| o | o | < o | < 1 o | < o | < H
EMS|IEMS|ES|2 ]2 ' S22 i
= Z|l¥FMe|*xMelxrMe|ex ! sl | = i
sli1s|slls|slls|glls|s] : ENEIEY !

U
€| | F = = I = L2 : El2(F]2) '
] | I

1 1 1
SO S : L _______...HyperDecoder _: __ EntropyModel P() 1

Figure 7: MPA in TinyLIC [S5]]. d; is the number of RNABs used at ¢-th stage. Convolution Conv(k,s)
and its transposed version TConv(k,s) apply the kernel at a size of k X k and a stride of s. Uniform
Quantization is used in Q; AE and AD stand for respective Arithmetic Encoding and Decoding.
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v
[ ew ]
v
| Linear(C’,C) | | Linear(C",C) |
(a) Bottleneck MLP (b) Inverted Bottleneck MLP

Figure 8: Two types of MLP. Linear(C, C") denotes a fully-connected layer with C' input channels
and C’ output channels. We set C’ = C/2 and C” = 2C in our implementation.
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Figure 9: The relationship between ¢ and the aggregation ratio pepc.
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which is based on PyTorch [64] and CompressAl [5]. The open-source baselines, i.e., SFT [69] and
TransTIC [L1], are re-tested using their public repository. For the comparison to baselines without
public code and weights, we align our experimental setup with theirs. ConvNeXt Tiny [54] and
Swin Transformer V2 Tiny [52] are created using timm [[77]] with officially published pre-trained
weights. PSPNet50 [54]] and its pre-trained weights are obtained from the authors’ official repository.
FullGrad [70] is visualized using an open-source PyTorch library [235].

C Comparison to other related work

Mixture-of-Experts (MoE) [34, 67] enables Transformer models [73} [16] to have non-uniform
computing patterns, improving downstream task performance [44, 117,21} [79], gaining multi-modality
modelling capabilities [4} [76], or enabling multi-task learning [9]. They replace the Feed-Forward
Network (FFN) with multiple experts and routing tokens via gating networks to the appropriate
experts for inference. Unfortunately, the strengths of MoE are most predominantly represented in
large language models due to the scaling law [37], which is not suitable for storage- and complexity-
sensitive scenarios. In comparison, MPA is quite different from the common practice of MoE, as
listed in Table

Table 5: Comparison between MPA and MoE

Aspect MPA MoE

Architecture  Unified all-in-one model with multiple ~Multiple expert models selected by a
task-specific paths gating network

Optimization Two-stage optimization with partial pa- Joint optimization with expert selection
rameter fine-tuning via gating network

Routing Leverages feature importance and corre-  Utilizes the expertise of different experts
lations across tasks for specific inputs

Efficiency Designed specifically for storage- and Specially used in large models to sig-
computation-sensitive multi-task scenar- nificantly increase parameter count for
ios performance boost

Usage User-defined selection of task paths Expert allocation entirely decided by the

gating network

Low-Rank Adaptation (LoRA) [29] is a technique that reduces the number of trainable parameters
in large pre-trained models by factorizing weight matrices into low-rank forms, enabling efficient
fine-tuning with minimal computational cost while maintaining performance across various tasks.
Our experiments recognize the effectiveness of LoRA in Table[6] Although MPA involves more
fine-tuning parameters, it also achieves better performance. Moreover, our work has distinct features.
We utilize predictors to support coding for multi-task applications and smooth transitions between
tasks within an all-in-one framework. The low-rank structure design of LoRA inspires the future
work to consider improvements for the side path.

Table 6: R-D performance comparison between MPA and LoRA. The ranks r of LoRA are set to 64,
16, and 4, respectively, and the 1ora_alpha (NOT the « in MPA) is fixed to 1. We optimize MSE
paths for low distortion. Other experimental settings are consistent with those in Sec. [Zl_f}

BD-Rate against VIM |

Dataset

MPA (7.27% ft.) LoRA (3.04% ft.) LoRA (0.83% ft.) LoRA (0.28% ft.)
Kodak [39] 16.04% 16.26% 16.39% 16.83%
CLIC [71] 21.43% 21.80% 21.95% 22.59%
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D Loss functions

Our loss functions follow the same forms and hyperparameters as those in [2], which have been
thoroughly evaluated. For the task loss Lsx we propose, we provide detailed ablation studies in
Table[7]to demonstrate that our current combination achieves a competitive trade-off. Regarding the
role of each term, LPIPS enriches the semantic information of the reconstructed images, improving
generalization; MSE loss enforces pixel value consistency between the reconstructed and original
images; and the cross-entropy loss directly optimizes classification accuracy.

Table 7: Ablations on loss terms in L. We use the same experimental settings as in Sec. {4} and
re-train the classification path for each case. Metrics are evaluated at 0.1521bpp on ImageNet-
1K [14]. The top-3 results are underlined. Lysg, Lpere and L. denote MSE loss, perceptual loss and
cross-entropy loss respectively.

Top-1 Acc. T Top-1 Acc. 1
No.  Lwse  Lpew Lee PSNRT LPIPS| ' 0 NeXtT[54] on SwinV2-T [52]
1 v 26.7dB 0330  62.22% 59.27%
2 v 257dB 0229  7421% 72.25%
3 v 242dB 0305  76.719% 75.16%
4 v v 257dB 0244  77.01% 75.96%
5 v v 265dB 0275  76.17% 74.90%
6 v 26.6dB 0238  74.28% 73.01%
7 Y v  265dB 0244  76.77% 75.61%

E Licenses for released assets

We list the licenses for the released assets we use in Table 8]

Table 8: Licenses for released assets

Asset License

TinyLIC [S5] Apache-2.0 license

TransTIC [11] Apache-2.0 license

SFT [69]] Not specified

ConvNeXt [54]] MIT license

PSPNet [82] MIT license

Swin Transformer V2 [52] MIT license

ResNet [27] (in TorchVision [59])) BSD-3-Clause license

Faster R-CNN [63]] (in Detectron2 [78]]) Apache-2.0 license

VTM17.1 [1]] BSD license

Flicker2W [48]] Custom (research-only)

DIV2K [3] Custom (research-only)

CLIC [71] Not specified

Kodak [39] Not specified

ImageNet-1K [14] Custom (research-only, non-commercial)
ADE20K [83]] Custom (research-only, non-commercial)
MS-COCO 2017 [46] Custom
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F More results

F.1 Quantitative results
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Figure 10: Multi-task performance with optimizing MSE path as the main path. The results reveal

that perceptual optimization is more generalized than MSE optimization for multi-task applications.

Although MSE optimization achieves lower distortion, its perceptual quality is more severely degraded

compared to that of perceptual optimization, with a significantly narrower adjustable range.
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Figure 11: R-D and R-P performance of MPA with variable « on CLIC dataset [[71].
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Figure 12: R-D and R-P performance of MPA with variable « on Kodak dataset [39].
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Figure 13: Classification and objection detection performance of MPA on ImageNet-1K [14] and
MS-COCO 2017 [46]. ResNet50 and Faster R-CNN R50 [63]] are used for inference. Top-1
accuracy and mAP (mean Average Precision) are used as metrics for comparison.
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Figure 14: R-D performance of MPA on ImageNet-1K and ADE20K [83]].
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F.2 Qualitative results
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Figure 15: We visualize the reconstructed images of MPA with variable « compared to MRIC [2]).
The image is from CLIC test set [71]] and is cropped to 256 x256 < 3. The selected paths are ¢perc and
¢wmse- Larger 8 for MRIC and smaller a for MPA stand for higher realism. Note that both the bitrate
and the PSNR are calculated on uncropped images.
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Figure 16: We visualize the bit allocation and score maps in the encoder. The image is from ImageNet
validation set [14] and resized to 256x256x 3. The 1st, 2nd, and 3rd stages are the first three stages
of the encoder, consecutively.
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Reconstruction FullGrad [[70] Score Map (3-rd Stage) Score Map (2-nd Stage) Score Map (1-st Stage)

Cls. Path: 29.41dB Confidence: 81.26% The score maps are inverted for better V1suahza110n (higher for the side path).

2

Seg. Path: 29.41dB  Confidence: 68.26%
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Perc. Path: 28.65dB  Confidence: 77.46% Original: val00035565

&

Figure 17: We visualize the reconstructed images, FullGrad [[70] and score maps predicted by
importance predictors in each path. The image is from ImageNet validation set and resized to
256x256x3. The 3rd, 2nd, and 1st stages are the last three stages of the decoder, consecutively. The
regions with warmer colors in FullGrad represent areas with larger gradients, indicating a stronger
impact on the classification decision. g is set to 1 for a more distinct comparison. Note that the
score maps are inverted for better visualization, i.e., larger scores indicate prioritized for entering the
selected side path. The bitrate is 0.0888bpp.
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Figure 18: We visualize the bit allocation and score maps in the encoder. The image is from ImageNet
validation set [14] and resized to 256x256x 3. The 1st, 2nd, and 3rd stages are the first three stages
of the encoder, consecutively.
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Reconstruction FullGrad [[70] Score Map (3-rd Stage) Score Map (2-nd Stage) Score Map (1-st Stage)

Cls. Path: 27.46dB Confidence: 76.22% The score maps are inverted for better visualization (higher for the side path).
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Figure 19: We visualize the reconstructed images, FullGrad [70] and score maps predicted by
importance predictors in each path. The image is from ImageNet validation set and resized to
256x256x3. The 3rd, 2nd, and 1st stages are the last three stages of the decoder, consecutively. The
regions with warmer colors in FullGrad represent areas with larger gradients, indicating a stronger
impact on the classification decision. g is set to 1 for a more distinct comparison. Note that the
score maps are inverted for better visualization, i.e., larger scores indicate prioritized for entering the
selected side path. The bitrate is 0.1152bpp.
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Figure 20: We visualize the bit allocation and score maps in the encoder. The image is from ImageNet
validation set [14] and resized to 256x256x 3. The 1st, 2nd, and 3rd stages are the first three stages
of the encoder, consecutively.
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Reconstruction FullGrad [[70] Score Map (3-rd Stage) Score Map (2-nd Stage) Score Map (1-st Stage)
Cls. Path: 24.80dB Confidence: 83.21%

The score maps are inverted for better visualization (higher for the side path).
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Figure 21: We visualize the reconstructed images, FullGrad [[70] and score maps predicted by
importance predictors in each path. The image is from ImageNet validation set [14]] and resized to
256x256x3. The 3rd, 2nd, and 1st stages are the last three stages of the decoder, consecutively. The
regions with warmer colors in FullGrad represent areas with larger gradients, indicating a stronger
impact on the classification decision. g is set to 1 for a more distinct comparison. Note that the
score maps are inverted for better visualization, i.e., larger scores indicate prioritized for entering the
selected side path. The bitrate is 0.1279bpp.
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Figure 22: We visualize the bit allocation and score maps in the encoder. The image is from ADE20K
validation set [[83]] and resized to 512x512x3. The 1st, 2nd, and 3rd stages are the first three stages
of the encoder, consecutively.
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Reconstruction Segmentation Map Score Map (3-rd Stage) Score Map (2-nd Stage) Score Map (1-st Stage)

Cls. Path: 31.53dB The score maps are inverted for better visualization (higher for the side path).
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Figure 23: We visualize the reconstructed images, segmentation map and score maps predicted by
importance predictors in each path. The image is from ADE20K validation set [83]] and resized to
512x512x3. The 3rd, 2nd, and 1st stages are the last three stages of the decoder, consecutively. g is
set to 1 for a more distinct comparison. Note that the score maps are inverted for better visualization,
i.e., larger scores indicate prioritized for entering the selected side path. The bitrate is 0.0718bpp.
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Score Map (1-st Stage)
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Figure 24: We visualize the bit allocation and score maps in the encoder. The image is from ADE20K
validation set [83]] and resized to 512x512x3. The 1st, 2nd, and 3rd stages are the first three stages
of the encoder, consecutively.
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Reconstruction Segmentation Map Score Map (3-rd Stage) Score Map (2-nd Stage) Score Map (1-st Stage)

Cl§. Path: 25.13dB The score maps are inverted for better visualization (higher for the side path)
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Figure 25: We visualize the reconstructed images, segmentation map and score maps predicted by
importance predictors in each path. The image is from ADE20K validation set [83]] and resized to
512x512x3. The 3rd, 2nd, and 1st stages are the last three stages of the decoder, consecutively. g is
set to 1 for a more distinct comparison. Note that the score maps are inverted for better visualization,
i.e., larger scores indicate prioritized for entering the selected side path. The bitrate is 0.1806bpp.
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Score Map (3-rd Stage)
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Figure 26: We visualize the bit allocation and score maps in the encoder. The image is from ADE20K
validation set [83]] and resized to 512x512x3. The 1st, 2nd, and 3rd stages are the first three stages
of the encoder, consecutively.
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Reconstruction Segmentation Map Score Map (3-rd Stage) Score Map (2-nd Stage) Score Map (1-st Stage)

Cls. Path: 27.03dB

The score maps are inverted for better visualization (higher for the side path).
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Figure 27: We visualize the reconstructed images, segmentation map and score maps predicted by
importance predictors in each path. The image is from ADE20K validation set [83]] and resized to
512x512x3. The 3rd, 2nd, and 1st stages are the last three stages of the decoder, consecutively. g is
set to 1 for a more distinct comparison. Note that the score maps are inverted for better visualization,
i.e., larger scores indicate prioritized for entering the selected side path. The bitrate is 0.1164bpp.

33



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We claim the contributions and scope in the abstract and Sec. [T}
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of the work in Sec.[5.4]and Appx.[A]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All experimental details are provided in Secs. 3| [ and [5.1} and in Appx.[B]

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide the instructions in Sec.[d] Code will be available upon acceptance.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify all the training and test details in Sec.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: The experiments do not involve statistical significance.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.

10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the information on the computer resources in Appx.[B.3]
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the societal impacts in Appx. [A]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The original papers are cited. The licenses are listed in Appx.[E]
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Code is available at https://github.com/NJUVISION/MPA.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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