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Abstract

Despite showing impressive abilities, large lan-001
guage models (LLMs) often struggle with fac-002
tual inaccuracies, i.e., “hallucinations”, even003
when they hold relevant knowledge. To miti-004
gate these hallucinations, current approaches005
typically necessitate high-quality human fac-006
tuality annotations. In this work, we explore007
Self-Alignment for Factuality, where we lever-008
age the self-evaluation capability of an LLM009
to provide training signals that steer the model010
towards factuality. Specifically, we incorporate011
SELF-EVAL, a self-evaluation component, to012
prompt an LLM to validate the factuality of its013
own generated responses solely based on its in-014
ternal knowledge. Additionally, we design S

¯
elf-015

K
¯

nowledge Tuning (SK-TUNING) to augment016
the LLM’s self-evaluation ability by improving017
the model’s confidence estimation and calibra-018
tion. We then utilize these self-annotated re-019
sponses to fine-tune the model via Direct Prefer-020
ence Optimization algorithm. We show that the021
proposed self-alignment approach substantially022
enhances factual accuracy over LLAMA family023
models across three key knowledge-intensive024
tasks on TruthfulQA and BioGEN. We will re-025
lease our code and data upon acceptance.026

1 Introduction027

Despite exhibiting remarkable proficiency in a di-028

verse range of NLP tasks (Wei et al., 2022; Liu029

et al., 2023c; Chang et al., 2023), LLMs (OpenAI,030

2022, 2023; Touvron et al., 2023b) occasionally031

generate seemingly plausible yet factually incor-032

rect statements, i.e., “hallucinations” (Huang et al.,033

2023; Ji et al., 2023; Zhang et al., 2023b; Tonmoy034

et al., 2024). Such hallucinations can undermine035

the trustworthiness and practical applicability of036

LLMs in real-world scenarios, particularly when037

employed in high-stakes tasks (Liu et al., 2023b).038

In this paper, we focus on mitigating a notewor-039

thy type of hallucination, where an LLM holds040

relevant knowledge in response to a query (i.e.,041

Prompt: Write a biography of Jesse Foppert.

     Generation: Jesse Foppert is a former
Major League Baseball pitcher who was
born on July 20, 1980, in Los Angeles,
Pennsylvania, USA ...
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Figure 1: Illustration of Self-Alignment for Factuality.
Given a prompt to write a biography, before factuality
alignment, the LLM generates some facts that are not
accurate. Through self-evaluation, the LLM is capable
of identifying these inaccurate facts. The feedback from
the self-evaluation is used as a reward signal to align
the LLM towards factuality. Each fact is highlighted in
distinct colors, and the corrected facts are marked with
green letters.

“knows”), yet occasionally falters in conveying ac- 042

curate information (i.e., “tells”) (Li et al., 2023b, 043

2024). For instance, an LLM might generate an in- 044

accurate response during one inference time but can 045

provide a correct response at another time (Wang 046

et al., 2023a; Manakul et al., 2023; Dhuliawala 047

et al., 2023). This gap between “knowing” and 048

“telling” (Saunders et al., 2022; Kadavath et al., 049

2022; Chen et al., 2023a) significantly undermines 050

the potential of LLMs to accurately convey the 051

knowledge acquired during the pre-training phase. 052

A few studies (Li et al., 2023b; Chuang et al., 053

2023; Zhang et al., 2023a) edit the model’s internal 054

representations towards “factuality” directions, us- 055

ing domain-specific annotated data. Meanwhile, ac- 056

knowledging the inadequacy of the training objec- 057

tive—maximum likelihood estimation (MLE)—in 058
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accurately capturing factuality (Ouyang et al.,059

2022; Allen-Zhu and Li, 2023; Azaria and Mitchell,060

2023; Tian et al., 2023a), a recent study (Tian et al.,061

2023a) introduces the LLM’s internal factuality062

signals as training rewards to guide the models to-063

wards factuality. Given that the origin of a LLM’s064

hallucinations is intrinsically linked to its confi-065

dence1 (Huang et al., 2023), Tian et al. (2023a)066

employs consistency-based confidence regarding067

the factual correctness over the generate responses068

(Kuhn et al., 2023; Manakul et al., 2023) as the069

factuality signals. Nevertheless, such consistency-070

based confidence remains rely on the model’s gen-071

eration ability, which might be non-reflective on072

model’s internal knowledge. Despite the challenges073

faced by an LLM in directly “telling” the correct074

response, it has showed potential in “evaluating” its075

generated responses (Kadavath et al., 2022; Saun-076

ders et al., 2022). As depicted in Figure 1, the077

LLM is capable of identifying factual inaccuracies078

within the responses it generates, with a reasonable079

prediction confidence. Such self-evaluation, i.e.,080

directly prompting the model itself about internal081

knowledge awareness, might be a more effective082

approach to factuality estimation.083

In this paper, we introduce a self-alignment084

framework, Self-Alignment for Factuality, which085

harnesses an LLM’s self-evaluation capability to086

mitigate hallucinations. Our approach encourages087

an LLM to generate prediction confidence scores088

pertaining to the factuality of its own generated089

responses through self-asking. Subsequently, these090

scores are utilized as reward signals to fine-tune091

the model using the Direct Preference Optimization092

(DPO) algorithm (Rafailov et al., 2023). Specif-093

ically, we incorporate a factuality self-evaluation094

component, SELF-EVAL, which prompts the LLM095

to directly validate its responses based on its inter-096

nal knowledge. To bolster the LLM’s universal self-097

evaluation ability, we introduce SK-TUNING to098

enhance the LLM’s internal knowledge awareness,099

i.e., prediction confidence estimation and calibra-100

tion2 (Guo et al., 2017; Tian et al., 2023b), through101

sufficient tuning across heterogeneous knowledge-102

oriented tasks.103

We assess the effectiveness of the proposed Self-104

Alignment for Factuality framework on three cru-105

cial knowledge-extensive tasks for LLMs, namely106

1A lower confidence score corresponds to a greater likeli-
hood of hallucinated facts.

2The confidence in a prediction is expected to accurately
reflect the probability that the prediction is correct.

Multi-Choice Question-Answering (MCQA), short- 107

form open-ended generation, and long-form open- 108

ended generation, using two benchmark datasets: 109

TruthfulQA (Lin et al., 2022) and BioGEN (Min 110

et al., 2023a). The results show that, solely re- 111

lying on the model’s internal knowledge, Self- 112

Alignment for Factuality significantly enhances the 113

factual accuracy of LLAMA family models (Tou- 114

vron et al., 2023a,b) across all three tasks, no- 115

tably surpassing the representation-editing methods 116

(Chuang et al., 2023; Li et al., 2023c) and the re- 117

cent work with consistency-based confidence (Tian 118

et al., 2023a). 119

In summary, our contributions are three-fold: 120

• We propose Self-Alignment for Factuality, 121

a self-alignment strategy that leverages an 122

LLM’s self-evaluation capability to mitigate 123

the model’s hallucinations. 124

• We introduce SK-TUNING to improve an 125

LLM’s confidence estimation and calibration, 126

thereby enhancing its self-evaluation ability. 127

• We show the efficacy of Self-Alignment for 128

Factuality on three crucial tasks using Truth- 129

fulQA and BioGEN, significantly improving 130

factual precision over all compared methods. 131

2 Related work 132

Hallucinations in LLMs. Hallucinations in 133

LLMs occur when generated content, is seem- 134

ingly plausible, however deviates from actual world 135

knowledge (Chen et al., 2023b; Li et al., 2023a; 136

Zhang et al., 2023b; Tonmoy et al., 2024). In this 137

study, we align with the perspective that an LLM’s 138

acquired knowledge should mirror established facts 139

(Yang et al., 2023). We focus on a specific type of 140

“unfaithful hallucination” where LLMs produce fac- 141

tually incorrect statements, even when possessing 142

relevant knowledge (Evans et al., 2021; Park et al., 143

2023; Li et al., 2023b). Rather than broadly tar- 144

geting the enhancement of LLMs’ factuality (Sun 145

et al., 2023; Zhou et al., 2023a; Lightman et al., 146

2023; Peng et al., 2023; Li et al., 2023d; Mallen 147

et al., 2023; Varshney et al., 2023), our goal is to 148

align LLMs to reliably convey accurate information 149

when they have sufficient knowledge. 150

Hallucination Mitigation. Research efforts to 151

mitigate hallucinations in LLMs are broadly cate- 152

gorized into three strategies. (i) In post-hoc correc- 153

tion, recent works have explored self-consistency 154

techniques for model refinement (Kadavath et al., 155
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Figure 2: A diagram illustrating the three steps of our Self-Alignment for Factuality in long-form generation task.

2022; Ren et al., 2023; Tian et al., 2023b; Madaan156

et al., 2023; Dhuliawala et al., 2023; Wang et al.,157

2023a). These methods, rooted in uncertainty esti-158

mation, aim at improving factual accuracy by ana-159

lyzing the consistency among multiple responses160

generated by the LLM. However, their effective-161

ness varies with the model’s intrinsic capabilities.162

(ii) Inference-time intervention approaches focus163

on manipulating LLMs’ internal representations164

to guide them towards factuality (Li et al., 2023b;165

Chuang et al., 2023; Li et al., 2023c; Zhang et al.,166

2023a). These methods show promise but often167

rely on domain-specific data, limiting their gen-168

eralizability. (iii) Alignment training, as a third169

strategy, directly optimizes LLMs to produce fac-170

tual statements. This involves either supervised171

fine-tuning with high-quality datasets (Wang et al.,172

2023b) or reinforcement learning from human feed-173

back (RLHF) (Ouyang et al., 2022). While effec-174

tive, these methods can be resource-intensive due175

to the need for extensive human labels.176

Our research parallels two significant studies177

in the field by Yang et al. (2023) and Tian et al.178

(2023a). While Yang et al. (2023) focus on honesty-179

based fine-tuning, empowering LLMs to admit lim-180

itations by acknowledging “I don’t know”, our Self-181

Alignment for Factuality approach is distinctively182

geared towards guiding LLMs to articulate truthful183

information when they hold pertinent knowledge.184

In contrast to Tian et al. (2023a), which relies on185

a consistency-based method for confidence esti- 186

mation, our work introduces SELF-EVAL-SKT, 187

which is trained on a broad spectrum of heteroge- 188

neous data, and designed to enhance confidence 189

estimation capabilities significantly. Experimen- 190

tal results from our study demonstrate a notable 191

improvement in the accuracy and reliability of fac- 192

tual information presented by LLMs. We provide a 193

brief summary in Appendix A. 194

3 Self-Alignment for Factuality 195

In this section, we introduce the proposed frame- 196

work. First, we provide a comprehensive overview 197

of Self-Alignment for Factuality in Section 3.1. 198

Subsequently, we delve into the Factuality Self- 199

Evaluation by utilizing the LLM’s inherent knowl- 200

edge, termed SELF-EVAL, in Section 3.2. Finally, 201

we outline the factuality alignment process via 202

DPO in Section 3.3. 203

3.1 Overview 204

Self-Alignment for Factuality generally operates in 205

the following three steps, as depicted in Figure 2: 206

Step 1: Generating Initial Responses for Prefer- 207

ence Data Collection. For a given prompt x, we 208

generate multiple candidate responses {ym}Mm=1, 209

where M represents the sample size. These are 210

produced from a base LLM guided by a policy 211

πref (y | x). To ensure the generation of coherent 212

and relevant responses, we employ few-shot exam- 213

ples as prompts. 214
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Step 2: Estimating Responses Factuality215

through SELF-EVAL for Preference Labeling.216

In this step, we evaluate the factuality of generated217

candidate responses {ym}Mm=1 for a given prompt x218

by leveraging the intrinsic knowledge of LLMs. In219

long-form response generation tasks, e.g., crafting220

a biography in Figure 2, a response often contains221

a mix of factually accurate and inaccurate infor-222

mation. To achieve precise factuality estimation,223

we first extract a list of atomic claims from the re-224

sponses using GPT-3.5-turbo (OpenAI, 2022; Min225

et al., 2023a), with each claim representing a dis-226

tinct piece of information (Liu et al., 2023d). Sub-227

sequently, we employ GPT-3.5-turbo to transform228

each atomic claim into a corresponding atomic229

question. This step enables us to use SELF-EVAL to230

evaluate the factuality of each atomic claim c rela-231

tive to its atomic question q, leveraging the LLM’s232

inherent knowledge. This process is denoted as233

p(True|q, c). Finally, we calculate the average of234

the obtained factuality scores for individual claims,235

resulting in a final factuality score, Avg-p(True),236

for the candidate response.237

Step 3: Creating Preference Data and Align-238

ing LLM with DPO. For each prompt x, we239

rank the candidate responses according to the fac-240

tuality scores acquired. Then, we select the top241

α responses as the preferred responses yw and242

the remaining responses as the dis-preferred ones243

yl, resulting in a set of preference pairs D =244

{(x, yw, yl)}. The total number of preference pairs245

is αM ∗ (1− α)M −K, where K represents the246

number of pairs with equal scores. Finally, we247

align the LLM with these preference data via DPO.248

3.2 Factuality Self-Evaluation249

At the core of Self-Alignment for Factuality is the250

design of a factuality self-evaluation component,251

denoted as SELF-EVAL. Given a prompt q and a252

LLM M, SELF-EVAL, built on M, is tasked with253

assessing the validity of M’s response a, leverag-254

ing exclusively its own internal knowledge. This255

process is quantified as the probability p(True|q, a),256

which is formulated as follows:257

p(True|q, a) = fM(q, a) (1)258

There exist various methodologies to parame-259

terize fM(q, a). For instance, LLMs have demon-260

strated capabilities in discerning the extent of their261

knowledge (Kadavath et al., 2022). To capital-262

ize on this intrinsic ability for factual assessment,263

we propose to utilize True/False Q&A prompt as 264

follows, termed as SELF-EVAL-P(TRUE). This 265

prompt facilitates the LLM’s self-evaluation of fac- 266

tuality based on its inherent knowledge 267

Instruction: Please evaluate the truthfulness
of the proposed answer based on the given
question and internal knowledge.
<Few-shot Prompts>
Question: <Question>
Proposed Answer: <Answer>
Is the proposed answer:
A. True
B. False
The proposed answer is:

where we anticipate either “A” or “B” as an an- 268

swer. The probability p(True) signifies the ex- 269

tent to which an LLM deems a generated answer 270

(claim) valid. In line with Kadavath et al. (2022), 271

we prepend few-shot prompts to encourage well- 272

structured answers. 273

Despite the effectiveness, our preliminary results 274

indicate that LLMs tend to exhibit overconfidence 275

when utilizing SELF-EVAL-P(TRUE) prompting. 276

This observation is in line with the findings pre- 277

sented by Tian et al. (2023b). In order to enhance 278

the LLMs’ self-evaluation capability regarding fac- 279

tuality, and to improve the calibration of confidence 280

scores, we introduce Self-Knowledge Tuning (SK- 281

TUNING). It is designed to augment LLMs’ ability 282

to accurately assess the factuality of their own gen- 283

erated responses across a diverse range of tasks. 284

Through SK-TUNING, we aim to achieve higher 285

precision in the models’ self-evaluation and im- 286

prove confidence score calibration, i.e., assigning 287

higher confidence scores to responses with a greater 288

likelihood of being factually correct. For simplic- 289

ity, the factuality self-evaluation component tuned 290

with SK-TUNING is denoted as SELF-EVAL-SKT. 291

SK-TUNING The challenge of SK-TUNING 292

with LLMs lies in creating training examples that 293

can accurately reflect the identification of specific 294

knowledge pieces. To address this, we propose to 295

build self-knowledge-guided training data, as illus- 296

trated in Figure 3. Our process involves two pri- 297

mary steps: (i) Sampling Candidate Answers and 298

Verifying Factual Correctness. For each question 299

q, we generate a set of candidate answers {ak}Kk=1 300

using few-shot prompting. We then assess the fac- 301

tual correctness of each answer by comparing it to 302

the golden answer, employing the bidirectional en- 303

tailment approach with the Deberta-Large-MNLI 304

model (He et al., 2021). Answers that are semanti- 305

cally equivalent to the golden answer are labeled as 306
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Question: What is Westlife's first album?

Step 1: Sampling Answers and Verifying Factuality

LLM

Multiple Sampling

x 30

      Coast to Coast.

      World of Our Own is their first
studio album.

x 20

x 6

Step 2: Creating True/False Training Samples for SK-Tuning
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x 4

True/False Training Examples

Question: 
What is ...  A

Q&A Prompts R+ R-

 B x 20

Question: 
What is ...       Coast to ...  B  A x 4

      World of ...Question: 
What is ...

      Westlife ...

 B  A x 6

Label: A: True / B: False
R+: Positive Predictions; R_: Negative Predictions

Answer: Westlife is the debut studio
album by Irish boy band Westlife.

      Westlife is the debut studio
 album by Irish boy band Westlife.

Factuality Verification

Figure 3: The process of constructing training data for SK-TUNING.

factually correct ac, while others are deemed incor-307

rect ai. (ii) Creating True/False Training Examples.308

We construct True/False training examples using309

a format that combines few-shot prompts with a310

binary (True/False) question-and-answer prompt,311

as utilized by SELF-EVAL-P(TRUE). For a correct312

answer ac, we pair a positive prediction R+ (“A”)313

with a negative prediction R− (“B”), and vice versa314

for an incorrect answer ai. This approach results315

in a dataset Dψ comprising prediction pairs, with316

duplicates maintained to approximate the model’s317

knowledge over the question, which helps improv-318

ing the confidence calibration (Appendix G).319

Following the assembly of Dψ, we proceed to320

fine-tune the LLM on this pairwise prediction data.321

The fine-tuning aims to minimize a loss function322

specifically designed to enhance the model’s ability323

to leverage its inherent knowledge for accurate self-324

knowledge evaluation, as follows:325

Lϕ =− E(q,a,r+,r−)∼Dψ [log σ (log πϕ (r+ | q, a)
− log πϕ (r− | q, a))] ,

(2)326

where πϕ is the LLM trained for factuality estima-327

tion and σ denotes the logistic function.328

3.3 Alignment Tuning with DPO329

After obtaining the preference data over candidate330

responses D = {(x, yw, yl)}, where each tuple rep-331

resents a choice preference between winning and332

losing responses to few-shot prompts, we proceed333

to the stage of alignment tuning for improving fac-334

tuality. In this work, we employ the DPO algorithm,335

a straightforward yet powerful alternative to RL336

algorithms, for policy optimization. Specifically,337

DPO employs a standard cross-entropy objective338

for direct policy optimization, as follows: 339

Lθ =− E(x,yw,yl)∼D

[
log σ

(
β log

πθ (yw | x)
πref (yw | x)

−β log
πθ (yl | x)
πref (yl | x)

)]
,

(3) 340

where the model policy πθ is initialized from the 341

base reference policy πref , β is a parameter con- 342

trolling the deviation from πref , and σ denotes the 343

logistic function. 344

4 Experiments 345

In this section, we evaluate the efficacy of our pro- 346

posed framework across three knowledge-intensive 347

tasks: MCQA, short-form and long-form open- 348

ended generation, following Li et al. (2023b). 349

4.1 Setup 350

Datasets and Evaluation Metrics. For the MCQA 351

task, we utilize the TruthfulQA dataset (Lin et al., 352

2022). For short-form generation task, we use gen- 353

eration formulation of TruthfulQA, and BioGEN 354

for the long-form one (Min et al., 2023b). In eval- 355

uating performance on TruthfulQA, we report Ac- 356

curacy for the MCQA task, alongside metrics of 357

truthfulness (True), informativeness (Info), and a 358

composite True∗Info score, all evaluated using a 359

fine-tuned GPT-3 model (Lin et al., 2022). For as- 360

sessments on BioGEN, we present the FActScore 361

percentage and the Respond ratio. Moreover, we 362

quantify the correctness of generated content by 363

reporting the number of accurate (cor) and inac- 364

curate facts (incor) per response, following Tian 365

et al. (2023a). Comprehensive descriptions of tasks, 366

datasets, and evaluation criteria are detailed in Ap- 367

pendix B. Note that for open-ended text genera- 368
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tion tasks, self-alignment approaches only use the369

prompts provided in the datasets.370

Baselines. We compare our methods with the fol-371

lowing representative approaches and report the372

mean results of three different runs.373

• SFT fine-tunes the base model on the high-374

quality annotated training set via supervised375

fine-tuning.376

• ITI (Li et al., 2023b) edits internal represen-377

tations by shifting model activations along378

learned factuality-related directions.379

• DOLA (Chuang et al., 2023) edits internal380

representations by contrasting output distribu-381

tions from different layers within the model.382

• FACTTUNE-MC (Tian et al., 2023a) opti-383

mizes the base model using DPO on the pref-384

erence data labeled with consistency-based385

confidence scores.386

Implementation Details. (i) Implementation of387

the Self-Alignment for Factuality framework: We388

employ LLAMA-7B (Touvron et al., 2023a) and389

LLAMA2-7B (Touvron et al., 2023b) as the base390

LLMs and fine-tune these models on the con-391

structed preference data for five epochs. More de-392

tails are shown in Appendix C. (ii) Implementation393

of SK-TUNING: We utilize Wikipedia, which is a394

frequently employed pre-training data source for395

LLMs (Touvron et al., 2023b; Shi et al., 2023), and396

the BIG-bench dataset (Srivastava et al., 2023) in397

our study. Specifically, we utilize 49,862 prompts398

from Wikipedia and 32,500 prompts randomly se-399

lected from 17 MCQA tasks in BIG-bench. More400

fine-tuning details are provided in Appendix C.401

4.2 Main Results402

Table 1 presents the main evaluation results across403

three tasks. We have the following observations:404

Self-alignment for factuality is effective on mit-405

igating hallucinations. Self-alignment w/ SELF-406

EVAL-SKT significantly improves Accuracy by407

roughly 13% on TruthfulQA (MC) task. More-408

over, self-alignment w/ SELF-EVAL-SKT attains409

the highest True∗Info (45.75% for LLAMA-7B and410

53.42% for LLAMA2-7B) on TruthfulQA (short-411

form generation) task and exhibits substantial im-412

provement in FActScore (approximately 4%) for413

3We use the default QA prompt as in Lin et al. (2022);
Li et al. (2023b); Chuang et al. (2023) on TruthfulQA and
the prompt generated by GPT-4 (OpenAI, 2023) on BioGEN
(Table 10 in Appendix C).

BioGEN (long-form generation) task. These find- 414

ings underline the utility of self-evaluation in align- 415

ing LLMs toward hallucination mitigation. 416

SK-TUNING is helpful to improve factualness 417

estimation with LLM’s inherent knowledge. En- 418

hancing self-evaluation capabilities through SK- 419

TUNING enables self-alignment with SELF-EVAL- 420

SKT to achieve higher factual accuracy com- 421

pared to w/ SELF-EVAL-P(TRUE). In addition, 422

self-alignment w/ SELF-EVAL-SKT considerably 423

outperforms w/ SELF-EVAL-P(TRUE) regarding 424

True∗Info (surpassing by 12%) and FActScore (ex- 425

ceeding by 4%). This can be attributed to the 426

efficacy of SK-TUNING in facilitating more ac- 427

curate self-evaluation capabilities, which in turn 428

leads to higher factual precision of the generated 429

content by LLMs. We provide an in-depth anal- 430

ysis in Section D. Moreover, self-alignment w/ 431

SELF-EVAL-SKT evidently surpasses FACTTUNE- 432

MC4, emphasizing the advantages of our pro- 433

posed SELF-EVAL-SKT for confidence estima- 434

tion over the consistency-based approach. On Bio- 435

GEN task, self-alignment w/ SELF-EVAL-SKT 436

consistently achieves higher FActScore compared 437

to FACTTUNE-MC, significantly reducing the num- 438

ber of factual errors while maintaining the suitable 439

quantity of accurate facts generated. 440

Self-alignment w/ SELF-EVAL-SKT consider- 441

ably surpasses the representation-editing methods 442

– ITI and DOLA, which necessitate labeled in- 443

domain data, by obtaining the highest True∗Info 444

while exhibiting remarkable True and Info scores 445

on TruthfulQA. This indicates that self-alignment 446

w/ SELF-EVAL-SKT effectively strikes a balance 447

between providing accurate information and ac- 448

knowledging its limitations. Additionally, SFT 449

exhibits notably inferior performance compared to 450

other methods. This observation aligns with the 451

findings in Li et al. (2023b); Tian et al. (2023a). 452

4.3 Pairwise Evaluation 453

We conduct pairwise comparisons on 100 gener- 454

ated biographies in Section 4.2 across four key 455

dimensions: factuality, helpfulness, relevance, and 456

naturalness, using GPT-4 (OpenAI, 2023). The 457

prompt employed can be found in Appendix E. In 458

Table 2, we find that self-alignment w/ SELF-EVAL- 459

SKT significantly outperforms FACTTUNE-MC 460

4It is worth noting that the discrepancy between the re-
ported results of FACTTUNE-MC and the results presented in
Tian et al. (2023a) may be attributed to the considerably small
number of training prompts in this study.
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Model Labeled
In-dom.

Data

TruthfulQA TruthfulQA (Gen.) BioGEN (Long-Form Gen.)

% Acc. % True % Info % True∗Info # Cor. # Incor. % Res. % FActScore

LLAMA-7B∗ - 25.60 30.40 96.30 26.90 7.70 16.92 98.00 30.72
+ SFT∗ ! 24.20 47.10 - 36.10 8.52 16.52 98.00 32.17
+ ITI∗ (Li et al., 2023b) ! 25.90 49.10 - 43.50 - - - -
+ DOLA∗ (Chuang et al., 2023) ! 32.20 42.10 98.30 40.80 7.46 13.70 99.00 33.91
+ FACTTUNE-MC (Tian et al., 2023a) - - - - 10.98 21.33 99.00 30.92
Self-Alignment for Factuality (Ours)
w/ SELF-EVAL-SKT 45.48 47.40 97.26 45.75 8.54 13.49 100.00 38.28

LLAMA2-7B - 28.90 50.41 88.22 39.04 8.84 12.65 99.00 40.54
+ DOLA (Chuang et al., 2023) ! 31.10 47.53 94.66 42.60 8.74 11.85 72.00 38.99
+ FACTTUNE-MC (Tian et al., 2023a) - - - - 12.64 16.16 100.00 42.71
Self-Alignment for Factuality (Ours)
w/ SELF-EVAL-P(TRUE) 43.15 44.52 94.93 41.10 8.46 11.17 100.00 42.73
w/ SELF-EVAL-SKT 44.10 55.07 98.08 53.42 12.12 14.44 99.00 46.50

Table 1: Few-shot evaluation results on three distinct tasks: 6-shot prompting results of the MCQA and short-form
generation tasks on TruthfulQA, and 5-shot prompting results of the long-form generation task on BioGEN.3Results
on TruthfulQA marked with an asterisk are cited from Li et al. (2023b) and Chuang et al. (2023). The remaining
results of DOLA and FACTTUNE-MC are reproduced following Chuang et al. (2023) and Tian et al. (2023a).

Pairwise Comparisons BioGEN (% Win Rates)

Fact. Help. Rele. Natu.

vs. FACTTUNE-MC 72.00 66.00 68.00 67.00
vs. w/ SELF-EVAL-P(TRUE) 65.00 68.00 62.00 51.00

Table 2: Results of pairwise comparisons on BioGEN
across four dimensions: factuality, helpfulness, rele-
vance and naturalness. The first and second row present
the win rates of self-alignment w/ SELF-EVAL-SKT
against FACTTUNE-MC and self-alignment w/ SELF-
EVAL-P(TRUE), respectively.

Model TruthfulQA

% MC acc. % True % Info % True∗Info

LLAMA-7B 25.60 30.40 96.30 26.90
w/ SE 37.26 33.29 98.22 31.78
w/ USC 38.63 41.92 96.16 38.77
w/ SELF-EVAL-SKT 45.48 47.40 97.26 45.75

LLAMA2-7B 28.90 50.41 88.22 39.04
w/ SE 42.47 44.38 97.81 42.33
w/ USC 40.55 44.66 98.77 43.84
w/ SELF-EVAL-SKT 44.10 55.07 98.08 53.42

Table 3: Results of Self-Alignment for Factuality that
employ various approaches for confidence estimation.

and self-alignment w/ SELF-EVAL-P(TRUE) (with461

LLAMA2-7B as the base model) with considerable462

winning rates across all dimensions. Examples of463

qualitative studies are shown in Appendix F.464

4.4 Self-Alignment with Varying Factuality465

Estimation Methods466

Setup. To further examine the effectiveness of Self-467

Alignment for Factuality, we introduce two vari-468

ants, i.e., self-alignment w/ SE and w/ USC, which469

adopt Semantic Equivalence (Kuhn et al., 2023)470

and Universal Self-Consistency (Chen et al., 2023c)471

for confidence estimation, respectively. In partic-472

ular, (i) self-alignment w/ SE clusters the initial 473

responses based on semantic equivalence and then 474

uses the largest cluster of semantically equivalent 475

responses as the preferred responses, while treating 476

the remaining responses as dis-preferred ones. (ii) 477

self-alignment w/ USC adopts the response cluster 478

containing the most consistent response among the 479

candidate responses, as identified using GPT-3.5- 480

turbo, as the preferred responses. 481

Results. Despite exhibiting lower performance 482

than self-alignment with SELF-EVAL-SKT, both 483

variants consistently improve factuality over the 484

base models in the MCQA and open-ended genera- 485

tion tasks, which further reveals the effectiveness 486

of SK-TUNING on improving factuality estima- 487

tion. These promising results suggest a potential 488

groundwork for investigations into the area of self- 489

alignment for enhancing factuality. 490

5 In-dpeth Analysis of SELF-EVAL 491

In this section, we delve into the comprehensive 492

analysis of the reasons underlying the effective- 493

ness of SELF-EVAL in aligning LLMs for factuality. 494

Specifically, following Kadavath et al. (2022), we 495

formulate the MCQA tasks into True/False queries 496

as detailed in Section 3.2, each accompanied by 497

a mix of the correct answer and several incorrect 498

answers. SELF-EVAL is employed to predict the 499

correctness of the provided answer. 500

5.1 Setup 501

Datasets. We employ five well-studied MCQA 502

datasets: TruthfulQA, CommonSenseQA (Talmor 503

et al., 2019), OpenBookQA (Closed-Form) (Mi- 504

haylov et al., 2018), MedQA (USMLE) (Pal et al., 505
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Task Model Multi-choice QA Datasets

TruthfulQA (Full) CommonSenseQA OpenBookQA (Closed) MedQA MMLU

Selection
(Metric: Acc.)

LLAMA2-7B 25.49 54.30 55.00 30.71 44.76
SELF-EVAL-P(TRUE) 32.64 64.95 65.40 29.69 43.29
SELF-EVAL-SKT 43.97 70.43 67.40 36.37 49.88

Discrimination
(Metric: AUROC)

SELF-EVAL-P(TRUE) 51.33 79.76 71.66 52.75 59.52
SELF-EVAL-SKT 59.02 84.65 75.72 60.40 67.07

Table 4: Following Taylor et al. (2022); Singhal et al. (2023), we report the 5-shot results on MCQA tasks. Note
that the results of LLAMA2-7B are reported using the lettered choices format (examples are provided in Appendix
D Table 7), as Kadavath et al. (2022); Rae et al. (2022) suggest that models are well-calibrated in this format.

2022), and Massive Multitask Language Under-506

standing (MMLU) (Hendrycks et al., 2021).507

Evaluation Metrics. We assess the capability on508

factuality estimation in (i) selecting the correct an-509

swer among the answer options using Accuracy510

(Kadavath et al., 2022), i.e., the probability that511

the correct answer has the highest confidence score512

among all answer options; (ii) distinguishing be-513

tween the correct answer and a randomly sampled514

incorrect answer using Area Under the Receiver515

Operating Characteristic curve (AUROC) (Kuhn516

et al., 2023), i.e., the probability that the correct an-517

swer has a higher confidence score than a randomly518

chosen incorrect answer.519

5.2 Results520

SK-TUNING shows strong efficacy in improving521

the model’s confidence estimation. We present522

the results in Table 4. Through SK-TUNING, SELF-523

EVAL-SKT consistently outperforms SELF-EVAL-524

P(TRUE) by a substantial margin in terms of Ac-525

curacy for the selection task and AUROC for the526

discrimination task across five MCQA tasks.527

Factuality evaluation is easier than factual gen-528

eration. We additionally include the answer se-529

lection results of the base model LLAMA2-7B530

(i.e., generation) for a comprehensive analysis. We531

observe that SELF-EVAL-SKT (i.e., evaluation)532

significantly improves Accuracy over LLAMA2-533

7B across five MCQA tasks, e.g., by over 16%534

on CommonSenseQA and 12% on OpenBookQA535

(Closed-Form). This evident performance superior-536

ity establishes a valuable foundation for applying537

self-evaluation in factuality alignment of LLMs.538

SK-TUNING improves the model’s confidence539

calibration. Following Kadavath et al. (2022);540

Tian et al. (2023b), we further explore the con-541

fidence calibration (Guo et al., 2017). In Figure542

4, we present the calibration curves for utilizing543

SELF-EVAL-P(TRUE) and SELF-EVAL-SKT on544

LLAMA2-7B in the CommonSenseQA task. With545

SK-TUNING, SELF-EVAL-SKT (represented by546
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Figure 4: Calibration curves of utilizing SELF-EVAL-
P(TRUE) and SELF-EVAL-SKT on LLAMA2-7B in the
CommonsenseQA task. Following Kadavath et al. (2022),
we plot confidence vs. frequency that a prediction is
correct. The dashed line indicates perfect calibration.

the blue line) attains superior calibration of the 547

LLM compared to SELF-EVAL-P(TRUE) (depicted 548

by the pink line), which shows substantial overcon- 549

fidence, i.e., the frequency within each bin tends to 550

fall below its corresponding confidence. 551

6 Conclusion 552

In this paper, we introduce Self-Alignment for Fac- 553

tuality, a framework that capitalizes on an LLM’s 554

self-evaluation ability to mitigate hallucinations. 555

Specifically, we employ SELF-EVAL prompting to 556

elicit an LLM’s factuality confidence scores on its 557

generated responses, which are then used as train- 558

ing signals to steer the model towards enhanced fac- 559

tuality. To further bolster the LLM’s self-evaluation 560

capabilities, we incorporate SK-TUNING to en- 561

hance the model’s confidence estimation and cali- 562

bration. Experimental results on three critical tasks 563

demonstrate that our proposed self-alignment ap- 564

proach attains superior performance in improving 565

factual accuracy of LLAMA family models. These 566

findings suggest that our self-alignment approach 567

offers a promising starting point for investigating 568

LLM’s factuality self-alignment. 569
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Limitations570

Although we have achieved promising experimen-571

tal results, we regard these findings as preliminary,572

given that numerous avenues remain to be explored573

in this area.574

Combining with decoding-based strategies.575

Our proposed Self-Alignment for Factuality frame-576

work eliminates the need for task-specific anno-577

tated data, setting it apart from existing decoding-578

based approaches that rely on a limited amount of579

annotations to adjust the model’s internal represen-580

tations for enhanced factuality. As suggested by the581

results in contemporary work (Tian et al., 2023a),582

combining our framework with high-performing583

approaches, such as DOLA, has the potential to584

yield even more accurate and factual improvements585

in LLMs.586

Experimenting on different LLMs. In our cur-587

rent research, we conduct extensive experiments588

on 7B-scale models from the LLAMA family. As589

the promising findings in Kadavath et al. (2022)590

indicate, a model’s self-evaluation ability tends to591

improve as its size and capabilities increase. Con-592

sequently, we anticipate that our self-alignment593

framework will yield even greater success in en-594

hancing factuality for larger models, such as the595

13B and 70B variants. Furthermore, we propose596

to investigate the effectiveness of our approach in597

improving factual precision for models fine-tuned598

with RLHF, such as LLAMA2-CHAT.599

Adopting more effective confidence estimation600

and calibration approaches. The comprehen-601

sive experimental results detailed in Section 4.2602

and Section 4.4 underscore that the adoption of603

various factuality estimation approaches substan-604

tially influences the performance of our proposed605

self-alignment framework. Moreover, the analysis606

of our proposed SELF-EVAL-SKT in Section 5 ac-607

centuates the importance of enhancing an LLM’s608

confidence estimation and calibration for factuality609

improvement within our self-alignment framework.610

While our proposed SK-TUNING has proven highly611

effective in refining the model’s confidence estima-612

tion and calibration, future research may benefit613

from exploring more efficient confidence estima-614

tion and calibration methods (Guo et al., 2017; Tian615

et al., 2023b; Zhu et al., 2023; Chen et al., 2023a;616

Shrivastava et al., 2023; Liu et al., 2023a).617

Ethics Statement 618

The motivation of this research is aligned with the 619

ethical principles, to enhance the trustworthiness 620

and avoid LLMs from generating misleading infor- 621

mation. Throughout this research, we have consis- 622

tently followed ethical guidelines and principles. 623

All knowledge-extensive datasets used in our study 624

are well-established benchmark datasets and do 625

not include any personally identifiable information, 626

thus safeguarding privacy. In addition, the prompts 627

employed by GPT-4 for the data collection on Bio- 628

GEN tasks and model evaluation are meticulously 629

crafted to exclude any language that discriminates 630

against specific individuals or groups (Gallegos 631

et al., 2023; Zhou et al., 2023b), and to prevent any 632

negative impact on users’ well-being. Examples of 633

these carefully designed prompts can be found in 634

Appendix E, H. Our research is dedicated to further- 635

ing knowledge while upholding a steadfast com- 636

mitment to privacy, fairness, and the well-being of 637

all individuals and groups involved. Additionally, 638

future research efforts could explore the use of the 639

OpenAI moderation API5 to systematically filter 640

out inappropriate system responses. 641

5https://platform.openai.com/docs/guides/
moderation/overview
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ture T = 1, 0.9, 0.8. 1079

Step 1.2: Estimating Responses Factuality 1080

through SELF-EVAL for Preference Labeling. 1081

(i) MCQA task: For each answer option, we calcu- 1082

late its confidence score using SELF-EVAL-SKT. 1083

(ii) Generation tasks: For the short-form generation 1084

task, we directly compute the confidence score for 1085

13

http://arxiv.org/abs/2307.09288
http://arxiv.org/abs/2307.09288
http://arxiv.org/abs/2307.09288
http://arxiv.org/abs/2307.03987
http://arxiv.org/abs/2307.03987
http://arxiv.org/abs/2307.03987
http://arxiv.org/abs/2307.03987
http://arxiv.org/abs/2307.03987
http://arxiv.org/abs/2203.11171
http://arxiv.org/abs/2203.11171
http://arxiv.org/abs/2203.11171
https://doi.org/10.18653/v1/2023.acl-long.754
https://doi.org/10.18653/v1/2023.acl-long.754
https://doi.org/10.18653/v1/2023.acl-long.754
http://arxiv.org/abs/2206.07682
http://arxiv.org/abs/2206.07682
http://arxiv.org/abs/2206.07682
http://arxiv.org/abs/2312.07000
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2312.15710
http://arxiv.org/abs/2312.15710
http://arxiv.org/abs/2312.15710
http://arxiv.org/abs/2309.01219
http://arxiv.org/abs/2309.01219
http://arxiv.org/abs/2309.01219
http://arxiv.org/abs/2309.01219
http://arxiv.org/abs/2309.01219
http://arxiv.org/abs/2305.11206
http://arxiv.org/abs/2305.11206
http://arxiv.org/abs/2305.11206
http://arxiv.org/abs/2308.15399
http://arxiv.org/abs/2308.15399
http://arxiv.org/abs/2308.15399
http://arxiv.org/abs/2308.15399
http://arxiv.org/abs/2308.15399
http://arxiv.org/abs/2303.02970
http://arxiv.org/abs/2303.02970
http://arxiv.org/abs/2303.02970


Method Category Mitigation
Approach

Detection
Approach

Domain-specific
Annotated Data

SELF-REFINE (Madaan et al., 2023) Post-hoc correction Self-refinement Self-consistency
CoVe (Dhuliawala et al., 2023) Post-hoc correction Self-refinement Self-consistency
ART (Shridhar et al., 2023) Post-hoc correction Self-refinement Fine-tuned Evaluator !

ITI (Li et al., 2023b) Inference-time
intervention

Representation editing
(Hernandez et al., 2023) - !

CD (Li et al., 2023c) Inference-time
intervention Representation editing - !

DOLA (Chuang et al., 2023) Inference-time
intervention Representation editing - !

ICD (Zhang et al., 2023a) Inference-time
intervention Representation editing - !

HONESTY-TUNE (Yang et al., 2023) Alignment training Supervised fine-tuning - !

FACTTUNE-MC (Tian et al., 2023a) Alignment training Fine-tuning with DPO Sampling-based
confidence estimation

Self-Alignment for Factuality (Ours) Alignment training Fine-tuning with DPO Self-knowledge-enhanced
confidence estimation

Table 5: A brief summary of recent hallucination mitigation approaches that are closely related to our work.
The methods in the upper half of the table utilize prompting engineering, while those in the lower half focus on
model development. (MCQA: multiple-choice question answering, Gen.: open-end text generation, Honesty-Tune:
honesty-oriented fine-tuning.)

Task Task Definition Datasets Required Knowledge Statistical Info.
(# train, # dev, # test) Metrics

MCQA
Prediction

Given a question and 4-5
answer choices, select
the only correct answer.

TruthfulQA
38 categories,

e.g., health, law,
finance, ...

41, 41, 735 Accuracy

Short-Form
Generation

Given a question, generate an
appropriate answer (1-2 sentences)
or respond “I have no comment”.

TruthfulQA
38 categories,

e.g., health, law,
finance, ...

41, 41, 735
Fine-tuned GPT-3

(“GPT-judge” / “GPT-info”)
(Lin et al., 2022)

Long-Form
Generation

Given a prompt that contains
a particular people entity, write
a short biography (1-2 paragraphs)
or respond “I could not find ...”.

BioGEN
People biographies,

covering nationalities,
professions, ...

50, 33, 100 FActScore
(Min et al., 2023b)

Table 6: Task descriptions and dataset information for main experiments. Note that the multiple-choice (MC)
accuracy is calculated by comparing the conditional probabilities of the candidate answers, given the question,
irrespective of the other answer choices. A positive result is recorded when the truthful answer achieves the highest
ranking among the options, following Lin et al. (2022); Li et al. (2023b); Chuang et al. (2023); Touvron et al.
(2023b).

each candidate response using SELF-EVAL-SKT.1086

In the case of long-form generation, we follow the1087

approach inspired by Min et al. (2023a). First, we1088

extract a list of atomic claims present in the re-1089

sponse using GPT-3.5 (OpenAI, 2022). Next, we1090

employ GPT-3.5 to transform each atomic claim1091

into a question that tests the knowledge of the facts1092

contained within. To ensure a fair comparison with1093

FACTTUNE-MC, we use the same prompt as in1094

Tian et al. (2023a). to convert the atomic claims1095

into questions. For each question and its corre-1096

sponding claim, we individually calculate the con-1097

fidence score using SELF-EVAL-SKT. We then1098

obtain an average score, which serves as the con-1099

fidence score for the response sample. Lastly, we1100

use all the acquired confidence scores as indicators1101

of factuality.1102

Step 1.3: Creating Preference Data and Align- 1103

ing LLM with DPO. (i) MCQA task: First, we 1104

rank the options based on the factuality scores ob- 1105

tained in Step 2. Next, we construct the preference 1106

data by designating the answer with the highest 1107

score as the preferred answer and the remaining 1108

answers as the dis-preferred ones. Specifically, 1109

we reformulate the MCQA datasets into true/false 1110

evaluation datasets with the format of “Question: 1111

5-shot prompts + <True/False Q&A prompt>, 1112

Answer: A/B” (the same format as described in 1113

3.2), where “A”, “B” corresponds to the preferred 1114

and dis-preferred answers, respectively. Finally, 1115

we fine-tune the base model on these preference 1116

data using DPO. Note that during evaluation, we 1117

choose the answer option with the highest p(True) 1118

as the selected option. (ii) Generation tasks: We 1119

initially rank the responses according to the factu- 1120
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ality scores acquired. Then, we create the prefer-1121

ence data by selecting the top 30% (for the weaker1122

model LLAMA-7B), 50% (for LLAMA2-7B) re-1123

sponses as the preferred responses and the remain-1124

ing responses as the dis-preferred ones. Finally,1125

we fine-tune the base model on the preference data1126

in the format of “Prompt: 5-shot prompts +1127

<Prompt>, Response: <Response>” using DPO.1128

Specifically, we fine-tune the base model on 8 32G1129

Tesla V100 for 5 epochs, with the batch size as 81130

and learning rate as 5e-6, the parameter β as 0.1.1131

Note that we report all the evaluation results at the1132

temperature T = 1.1133

2. Implementing SK-TUNING. Given that1134

Wikipedia is a frequently employed pre-training1135

data source for current LLMs (Zhang et al., 2022;1136

Touvron et al., 2023b; OpenAI, 2023), and the BIG-1137

bench dataset (Srivastava et al., 2023) concentrates1138

on tasks considered to surpass the current language1139

models’ capabilities, we utilize these two datasets1140

in our study. Consequently, these heterogeneous1141

datasets undoubtedly encompass both known and1142

unknown questions for the LLM, leading to the gen-1143

eration of both factually supported and unsupported1144

answers. Specifically, we utilize 49,862 prompts1145

from Wikipedia and 32,500 prompts randomly sam-1146

pled from 17 MCQA tasks in BIG-bench.1147

Given a task prompt, we generate 30 candidate1148

response samples via 10-shot prompting at tem-1149

perature T = 1. As described in Section 3.2, we1150

create True/False training data in the format of1151

“Question: 5-shot prompts + <True/False1152

Q&A prompt>, Answer: A/B”. As a result,1153

we obtain a dataset of heterogeneous tasks with1154

2,470,860 examples. Finally, we fine-tune the1155

model on 8 32G Tesla V100 for 1 epoch, with1156

the batch size as 8 and learning rate as 5e-7. For1157

improved training performance, one might consider1158

employing the DPO algorithm.1159

D Evaluation of the confidence estimation1160

ability of LLMs.1161

1. Datasets. Datasets utilized for evaluating con-1162

fidence estimation in Table 7.1163

2. Evaluation Details. We present the evaluation1164

results in terms of Accuracy and AUROC. Regard-1165

ing Accuracy, For the base model LLAMA2-7B, a1166

positive result is recorded when the elicited choice1167

label (e.g., B, C) matches the truthful label. For1168

SELF-EVAL-P(TRUE) and SELF-EVAL-SKT, we1169

reformulate the task as true/false evaluation, fol- 1170

lowing (Kadavath et al., 2022). The Accuracy then 1171

is calculated by comparing the obtained p(True) 1172

values of the candidate answers, given the ques- 1173

tion, independent of the other answer choices. A 1174

positive result is recorded when the correct answer 1175

achieves the highest ranking among the options. 1176

E Pairwise comparisons. 1177

0 20 40 60 80 100
Number of People Entities

Fact.

Help.

Rel.

Natu.

72 2 26

66 1 33

68 4 28

67 0 33
Win
Tie
Loss

(a) Self-Alignment for Factuality w/ SELF-EVAL-SKT com-
pared against FACTTUNE-MC.

0 20 40 60 80 100
Number of People Entities

Fact.

Help.

Rel.

Natu.

65 7 28

68 5 27

62 9 29

51 6 43
Win
Tie
Loss

(b) Self-Alignment for Factuality w/ SELF-EVAL-SKT com-
pared against Self-Alignment for Factuality w/ SELF-EVAL-
P(TRUE).

Figure 5: Results of the pairwise comparisons on
BioGEN, as evaluated by GPT-4. Fact.: Factuality, Help.:
Helpfulness, Rel.: Relevance, Natu.: Naturalness.

As shown in Figure 5, we perform pairwise au- 1178

tomatic evaluations employing GPT-4 (OpenAI, 1179

2023) to deliver an in-depth analysis across four 1180

crucial dimensions, namely factuality, helpfulness, 1181

relevance, and naturalness. The prompt used for 1182

this evaluation can be found in Table 8. 1183
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Datasets Required Knowledge Statistical Info. Formulated question example

TruthfulQA 38 categories, including health,
law, finance and politics 812 (# test)

What happens if you eat a pomegranate?
A. Nothing in particular happens ...
B. You will have to ... C. ... D. ...

CommonSenseQA Commonsense knowledge
(CONCEPTNET (Speer and Lowry-Duda, 2017) 1221 (# dev) Where would I not want a fox?

A. hen house, B. england, C. mountains, D. ...

OpenBookQA
(Closed-Form) Elementary-level science 500 (# test)

The moon’s surface (A) is smooth on the
entire surface (B) contains an internal core
of cheese (C) is filled with lakes (D) ...

MedQA
(USMLE)

General medical knowledge
in US medical licensing exam 1273 (# test)

Which vitamin is supplied from only
animal source: (A) Vitamin C (B) Vitamin B7
(C) Vitamin B12 (D) Vitamin D

MMLU
STEM, Humanities, Social Sciences,

more (57 tasks such as computer science,
US history, elementary mathematics, ...)

14042 (# test)

Find all zeros in the indicated finite field of
the given polynomial with coefficients in
that field. x5 + 3x3 + x2 + 2x in Z5:
A. 0 B. 1 C. 0,1 D. 0,4

Table 7: MCQA datasets utilized for investigating the confidence estimation capabilities of the SELF-EVAL-
SKT. For datasets where the test set does not include golden annotations, we report the evaluation results on the
development sets instead.

Please act as an impartial judge and evaluate the quality of the provided biographies related to certain people
entity. You should choose the preferred biography according to the following dimentions independently:
(1) Factuality: Whether the biography provides relatively more factual statements over the non-factual state-
ments?
(2) Helpfulness: Whether the biography provides useful information?
(3) Relevance: Whether the statements contained in the biography is relevant to the provided people enitity?
(4) Naturalness: Whether the biography sounds natural and fluent?
Begin your evaluation by comparing the two biographies and only provide a single choice from ["(A)", "(B)",
"C"] (without quotes) for each dimention. Avoid any position biases and ensure that the order in which the
biographies were presented does not influence your decision. Do not allow the length of the biographies to
influence your evaluation. Be as objective as possible.
Output your final verdict for each dimention by strictly following this format: (A) if biography A is better, (B) if
biography B is better, and (C) for a tie."
#Formatting example#:
###Instruction: Write a biography of <NAME>.
###Biography A: <Response A>
###Biography B: <Response B>
###Evaluation: (1) Factuality: <Your Final Choice> (2) Helpfulness: <Your Final Choice> (3) Relevance: <Your
Final Choice> (4) Naturalness: <Your Final Choice>
#Testing example#:
###Instruction: Write a biography of <Topic>.
###Biography A: <Completion 1>
###Biography B: <Completion 2>
###Evaluation:

Table 8: The prompt used by GPT-4 for pairwise evaluation.

F Qualitative analysis.1184

In Table 9, we offer a qualitative comparison1185

between two biography examples generated by1186

LLAMA2-7B and Self-Alignment for Factual-1187

ity w/ SELF-EVAL-SKT. It is evident that Self-1188

Alignment for Factuality w/ SELF-EVAL-SKT pro-1189

duces significantly fewer factual errors compared1190

to the base model LLAMA2-7B. This observation1191

aligns with the automatic evaluation results, em-1192

phasizing the effectiveness of Self-Alignment for1193

Factuality w/ SELF-EVAL-SKT in improving the1194

factuality and reliability of the generated biograph-1195

ical content.1196

G Effects of removing duplicates for 1197

SK-TUNING. 1198

In Figure 6, we observe that, when compared to Fig- 1199

ure 4 in Section 5, not retaining duplicate answers 1200

in the training data for SK-TUNING leads to a no- 1201

ticeable decrease in performance concerning the 1202

model’s confidence calibration (represented by the 1203

yellow line). The model tends to be under-confident 1204

in its predictions, i.e., the frequency within each 1205

bin is generally above its corresponding confidence 1206

when the confidence is smaller than 0.7. This sug- 1207

gests that the presence of duplicate answers in the 1208
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Prompt: Write a biography of Waka Flocka Flame.

LLAMA2-7B: Waka Flocka Flame, also known as Juaquin Malphurs, is a Grammy-nominated rapper and hip
hop artist from Atlanta, Georgia. He is one of the most successful rappers in the South and has collaborated with
major hip hop artists such as Rick Ross, Drake, and Gucci Mane.\n\n Born on February 8, 1986, in Jamaica,
Queens, New York, Waka Flocka Flame began his career in 2009 with the release of his debut album, “Flu
Season”. The album peaked at number 12 on the Billboard 200 chart and featured hits such as “O Let’s Do It”
and “Hard in the Paint”. The album also earned him a nomination for the Best Rap Album at the 53rd Annual
Grammy Awards.

Self-alignment w/ SELF-EVAL-SKT: Waka Flocka Flame, also known as Juaquin Malphurs, is an American
rapper and entrepreneur who achieved success in the hip-hop industry in the 2010s. He was signed to the record
label Brick Squad Monopoly, co-founded by fellow rapper Gucci Mane.\n\n Flocka Flame’s breakout single,
“Talmbout Money”, was a major hit in 2010, and he went on to release several more successful songs and albums.
Flocka Flame’s lyrics often focus on materialism, partying, and braggadocious rhymes, and he has been known
for his energetic live performances.

Table 9: A qualitative analysis comparing the biographies generated by LLAMA2-7B and self-alignment w/ SELF-
EVAL-SKT on BioGEN. The hallucinated facts are highlighted in red.
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Figure 6: Calibration curves of utilizing SELF-EVAL-
P(TRUE) and SELF-EVAL-SKT (without duplicates)
on LLAMA2-7B in the CommonsenseQA task. Following
Kadavath et al. (2022), we plot confidence vs. frequency
that a prediction is correct. The dashed line indicates
perfect calibration.

training data plays a role in improving the model’s1209

ability to calibrate its confidence, and removing1210

them may negatively impact the overall perfor-1211

mance of SK-TUNING.1212

H Prompt generated by GPT-4 on1213

BioGEN.1214
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Prompt Generation
Write a biography
of Vadhir Derbez.

Vadhir Derbez, born Vadhir Derbez Alejandro González Torres Prince on
February 18, 1991, is a Mexican actor, singer, and model. He is the son of
renowned Mexican actor and comedian Eugenio Derbez and Mexican actress
Silvana Prince. With an entertainment family background, Vadhir began his
acting career at a young age.\n\n Vadhir made his acting debut in 1997 with
a small role in the Mexican telenovela "Pueblo chico, infierno grande". He
continued to appear in various television series and telenovelas throughout his
teenage years, including "Cómplices al rescate", "De pocas, pocas pulgas", and
"Mujer, casos de la vida real".

Write a biography
of Cha Eun-woo.

Cha Eun-woo, born Lee Dong-min, is a South Korean singer, actor, and model.
He was born on March 30, 1997, in Gunpo, Gyeonggi Province, South Korea.
Eun-woo is best known for being a member of the South Korean boy band
ASTRO, which debuted in 2016 under Fantagio Entertainment. The group
consists of six members: MJ, JinJin, Eun-woo, Moonbin, Rocky, and Sanha.\n\n
Eun-woo began his career as a model in 2013, appearing in commercials and
print ads. He was introduced as part of the Fantagio iTeen program, which
aimed to train and develop young talents for a future in the entertainment
industry. Eun-woo officially debuted as an actor in 2014, with a minor role in
the movie "My Brilliant Life", followed by a role in the web drama "To Be
Continued" in 2015.

Write a biography
of Hoshiar Singh
Dahiya.

Hoshiar Singh Dahiya was an Indian Army officer who was awarded the Param
Vir Chakra, India’s highest military decoration, for his gallantry and leadership
during the 1971 Indo-Pakistani War. Born on May 5, 1936, in Sisana village,
Rohtak district, Haryana, Hoshiar Singh joined the Indian Army in 1954.\n\n
He was commissioned as a Second Lieutenant in the Grenadiers Regiment in
1963. Over the years, he rose through the ranks and demonstrated exceptional
dedication and bravery. During the 1971 war, he was serving as a Company
Commander in the 3rd Battalion of the Grenadiers Regiment.

Write a biography
of Serena Tideman.

I’m sorry, but I cannot find any information on a person named Serena Tideman.
It is possible that she is a private individual without any notable public presence.
If you could provide more context or details regarding the person you are
looking for, I might be able to assist you better.

Write a biography
of Jennifer Maia.

Jennifer Maia is a Brazilian mixed martial artist who was born on October 6,
1988, in Curitiba, Brazil. She competes in the women’s flyweight division of
the Ultimate Fighting Championship (UFC).textbackslash n\n Maia began her
professional MMA career in 2009, initially fighting in her home country, Brazil.
She gained recognition in the regional circuit with multiple victories. In 2016,
Maia signed with the Invicta Fighting Championships, a prominent all-female
MMA organization. She won the Invicta FC Flyweight Championship in her
second fight with the organization and defended the title twice.

Table 10: Prompt generated by GPT-4 on BioGEN.
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