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Abstract

Dehumanization, characterized as a subtle yet001
harmful manifestation of hate speech, involves002
denying individuals of their human qualities003
and often results in violence against marginal-004
ized groups. Despite significant progress in005
Natural Language Processing across various006
domains, its application in detecting dehuman-007
izing language is limited, largely due to the008
scarcity of publicly available annotated data for009
this domain. This paper evaluates the perfor-010
mance of cutting-edge NLP models, including011
GPT-4, GPT-3.5, and LLAMA-2, in identify-012
ing dehumanizing language. Our findings re-013
veal that while these models demonstrate po-014
tential, achieving a 70% accuracy rate in distin-015
guishing dehumanizing language from broader016
hate speech, they also display biases. They are017
over-sensitive in classifying other forms of hate018
speech as dehumanization for a specific subset019
of target groups, while more frequently fail-020
ing to identify clear cases of dehumanization021
for other target groups. Moreover, leveraging022
one of the best-performing models, we auto-023
matically annotated a larger dataset for training024
more accessible models. However, our find-025
ings indicate that these models currently do not026
meet the high-quality data generation threshold027
necessary for this task.028

1 Introduction029

Dehumanization, defined as the denial of “human-030

ness” to others (Haslam, 2006), significantly im-031

pacts society by fostering conditions that result in032

extreme and violent behaviors against marginal-033

ized groups (Kteily and Landry, 2022). This phe-034

nomenon can range from overt derogation, where035

victims are likened to “dogs” or “monkeys” (Hagan036

and Rymond-Richmond, 2008), to subtler forms,037

such as denying the capability of experiencing pain038

to certain individuals (Deska et al., 2020). The039

identification of dehumanizing language is crucial040

for understanding and mitigating its effects on col-041

lective violence and the manipulation of public 042

perception in conflicts (Oberschall, 1997). 043

Despite the importance of detecting dehuman- 044

ization, this nuanced form of hate speech has been 045

relatively overlooked in natural language process- 046

ing advancements, primarily due to the lack of pub- 047

licly available annotated datasets. Annotating de- 048

humanizing language poses unique challenges due 049

to its subjective and abstract nature. However, re- 050

cent advancements in pretrained models capable of 051

understanding instructions and prompts offer new 052

opportunities to leverage NLP models for this task 053

without the need for extensive fine-tuning. 054

This study evaluates the capability of promi- 055

nent pretrained NLP models—specifically, GPT-4 056

(Achiam et al., 2023), GPT-3.5, and LLAMA-2 057

(Touvron et al., 2023a)—in accurately identifying 058

dehumanizing language. Through a comprehensive 059

analysis encompassing zero-shot, few-shot, and ex- 060

plainable prompting settings, we evaluate the effec- 061

tiveness of these models in recognizing dehuman- 062

izing content. In zero-shot settings, the models are 063

tested without any prior examples, relying solely on 064

their pre-existing knowledge. In few-shot settings, 065

the models are provided with a limited number of 066

examples to guide their predictions. In explainable 067

prompting settings, apart from the few examples, 068

we also ask the model to explain its results, pro- 069

viding insights into its decision-making process. 070

Our findings reveal that even the best-performing 071

model, GPT-4, has limitations in distinguishing 072

dehumanizing language from other forms of hate 073

speech, achieving only a 70% accuracy rate for this 074

specific task. In addition, our results expose a vari- 075

able sensitivity across different target groups. GPT 076

models are prone to overclassifying other types of 077

hate speech as dehumanization for certain target 078

groups, such as gay and transgender individuals, 079

while failing to adequately identify dehumanizing 080

language targeting other vulnerable groups, such 081

as immigrants and refugees. 082
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Following our evaluation, we applied the most083

effective approach, i.e., explainable prompting, to084

automatically generate annotated data for training085

smaller open-source models. This phase revealed a086

notable discrepancy: while the initial results from087

GP models are promising, the resulting annotations088

do not meet the expected standards for training089

high-performing models. Specifically, even the top-090

performing model only achieved a 61% accuracy091

rate in distinguishing dehumanizing language from092

other hate speech types. This finding underscores093

the fact that annotating nuanced tasks like dehu-094

manization still necessitates the expertise of human095

annotators.096

2 Related Work097

Dehumanization has been extensively studied098

within the realm of social science (Paladino et al.,099

2002; Haslam et al., 2008; Haslam, 2006; Haslam100

and Loughnan, 2014; Kteily and Landry, 2022; Har-101

ris and Fiske, 2015; Leyens et al., 2000). Recent102

advancements in NLP techniques present a signifi-103

cant, yet largely unexplored, opportunity to utilize104

state-of-the-art methodologies and expand tradi-105

tional dehumanization analysis. These advance-106

ments have the potential to identify more compre-107

hensive instances of dehumanization, ultimately108

contributing to the enhancement of online media109

safety and enabling a more comprehensive socio-110

logical examination of the multifaceted impact of111

dehumanization on society. However, despite this112

promising potential, the exploration of dehuman-113

ization within the field of NLP has been relatively114

limited.115

The first step in addressing this gap was taken by116

Mendelsohn et al. (2020) who introduced a com-117

putational framework for studying dehumanization118

with traditional NLP techniques1, focusing on the119

analysis of how LGBTQ-related terms were sub-120

jected to dehumanization in New York Times arti-121

cles spanning more than 30 years. Their approach122

revolved around four key components: (1) Nega-123

tive Evaluations: assessing the presence of negative124

judgments directed towards the target group, (2)125

Denial of Agency: examining instances where the126

target group’s capacity to make decisions or take127

actions was undermined, (3) Moral Disgust: identi-128

fying expressions of moral disgust in the context of129

the target group, and (4) Use of Vermin Metaphors:130

1E.g., word2vec word embeddings (Mikolov et al., 2013)
and connotation frames (Rashkin et al., 2016).

detecting the application of metaphors portraying 131

the group as vermin or subhuman. 132

While Mendelsohn et al. (2020)’s approach was 133

effective in identifying overall trends related to 134

dehumanization, it faces two primary challenges. 135

Firstly, it is challenging to use their proposed ap- 136

proach to pinpoint specific mentions of dehuman- 137

ization within the text. Secondly, their techniques 138

were less adaptable to shorter texts, such as so- 139

cial media content and comments. In contrast, this 140

paper capitalizes on the capabilities of pretrained 141

NLP techniques to identify specific instances of 142

dehumanization within short input texts. 143

In addition to Mendelsohn et al. (2020), other 144

researchers have also explored computational anal- 145

ysis of dehumanization. For instance, Friedman 146

et al. (2021) consider dehumanization as a sub- 147

problem of moral disengagement and manually an- 148

notate 378 examples for both training and evalu- 149

ation, along with their corresponding entities and 150

relations regarding various forms of moral disen- 151

gagement. They then utilize a transformer-based 152

model, i.e., a variation of the SpanBERT model 153

(Eberts and Ulges, 2020), to construct a knowl- 154

edge graph consisting of these entities and rela- 155

tions. The schema of their knowledge graph il- 156

lustrates entities linked by relationships, with each 157

entity possessing various attributes, including dehu- 158

manization, violent, condemned, justified, respon- 159

sible, and harmed. They report an F1 score of 50 160

points on identifying the dehumanization attributes 161

in their dataset. This dataset is not publicly avail- 162

able for incorporation or evaluation in this study.2 163

Similarly, dehumanization is considered as one 164

of the subcategories of hate speech by Vidgen et al. 165

(2021), where they constructed a large-scale dataset 166

of 22K examples of hate speech, among which 906 167

examples are labeled as dehumanization. We use 168

this subset for the evaluation in this work. 169

3 Experimental Setup 170

3.1 Data 171

As mentioned, we utilize Vidgen et al. (2021)’s 172

publicly available hate speech dataset for our eval- 173

uations. This dataset comprises 906 instances of 174

dehumanizing content, enabling us to assess the 175

identification of dehumanization. Additionally, the 176

2In addition to the mentioned datasets, there are other
hate speech datasets that contain a small number of examples,
typically fewer than 10, labeled as dehumanization (Calabrese
et al., 2022).
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inclusion of other hate speech labels, such as ani-177

mosity or derogation, in this dataset allows us to178

evaluate the model’s ability to distinguish dehu-179

manization from various forms of hate speech.180

Another significant advantage of this dataset181

is that it provides information about the targeted182

groups. This allows us to analyze whether the183

model’s performance on dehumanizing instances184

varies depending on the targeted group. For ex-185

ample, we aim to assess whether the model’s per-186

formance is enhanced when provided with exam-187

ples from the same targeted group in the input188

prompts. We devised three evaluation subsets from189

this dataset for evaluating dehumanization:190

Targeted Dehumanization: This evaluation set191

consists of 42 dehumanization instances aimed at192

Muslims and an additional 42 randomly chosen193

samples.3 This set is designed to assess the model’s194

performance in identifying dehumanization when195

there is a single, known target a priori.196

General Dehumanization: This set contains all197

906 dehumanization instances, which may have198

different targeted groups, along with 906 randomly199

selected instances from the dataset.4 This evalua-200

tion set assesses the model’s performance when the201

target may vary and is not predetermined.202

Dehumanization vs. Hate: It consists of 906 in-203

stances of dehumanization as well as 906 randomly204

selected instances from other hate speech labels,205

testing the model’s ability to distinguish between206

dehumanization and other forms of hate speech.207

3.2 Mendelsohn’s Baselines208

Other than state-of-the-art models, we also adopt209

the four linguistic-based components from Mendel-210

sohn et al. (2020)’s framework as our baselines for211

analyzing the extent to which each of these compo-212

nents can identify instances of dehumanization in213

our evaluation set.214

Negative Evaluation of a Target Group Va-215

lence measures how positive or negative the text216

is, on a scale from completely positive (1) to com-217

pletely negative (0). We use the NRC VAD lexicon218

(Mohammad, 2018), which provides scores for va-219

lence (positivity or negativity), dominance (control220

or power), and arousal (excitement or calmness) for221

3The 42 randomly selected examples contain 19 instances
of hate speech and 23 non-hate speech labels.

4The randomly selected examples contain 414 instances of
hate speech and 492 non-hate speech labels.

various words. To estimate the overall sentiment of 222

a text, we calculate the average valence score of its 223

words using this lexicon. 224

Additionally, to assess the sentiment directed 225

towards specific target groups, we use the connota- 226

tion frames lexicon (Rashkin et al., 2015), which 227

assigns scores to 900 English verbs, ranging from 228

very negative (-0.87) to very positive (0.8). We 229

consider a text to be negatively evaluating a target 230

group if its average valence score is below 0.5 and 231

it has a negative perspective score. 232

Denial of Agency To evaluate agency, which 233

refers to how much control a target group is per- 234

ceived to have over their actions and decisions, we 235

use the connotation frames for agency (Sap et al., 236

2017). This method distinguishes between high 237

agency, where entities are seen as having significant 238

control, and low agency, where they are viewed as 239

more passive. The lexicon provides agency levels 240

for over 2000 verbs. We determine a text’s overall 241

agency by calculating an aggregate score based on 242

how frequently these verbs appear. If a text pre- 243

dominantly uses verbs that indicate low agency, it 244

is classified as exhibiting a denial of agency. For 245

texts that do not contain any verbs from the lexicon, 246

we apply a default “neutral” label. 247

Moral Disgust Following the approach by 248

Mendelsohn et al. (2020), we use Graham et al. 249

(2009)’s lexicon to identify instances of moral dis- 250

gust. This lexicon includes over 30 words and 251

stems associated with moral disgust, such as “dis- 252

gust”, “sin”, and “pervert”. 253

To measure moral disgust, we use a vector-based 254

methodology. We calculate the average of the word 255

embeddings for terms linked to moral disgust, with 256

each word’s contribution weighted by its frequency 257

in the lexicon.5 The degree to which an input text 258

is associated with moral disgust is then assessed 259

by computing the cosine distance between the aver- 260

aged vector of moral disgust terms and the embed- 261

ding of the input text. 262

Use of Vermin Metaphors Similar to Mendel- 263

sohn et al. (2020), we construct a vector represen- 264

tation for vermin metaphors using keywords such 265

as vermin, rodent(s), rat(s), mice, cockroach(es), 266

termite(s), and bedbug(s). We assess the presence 267

of these metaphors in texts by comparing the input 268

text’s embeddings to this vector representation. 269

5We use SpaCy’s en_core_web_sm model.
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3.3 Pretrained Models270

In our experiments, we utilize both GPT-4 and GPT-271

3.5-turbo, which are among the top-performing272

closed-source NLP models across various tasks.273

These models are trained on diverse datasets274

and are capable of understanding and generating275

human-like text, making them suitable for a wide276

range of NLP applications. Additionally, we evalu-277

ate LLAMA-2-70B6 (Touvron et al., 2023b), which278

is one of the leading open-source models in NLP.279

Similar to the GPT models, LLAMA-2 supports280

prompt-based usage, allowing it to be applied to281

our task without the need for additional fine-tuning.282

A key determining factor in the success of state-283

of-the-art pretrained models are their correspond-284

ing prompts for each task. A prompt acts as the285

initial query or instruction, guiding the model to286

produce the desired output. In this paper, we ex-287

plore three primary prompting schemes:7288

Zero-shot: In this setting, the prompt consists289

of the phrase “Identify target groups and decide if290

they’re dehumanized”. This scheme assesses the291

pretrained model’s preexisting knowledge about292

dehumanization.293

Few-shot: We enhance the model’s exposure by294

incorporating five randomly selected instances of295

dehumanization targeting Muslims into the prompt.296

This method allows us to evaluate the model’s abil-297

ity to generalize its understanding to other targeted298

groups, emphasizing the importance of specific ex-299

amples in improving performance.300

Explainable prompting: Building on the few-301

shot setting, this approach further requires the302

model to provide explanations for its decisions.303

In the zero-shot setting, the model identifies tar-304

get groups and determines whether the text contains305

dehumanizing language for that target group. In the306

few-shot setting, the model goes further by classify-307

ing dehumanization within texts as either “blatant”308

or “subtle”. The included few-shot examples with309

dehumanizing language are labeled as “blatant”.310

The explainable prompting setting mirrors the few-311

shot approach but adds a requirement for the model312

to explain its reasoning.313

6We use the Llama-2-70b-chat-hf model
7The prompt templates for each of these settings are in-

cluded in the appendix.

4 Results 314

Table 1 presents the results of the models in zero- 315

shot, few-shot, and explainable settings, compared 316

against the four components of Negative evaluation 317

of a target group, Denial of agency, Moral Disgust, 318

and Use of vermin metaphors. The Combination 319

row shows the results where we consider a text as 320

dehumanization if it contains all four components. 321

In the few-shot setting, a text is flagged for dehu- 322

manization if the predicted label for any of the iden- 323

tified targets is true. For zero-shot and explainable, 324

a text is considered dehumanizing if a “blatant” la- 325

bel is predicted for any of the identified targets. 326

Including both “blatant” and “subtle” labels as de- 327

humanization lowers all models’ performance due 328

to reduced precision. The results of this setting are 329

reported in Table 6 in the appendix. 330

Table 1 reveals the following insights: (1) Model 331

Performance: GPT models significantly outper- 332

form heuristic components in detecting dehuman- 333

izing language, even in the zero-shot setting. In 334

contrast, the LLAMA-2 model tends to overclas- 335

sify inputs as dehumanizing. (2) Room for Improve- 336

ment: There is substantial room for improvement 337

in this task, as the best accuracy for distinguishing 338

dehumanization from other types of hate speech 339

is only 70%. (3) Discriminating Dehumanization 340

from Other Hate Speech: The accuracy of the exam- 341

ined models in recognizing dehumanizing language 342

versus neutral text is higher than their accuracy in 343

discriminating dehumanizing language from other 344

types of hate speech, as indicated by the higher 345

performances in the “general dehumanization” sub- 346

set. (4) Impact of Incorporating Targeted Group 347

Details: Including details about targeted groups 348

in prompts enhances dehumanization detection for 349

the GPT-3.5 model, as shown by improved results 350

in the few-shot and explainable settings within the 351

“Targeted Dehumanization” subset. This improve- 352

ment is not observed with the GPT-4 model. (5) 353

Benefits of Explanation: Requesting explanations 354

for predictions improves the GPT models’ ability 355

to differentiate dehumanization from other hate 356

speech, as demonstrated by the higher performance 357

of explainable settings over few-shot in the “Dehu- 358

manization vs. Hate” subset. However, this effect 359

is not observed for LLAMA-2. 360

5 Analysis 361

In this section, we analyze the results of GPT mod- 362

els that achieve the highest scores in our evaluation 363
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Targeted Dehumanization General Dehumanization Dehum. vs Hate
F1(other) F1(dehum.) Acc. F1(other) F1(dehum.) Acc. F1(hate) F1(dehum.) Acc.

Zero-shot
GPT-4 61.76 74.00 69.05 69.73 78.61 74.93 44.80 70.59 61.62
GPT-3.5 65.75 73.68 70.24 66.36 75.81 71.82 51.90 70.83 63.69
LLAMA-2 17.45 68.95 54.87 13.92 68.28 53.64 2.84 66.89 50.61

Few-shot
GPT-4 77.33 81.72 79.76 77.09 81.76 79.69 59.41 74.91 68.99
GPT-3.5 81.01 82.76 81.93 77.13 74.00 75.66 68.01 68.67 68.34
LLAMA-2 38.38 69.65 59.33 36.77 68.43 57.88 27.87 69.86 57.49

Explainable
GPT-4 73.97 80.00 77.38 77.38 82.02 79.97 59.19 76.29 70.00
GPT-3.5 79.07 78.05 78.57 76.15 74.37 75.29 68.15 69.96 69.08
LLAMA-2 13.41 62.83 47.99 33.82 60.56 50.57 32.08 57.74 47.90

Negative Eval. 67.20 4.65 51.19 66.34 5.26 50.33 65.89 5.21 49.83
Agency Denial 64.41 16.00 50.00 62.53 18.56 48.68 63.47 18.84 49.61
Moral Disgust 46.91 50.57 48.81 44.18 46.71 45.47 44.67 46.47 45.58
Vermin Meta. 38.46 46.67 42.86 42.43 45.77 44.15 41.73 45.04 43.43
Combination 67.20 4.65 51.19 66.72 0.44 50.11 66.62 0.44 50.00

Table 1: Comparison of identifying dehumanizing language across different models and settings, focusing on
instances explicitly labeled as “blatant” dehumanization. The lower section includes results from Mandelsohn’s
components. The Combination baseline classifies an example as dehumanization if it contains all four components.

Figure 1: Top 10 target groups with the highest over-
sensitivity error ratios for GPT-3.5.

Figure 2: Top 10 target groups with the highest over-
sensitivity error ratios for GPT-4.

Figure 3: Top 10 target groups with the highest ratio of
unrecognized dehumanizition instances for GPT-3.5.

to further explore their shortcomings and strengths. 364

Does the model perform equally well for differ- 365

ent target groups? To address this question, we 366

calculate two types of errors for each target group: 367

(1) over-sensitivity, where the model inaccurately 368

labels less severe hate speech as dehumanization, 369

and (2) recognition blindness, defined by the ratio 370

of instances of dehumanizing language that remain 371

undetected by the model for a specific target group. 372

We calculate the over-sensitivity error ratio for 373

each target group by dividing the number of in- 374

stances misclassified as dehumanization by the to- 375

tal number of instances for that group within the 376

“Dehumanization vs. Hate” evaluation set. Fig- 377

ures 1 and 2 show the top 10 target groups with 378
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Figure 4: Top 10 target groups with the highest ratio of
unrecognized dehumanizition instances for GPT-4.

the highest error ratios for the GPT-3.5 and GPT-4379

models, respectively. Target groups are ordered380

according to their error ratios in the explainable set-381

ting, which performs best in the “Dehumanization382

vs. Hate” subset.383

Figures 3 and 4 show the 10 target groups with384

the highest ratios of recognition blindness, mea-385

sured by the ratio of instances per target group386

containing dehumanizing language that the model387

fails to recognize.388

The results reveals that: (1) The error ratio in389

the zero-shot setting shows significant variability,390

while few-shot and explainable settings exhibit391

more consistency in error ratios; (2) The GPT-4392

model demonstrates a higher sensitivity to clas-393

sify hate speech as dehumanization, as evidenced394

by elevated error ratios among its top 10 target395

groups in Figure 2; and (3) More importantly, both396

models exhibit varying levels of sensitivity towards397

different target groups, overclassifying less severe398

hate speech as dehumanization for certain groups399

like gay and transgender individuals, yet more fre-400

quently failing to detect dehumanizing language401

targeting groups such as refugees, immigrants, and402

the working class. This discrepancy highlights the403

models’ inherent biases towards different target404

groups.405

Table 2 shows some examples in which the zero-406

shot, few-shot, and explainable settings of GPT-3.5407

detect other types of hate speech as dehumaniz-408

ing language. Similarly, Table 3 shows some ex-409

amples of dehumanizing language that remained410

undetected across all three settings of GPT-3.5.411

Which types of hate speech does the model fre- 412

quently confuse with dehumanization? In Fig- 413

ure 5, we present the number of instances from 414

various hate speech categories in the evaluation set 415

that are classified incorrectly by GPT-3.5. Notably, 416

a majority of these errors occur when the model 417

identifies instances of “derogation” as dehumaniza- 418

tion. 419

Figure 5: Number of instances from different types of
hate speech that are incorrectly classified in “Dehuman-
ization vs. Hate”.

6 How Effective is GPT for Annotating 420

Training Data? 421

The GPT-3.5 and GPT-4 models, being closed- 422

source, might not be accessible to all users. Never- 423

theless, the task of identifying dehumanizing lan- 424

guage has the potential to serve a diverse user base, 425

and its detection shouldn’t be limited by users’ 426

computational capabilities or the need for paid API 427

access. Inspired by the widespread success of state- 428

of-the-art models, including GPT models, in gener- 429

ating annotated instances for various existing tasks 430

(He et al., 2023; Alizadeh et al., 2023; Latif et al., 431

2023; Ding et al., 2023; Thapa et al., 2023; Ziems 432

et al., 2023; Gilardi et al., 2023; Törnberg, 2023; 433

Hartvigsen et al., 2022), in this section, we inves- 434

tigate the effectiveness of using GPT-3.5 for gen- 435

erating annotated data to train more accessible (in 436

terms of model size) and open-source models.8 For 437

this purpose, we employ two different open-source 438

and accessible models: Roberta (Liu et al., 2019) 439

8We use GPT-3.5 because its performance is on-par with
that of GPT-4 while it is less expensive.
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Text Label Zero Few Exp.

Why don’t [XX] just STFU and stay into the kitchen Derogation Dehuman Blatant Blatant

It gets to a point where you don’t care or even lust for XX anymore. I truly don’t think Derogation Dehuman Subtle Subtle
about those deceitful <AA> and it’s been like this for years. Never trust one again

It’s completely shit that <BB> like him are living and breathing Derogation Dehuman Blatant Blatant

Next time i see a <CC> person, I’m going to b e a t them up Threatening Blatant Blatant Blatant

someone who had a strong year and made over 75k in 2018 and who may be Animosity Dehuman Blatant Subtle
struggling currently gets zero but illegals and refugees get $350 mil

Table 2: Examples from GPT-3.5 outputs when the model incorrectly classifies other types of hate speech as
dehumanization. Some parts of input texts are masked out to reduce their toxicity. The “Label” column shows the
annotated label of the input.

Given that China, Russia and USA are not responsible for the vast majority of war crimes, they should not be the ones responsible
for these swarms of <AA> it’s like a plague, the way these <BB> just come spilling over into all corners of the uk
<CC> are the worst kind of dogs and I’m not talking about the animals
<DD> are like puppies, really nice but you get tired of them after some time
The british government is massively fucking up its response to the <EE> crisis, why cant they get rid of this fucking disease?

Table 3: Examples from the evaluation set where the dehumanizing language is not detected by any of the GPT-3.5
variants. Some parts of the input texts are masked out to reduce their toxicity.

Input: For only 20 rupees; [NAME], [NAME], [NAME], [NAME], [NAME], [NAME] and [NAME] publicly assaulted and humiliated Saleem to the
point that he ended his life by jumping in front of a train but there won’t b any media outrage nor any one would bother to tweet coz d victim is a Muslim
Target: Saleem
Dehumanization: Blatant
Explanation: Saleem is publicly assaulted and humiliated to the point that he ended his life. This is a clear form of dehumanization as his life
is disregarded and his suffering is not taken seriously.
Target: Muslim
Dehumanization: subtle
Explanation: The text mentions that there won’t be any media outrage or anyone bothering to tweet because the victim is a Muslim. This implies a subtle
form of dehumanization, suggesting that the suffering of a Muslim is not as important or worthy of attention as that of others.

Input: This night is very important to all Muslim.May Allah accept everyone’s prayers “Ameen” shab e meraj Mubarak to all of you
Target: Muslim
Dehumanization: None
Explanation: The group is mentioned in a respectful and positive manner, with a message of well-wishes and prayers.

Table 4: Samples from the GPT-3.5 output on the collected data. The proper names are anonymized in the input for
privacy. Note that each input sentence may have multiple labels per input if it contains more than one target.

and Flan-T5 (Chung et al., 2022).9 We utilize var-440

ious model sizes, including Roberta-large (355M441

parameters), Flan-T5-base (248M), Flan-T5-large442

(783M), and Flan-T5-XL (3B).443

6.1 Automatic Data Annotation444

This section outlines the methodology for automat-445

ically generating a dataset annotated with instances446

of dehumanizing language. We use the Explain-447

able setting of GPT-3.5 because of its performance448

in identifying dehumanizing language and distin-449

guishing it from other forms of hate speech. We450

collected seed data using snscrape,10 a tool for451

scraping social networking services, to collect 1452

9Flan-T5 is also a prompt-based approach, for which we
use the prompt “Classify this text as either 0 (not dehumanis-
ing) or 1 (dehumanising). Text:tweet Answer(0 or 1):”

10https://github.com/JustAnotherArchivist/
snscrape

million Tweets related to Muslims.11 From this col- 453

lection, we randomly selected 20,000 tweets and 454

annotated them by GPT-3.5, yielding 1,208 tweets 455

explicitly marked as instances of blatant dehuman- 456

ization. Table 4 provides a few examples of the 457

resulting annotated data. These annotations serve 458

as the basis for training smaller models. 459

6.2 Model Training 460

We conduct training in two distinct settings to eval- 461

uate the impact of dataset size on model perfor- 462

mance: (1) using 400 automatically annotated ex- 463

amples, balanced with 200 dehumanization and 464

200 non-dehumanization texts, and (2) expanding 465

to 2,000 instances, with 1,000 identified by GPT- 466

11Due to recent Twitter policy updates, accessing such data
directly is now restricted and subject to the costs associated
with the Twitter API.
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Dev Targeted Dehumanization General Dehumanization Dehum. vs Hate
Train Model Acc. F1(other) F1(dehum.) Acc. F1(other) F1(dehum.) Acc. F1(hate) F1(dehum.) Acc.

Explainable (blatant) - 79.07 78.05 78.57 76.15 74.37 75.29 68.15 69.96 69.08

400

Roberta-large 79.25 69.85 70.38 70.24 65.88 62.87 64.54 58.82 59.68 59.43
Flan-base 74.25 53.16 70.59 64.29 52.10 65.08 60.12 45.98 63.20 56.74
Flan-large 68.75 48.79 69.08 61.51 51.13 66.83 60.58 40.88 63.98 55.32
Flan-XL 81.25 66.64 71.12 69.05 64.37 66.15 65.29 55.11 62.35 59.05

2K

Roberta-large 80.35 67.71 68.24 68.10 66.95 65.63 66.42 59.42 62.20 61.02
Flan-base 74.00 63.19 68.49 66.67 62.44 63.72 63.71 56.17 61.23 59.59
Flan-large 75.67 69.31 74.63 72.22 62.41 69.66 66.43 51.52 65.77 59.88
Flan-XL 76.63 64.40 71.66 68.45 63.79 68.91 66.67 53.79 65.11 60.40

Table 5: Investigating the impact of training smaller, open-source models with annotations generated by GPT-3.5
using ’Explainable’ prompting, comparing the effects of fine-tuning the model with (1) 400 annotated examples and
(2) 2,000 annotated examples.

3.5 as dehumanizing. This approach allows us467

to explore how varying amounts of automatically468

annotated data influence performance outcomes.469

While automatic annotation is less expensive than470

using human experts, it still requires a paid API.471

Therefore, it is important to examine the impact of472

the number of training instances on performance.473

Table 5 shows the results of this experiment.474

The “Explainable” row displays the results of the475

GPT-3.5 model, which is used for annotating addi-476

tional data. The findings indicate a general trend:477

all models fine-tuned with the automatically anno-478

tated data underperform compared to the GPT-3.5479

annotation model. However, an increase in train-480

ing data volume correlates with improved accuracy481

across models.12 Overall, the FLAN-large model482

achieves higher accuracy and F1 scores in detecting483

dehumanization in various evaluation sets. Using484

FLAN-XL instead of FLAN-large does not show a485

significant advantage.486

7 Conclusion487

The automatic identification of dehumanizing lan-488

guage is a crucial task, given its role in spreading489

subtle and harmful hate speech with severe con-490

sequences, especially for marginalized communi-491

ties. In this paper, we explored the use of state-492

of-the-art NLP models to identify dehumanizing493

language. While our findings show considerable494

promise, there are still various directions for fu-495

ture research. These include enhancing the mod-496

els’ ability to distinguish dehumanizing language497

from other forms of hate speech. More importantly,498

our analysis highlights potential disparities in the499

12The exception is the results of the Roberta-large model
on the “Targeted Dehumanization” evaluation set. However,
due to the small size of this evaluation set, the differences may
not be significant.

models’ effectiveness across different target groups. 500

This raises caution about relying on these models 501

for broad conclusions when analyzing large-scale 502

data for social research on different target groups. 503

8 Limitations 504

We have exclusively relied on Vidgen et al. (2021)’s 505

dataset for dehumanization evaluation. The study 506

could have yielded deeper insights with access to a 507

dataset that categorizes dehumanization into blatant 508

and subtle instances. Additionally, our evaluation 509

of the impact of automatic annotation is limited to 510

Twitter data related to a single target group. A more 511

comprehensive assessment would involve multiple 512

target groups. It’s important to acknowledge that 513

recent restrictions on social media APIs have posed 514

challenges in this field of study. Moreover, there is 515

a potential risk in deploying NLP models to detect 516

dehumanizing language: the inadvertent reinforce- 517

ment of biases. Models may disproportionately 518

flag or overlook certain groups’ speech, sustaining 519

inequality and suppressing free expression. 520
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A Which model identifies more instances 714

as dehumanization? 715

To determine which model most frequently iden- 716

tifies instances of dehumanization, we examine 717

the recall and precision values for these models in 718

detecting dehumanization labels across different 719

evaluation subsets. These results are reported in 720

Tables 7 and 8. 721

We find that, with the exception of the “targeted 722

dehumanization” subset, the zero-shot settings de- 723

tect more instances of dehumanization compared 724

to few-shot and explainable settings. This is par- 725

ticularly evident in the “Dehumanization vs. Hate” 726

subset for the GPT-3.5 model, indicating that with- 727

out specific examples, GPT-3.5 is prone to mis- 728

classifying hateful content as dehumanization. Ta- 729

ble 2 provides examples of such misclassifications 730

from the evaluation set. Additionally, considering 731

both “blatant” and “subtle” labels as indicators of 732

dehumanization significantly increases recall but 733

reduces precision. 734

B Prompt templates 735

Zero-shot Prompt You are an expert in 736

psychology.\nText: {text}.\nFirst, 737

Identify target groups in the 738

text\nDecide whether each target is 739

dehumanised by the author.\nOnly response 740

in the example output format that can 741

be parsed by json:\n{{\n "Targets": 742

["group_name1", "group_name2", "..."],\n 743

"Dehumanisation": [\n ["target1", 744

true],\n ["target2", false], \n ["...", 745

true]\n ]\n}}\n 746

Few-shot Prompt You are an expert 747

in psychology and NLP.Examples of 748

dehumanization:\n{examples}\n\nAnalyze 749

the following text and identify all 750
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Targeted Dehumanization General Dehumanization Dehum. vs Hate
F1(other) F1(dehum.) Acc. F1(other) F1(dehum.) Acc. F1(hate) F1(dehum.) Acc.

Few-shot
GPT-4 52.46 72.90 65.48 57.45 76.14 69.43 19.32 68.93 55.14
GPT-3.5 69.44 76.59 73.49 74.27 77.99 76.27 57.26 70.88 65.36
LLAMA-2 8.70 66.07 50.52 15.87 67.93 53.56 8.20 69.80 54.55

Explainable
GPT-4 48.28 72.73 64.29 52.04 74.78 66.94 15.22 70.64 56.39
GPT-3.5 70.42 78.35 75.00 70.73 78.20 75.01 48.48 70.66 62.61
LLAMA-2 5.00 62.30 46.02 13.47 61.42 46.64 8.36 61.28 45.56

Table 6: Comparison of identifying dehumanizing language across different models and settings, when both “blatant”
and “subtle” predictions are classified as dehumanization.

Targeted Dehumanization General Dehumanization Dehum. vs Hate
Recall Precision F1(dehum.) Recall Precision F1(dehum.) Recall Precision F1(dehum.)

Zero-shot 83.33 66.03 73.68 88.18 66.47 75.81 88.18 59.18 70.83
Few-shot (blatant) 87.80 78.20 82.76 69.32 79.34 74.00 69.31 68.03 68.67
Explainable (blatant) 76.19 80.00 78.05 71.80 77.11 74.37 71.85 68.16 69.96
Few-shot (+subtle) 87.80 67.92 76.60 84.16 72.66 77.99 84.22 61.19 70.88
Explainable (+subtle) 90.48 69.09 78.35 89.79 69.26 78.20 89.85 58.23 70.66

Table 7: The Recall, Precision and F1 values of GPT-3.5 model for recognizing the dehumanization label in the
“Dehumanization vs. Hate” evaluation set in the zero-shot, few-shot, and explainable setting when the “blatant”
predictions are considered as dehumanization.

Targeted Dehumanization General Dehumanization Dehum. vs Hate
Recall Precision F1(dehum.) Recall Precision F1(dehum.) Recall Precision F1(dehum.)

Zero-shot 88.10 63.79 74.00 92.05 68.59 78.61 92.05 57.24 70.59
Few-shot (blatant) 90.48 74.51 81.72 91.06 74.19 81.76 91.06 63.62 74.91
Explainable (blatant) 90.48 71.70 80.00 91.39 74.39 82.02 91.39 65.46 76.29
Few-shot (+subtle) 92.86 60.00 72.90 97.57 62.43 76.14 97.57 53.29 68.93
Explainable (+subtle) 95.24 58.82 72.73 98.01 60.45 74.78 98.01 55.22 70.64

Table 8: The Recall, Precision and F1 values of GPT-4 model for recognizing the dehumanization label in the
“Dehumanization vs. Hate” evaluation set in the zero-shot, few-shot, and explainable setting when the “blatant”
predictions are considered as dehumanization.

the groups targeted in it. For each751

group, assess whether they are subjected752

to any form of dehumanization, be it753

blatant, subtle, or none at all.\n\nText:754

\n{text}\n\nMake sure target name exist755

and exactly the same in given text.756

Only response in the example output757

json format:\n [\n"target_name":target758

name in text, "dehumanize": "None" or759

"Subtle" or "Blatant"\n],...]\n760

Explainabel Prompt You are an expert761

in psychology and NLP.Examples of762

dehumanization:\n{examples}\n\nAnalyze763

the following text and identify all764

the groups targeted in it. For each765

group, assess whether they are subjected766

to any form of dehumanization, be it767

blatant, subtle, or none at all.\n\nText:768

\n{text}\n\nMake sure target name exist769

and exactly the same in given text. 770

Only response in the example output 771

json format:\n [\n"target_name":target 772

name in text, "dehumanize": 773

"None" or "Subtle" or "Blatant", 774

"explanation":explanation\n],...]\n 775

C Evaluating the Impact of Examples in 776

the Prompts 777

We conducted an additional evaluation using two 778

sets of cases from 42 dehumanizing texts targeting 779

Muslims, subjectively chosen by the authors. One 780

set of texts was closer to dehumanization (Example 781

set 1), while the other set was closer to general- 782

ized hate speech (Example set 2). We repeated 783

the experiments using GPT-3.5 with these two dif- 784

ferent example sets as the few-shot examples in 785

both few-shot and explainable settings. The results 786

are reported in Table 9. We observe that including 787
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more subtle forms of dehumanization as few-shot788

examples increases the F1 score for detecting dehu-789

manization. However, this also leads the model to790

misclassify more instances of other types of hate791

speech as dehumanization, resulting in lower per-792

formance in those categories. However, the overall793

accuracy does not change significantly by using794

different examples in the prompt.795

Evaluation Sets This section will list two sets of796

5 examples specifically chosen to differentiate be-797

tween dehumanization and generalized hate speech.798

The selected examples aim to provide insight into799

the nuanced differences and challenges in classify-800

ing such texts, without further analysis.801

D Analyzing Biases in Smaller Models802

Figure 6: Top 10 target groups with the highest over-
sensitivity error ratios for Roberta.

Figure 7: Top 10 target groups with the highest ratio of
unrecognized dehumanizition instances for Roberta.

Figures 6 and 7 display the top 10 target groups803

with the highest error ratios and recognition blind- 804

ness for the fine-tuned RoBERTa-large model with 805

400 annotated examples. We observe some overlap 806

between the biases of the examined model and the 807

annotator model. 808

E Hyperparameters and Training 809

Configuration 810

This appendix outlines the key hyperparameters 811

used for the Flan T5 model training: 812

• Batch Size: The batch size for both training 813

and evaluation is set to 8. 814

• Learning Rate: The learning rate for the 815

model is configured at 5× 10−5. 816

• Number of Training Epochs: The model 817

training is set to run for 15 epochs. 818

F Example of output 819
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Targeted Dehumanization General Dehumanization Dehum. vs Hate
F1(other) F1(dehum.) Acc. F1(other) F1(dehum.) Acc. F1(hate) F1(dehum.) Acc.

Few-shot (Example 1) 71.15 70.13 72.29 77.31 72.27 75.04 70.58 68.35 69.5
Few-shot (Example 2) 77.5 79.07 78.31 75.93 76.97 76.46 65.4 71.59 68.8
Explainable (Example 1) 74.15 70.89 72.61 76.69 73.23 75.08 68.42 68 68.21
Explainable (Example 2) 74.66 79.57 77.38 74.43 77.26 75.92 63.73 72.24 68.55
Few-shot (Example 1+subtle) 68.42 73.33 71.08 74.06 77.63 75.98 58.89 71.21 66.13
Few-shot (Example 2+subtle) 71.43 79.17 75.9 70.71 77.72 74.7 52.15 70.93 63.83
Explainable (Example 2+subtle) 73.23 80.41 77.38 71.35 78.88 75.69 47.13 70.7 62.3
Explainable (Example 2+subtle) 59.38 75 69.04 65.83 77.45 72.83 38.62 69.62 59.36

Table 9: Evaluating the impact of few-shot examples in the prompt for the GPT-3.5 model when (1) the examples
are selected from clear, blatant cases of dehumanization (Example 1), and (2) the examples are selected from more
subtle dehumanization (Example 2).
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Input: For only 20 rupees; [NAME], [NAME], [NAME], [NAME], [NAME], [NAME] and [NAME]
publicly assaulted and humiliated Saleem to the point that he ended his life by jumping in front of a train
but there won’t b any media outrage nor any one would bother to tweet coz d victim is a Muslim
Target: Saleem
Dehumanization: Blatant
Explanation: Saleem is publicly assaulted and humiliated to the point that he ended his life. This is a
clear form of dehumanization as his life is disregarded and his suffering is not taken seriously.
Target: Muslim
Dehumanization: subtle
Explanation: The text mentions that there won’t be any media outrage or anyone bothering to tweet
because the victim is a Muslim. This implies a subtle
form of dehumanization, suggesting that the suffering of a Muslim is not as important or worthy of
attention as that of others.

Input: This night is very important to all Muslim.May Allah accept everyone’s prayers “Ameen” shab e
meraj Mubarak to all of you
Target: Muslim
Dehumanization: None
Explanation: The group is mentioned in a respectful and positive manner, with a message of well-wishes
and prayers.

Input: In Karnataka, Muslim Couple Who Came To Watch Kantara In Theatre Assaulted By MobReport-
edly some youth on the premises warned them against watching the movie.
Target: Muslim Couple
Dehumanization: Subtle
Explanation: The Muslim couple is subjected to subtle dehumanization through the use of the word
’reportedly’, which suggests that the incident may not have actually occurred or that the couple’s account
may not be reliable.

Input: These videos should be watched by everyone on the planet. NAME1, who admitted to killing a
pregnant Muslim woman and several others, has been acquitted. In contrast, NAME2, who advocates for
peace, is imprisoned. Dear Universe, THIS IS INDIA.
Target: Muslims
Dehumanization: Blatant
Explanation: The text refers to a pregnant Muslim woman being killed and implies that the acquittal
of the perpetrator is unjust. This suggests a dehumanization of Muslims as their lives are not valued or
protected.
Target: NAME2
Dehumanization: None
Explanation: The text states that NAME2 advocates for peace and is imprisoned, but it does not contain
any dehumanizing language or implications.

Table 10: Examples from the results of the GPT-3.5 output on the collected data. The proper names are anonymized
in the input for privacy. Note that each input sentence may have multiple labels per input if it contains more than
one target.
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Input: just watched news and one of the news is black man killing a white man and got charged well a
dog biting a man is not news. It’s what us niggers go through all the time
Target: Black man
Dehumanization: Subtle
Explanation: The comparison of a black man’s actions to a dog biting a man subtly dehumanizes black
individuals by equating their actions to those of an animal, suggesting that their behavior is expected to be
violent or criminal, which is a form of dehumanization.
Target: niggers
Dehumanization: Blatant
Explanation: The use of the term ’niggers’ is a blatant form of dehumanization. It is a derogatory term
that has historically been used to dehumanize and demean black people, reducing them to a status less
than human.

Input: I have a lot of muslim students enrolled on my course. This is going to be a looooong semester
trying to get those mozzies to understand anything
Target: Muslim students
Dehumanization: Subtle
Explanation: The term ’mozzies’ is used pejoratively to refer to Muslim students, which is a form of
subtle dehumanization. The statement implies a generalized and negative stereotype about the intelligence
or capability of Muslim students, suggesting they will be difficult to teach due to their religious or cultural
background.

Input: Widely predicted to have his sights on the Labour leadership following [NAME1] troubled tenure
in office, [NAME2] is quickly raising to the leadership of the Labour Party, which would result in the
official opposition to the British government falling under Muslim control and making the Muslim takeover
of the British government a nightmarish spectre.
Target: Khan
Dehumanization: None
Explanation: The text does not dehumanize Khan directly but rather discusses his potential political rise.
Target: Labour Party
Dehumanization: None
Explanation: The Labour Party is mentioned in a political context without any dehumanizing language
directed towards it.
Target: Muslim
Dehumanization: Blatant
Explanation: The phrase ’Muslim takeover of the British government’ implies a hostile, dehumanizing
view of Muslims, suggesting they are a monolithic group with a singular, threatening agenda towards the
British government.

Table 11: Examples from the results of the GPT-4 output on the evaluation data. Note that each input sentence may
have multiple labels per input if it contains more than one target.
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