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Abstract

Item-to-Item (I2I) recommendation is an important
function that suggests replacement or complement
options for an item based on their functional sim-
ilarities or synergies. To capture such item rela-
tionships effectively, the recommenders need to
understand why subsets of items are co-viewed
or co-purchased by the customers. Graph-based
models, such as graph neural networks (GNNs),
provide a natural framework to combine, ingest and
extract valuable insights from such high-order item
relationships. However, learning GNNs effectively
for I2I requires ingesting a large amount of rela-
tional data, which might not always be available,
especially in new, emerging market segments. To
mitigate this data bottleneck, we postulate that rec-
ommendation patterns learned from existing mar-
ket segments (with private data) could be adapted
to build effective warm-start models for emerging
ones. To achieve this, we introduce a personalized
graph adaptation model based on GNNs to summa-
rize, assemble and adapt recommendation patterns
across market segments with heterogeneous cus-
tomer behaviors into effective local models.

1 INTRODUCTION

Item-to-Item (I2I) recommendation [Hu et al., 2019, Ning
and Karypis, 2011] is a crucial product feature in most e-
commerce businesses whose up-selling strategies depend on
how well relevant items can be identified and curated into
appealing suggestions to the customers. A key challenge to
building such recommendation models is the need to com-
pute item embeddings that not only encode their semantic
features but also their high-order relations stemming from
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the heterogeneous preferential behaviors of customers, e.g.
subsets of items in a recommendation system might be co-
interacted with by similar subset of customers, indicating
potential up-selling synergies among them.

To model such high-order relations, graph neural network
(GNN) [Hamilton et al., 2017, Kipf and Welling, 2017b,
Velickovic et al., Wu et al., 2019, Wang and Zhang, 2022]
was proposed and has been shown to be effective when
applied to recommendation [Zhou et al., 2020]. However,
building an effective GNN model for I2I recommendation
often requires ingesting a large amount of annotated rela-
tional data, which is not always available in a new market
segment, e.g., when a corporate decides to expand its busi-
ness to a new user demographic. To mitigate this bottleneck,
one approach is to adapt recommendation insights from
other existing, more mature market segments to build a
warm-start model. To achieve this while accommodating
strict data regulations such as the EU’s GDPR [Hjerppe
et al., 2019], there have been recent developments that in-
corporate advances in federated learning [McMahan et al.,
2017] into GNNs, resulting in a new modeling paradigm of
federated GNNs [He et al., 2021a,b, Jiang et al., 2020, Wu
et al., 2021, Zhang et al., 2021].

Nonetheless, most of these prior approaches [He et al.,
2021a] assume a central storage of the interaction graph
or use GNN inductively where federated learning is enabled
only on the feature propagation weights of the GNNs [He
et al., 2021b, Jiang et al., 2020]. Alternatively, more recent
works also enable federated learning on predicting miss-
ing edges between local graphs [Zhang et al., 2021] or use
encryption [Wu et al., 2021] to communicate local graphs
anonymously. However, such mechanisms either require
sharing the private list of items that were interacted with
across private markets [Zhang et al., 2021] or must have
assumed no overlapping items across market segments [Wu
et al., 2021] because otherwise, the local encryption is not be
able to recognize the same item that occurs in different mar-
ket segments. Furthermore, all these works focus exclusively
on learning a single GNN based on multiple decentralized
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data sources, implicitly assuming that the distributions or
embedded structures of those sources are highly similar, e.g.
co-interacted items across market segments were driven by
similar customer preferential behaviors. This proves to be
inaccurate across highly heterogeneous segments, leading
to inferior performance of federated GNN approaches, as
shown in (Section 5.1).

This is not surprising since such deficiencies of federated
learning have been shown before in systems with highly het-
erogeneous clients [Dinh et al., 2020], where the federated
model is not necessarily the most adaptable model (on aver-
age) towards local data distributions of the clients. As such,
personalized federated learning (FL) approaches [Dinh et al.,
2020, Fallah et al., 2020] have recently been devised to op-
timize for this most adaptable model, as well as its best
adaptation towards local clients simultaneously, reporting
successes in several applications. However, prior approaches
in personalized federated learning are currently restricted to
homogeneous model parameterization across clients, which
excludes GNNs with heterogeneous graphs. Meanwhile,
prior works in federated GNNs [He et al., 2021a,b, Jiang
et al., 2020, Wu et al., 2021, Zhang et al., 2021, Liu et al.,
2022], as mentioned above, either do not enable federated
learning on graphs, require sharing private item information
or adopt non-differentiable techniques such as encryption to
communicate and assemble graph information, which is not
amenable to existing personalized FL approaches.

Key Contribution. This motivates us to consider and ex-
plore potential distributed graph-based modeling techniques
that bridge this gap between personalized federated learning
and GNNs, as well as connect them to a new application of
federated domain adaptation in I2I recommendation, which
has been less explored in the context of GNNs. Our technical
contributions include:

1. An adaptable graph summarization built on prior strate-
gies in graph embedding [Kipf and Welling, 2016], which
encodes statistical structure that underlies the local market
segment’s observations of item interactions. The encoded
structures do not expose item embeddings and can be com-
municated to a server, which combines them into a global
structure optimized for high adaptability (Section 4.1).

2. An adaptation of a recent (non-graph) personalized feder-
ated learning framework that incorporates the above graph
summarization into its modeling mechanism, which enables
personalized adaptation across local GNNs on both item
feature and item-interaction structure levels (Section 4.2).

3. Extensive empirical studies on two large-scale cross-
market item-to-item market datasets derived from the pub-
licly available Amazon review dataset. Our studies first
show that there are substantial heterogeneities in the item-
interaction structures across market segments, which lead
to inferior performance of vanilla federated GNN baselines
in comparison to our proposed framework (Section 5).

For interested readers, we also provide a detailed discussion
on the broader topic of FL with GNNs in Appendix 8.

2 PROBLEM DEFINITION

Let C denote the item catalogue and let X = {xa}a∈C
denote the set of feature vectors xa describing the at-
tributes of each item a in the catalogue C. Then, let O =

{(x(i)
a ,x

(i)
b+), (x

(i)
a ,x

(i)
b−)}

p
i=1 denote a relationship dataset

comprising p positive and p negative examples of the pair-
wise relationship. The item-to-item recommendation prob-
lem is then formulated as an embedding task which opti-
mizes for an embedding function za = z(xa;ϕ) parameter-
ized by ϕ such that the inner product of item embeddings
is most informative of the relationship between items via a
logistic regressor,

r
(i)
ab = σ

(
θ1 ·

〈
z(i)a , z

(i)
b

〉
+ θ2

)
, (1)

where r
(i)
ab ∈ (0, 1) denotes whether the strength of the rela-

tionship between items a and b, and σ(·) is the sigmoid func-
tion. Both regressing parameters (θ1, θ2) and the embedding
function can be optimized via the averaged Bayesian Person-
alized Ranking (BPR) loss [Rendle et al., 2009] via sigmoid
function σ(·),

L (θ, ϕ) = −1

p

p∑
i=1

(
log σ

(
r
(i)
ab+ − r

(i)
ab−

))
, (2)

where θ = (θ1, θ2) and ϕ denotes the embedding parame-
terization, which is later detailed in Eq. (3) of Section 3.1.

Key Challenges. Despite being seemingly straightforward
to optimize, the above formulation relies crucially on the
characterization of the embedding function, which is non-
trivial given that the relationship data is (1) decentralized
across different market segments and cannot be central-
ized for model training; (2) not explicitly indicative of the
complex high-order relationship between items stemming
from the heterogeneous preferential behaviors of customers,
which has been further occluded by their decentralized na-
ture. The embedding function must therefore be robust
against such heterogeneities and able to utilize all infor-
mation for model training despite their private nature.

Solution Impact. In practice, each of these challenges can
in fact be addressed in isolation given the existing liter-
ature. For example, robust model training with heteroge-
neous and decentralized data can be enabled via personal-
ized federated learning; while modeling the high-order rela-
tionship between items based on pairwise relational data can
be achieved via graph-based models such as graph neural
networks (GNNs). However, existing personalized feder-
ated learning has not been extended towards a graph-based
model; and graph-based models are also not amenable to



federated learning (FL) if the graph structure is not cen-
tralized, occluding full model visibility of the FL server.
Our key contribution here is therefore to combine these
isolated solutions into a more coherent, robust solution
that accommodates both personalized FL and GNN with
decentralized graph data, as detailed later in Section 4.

3 PRELIMINARIES

Our solution is developed based on key building blocks of
graph neural network, variational graph auto-encoder and
personalized federated learning which are reviewed below.

3.1 GRAPH NEURAL NETWORK

As mentioned above, we use the GNN model to encode the
high-order relationship between items within each market
segment into the item embedding function za = z(xa;ϕ).
To ease the technical presentation, we will summarize the
key idea of GNN using its most basic form as presented in
the seminal work of [Kipf and Welling, 2017a]. We will then
present its simplified graph convolution network (SGCN)
formulation [Wu et al., 2019], which eases the computation
cost and is adopted in our framework. For interested readers,
there exists a larger literature on GNNs which is detailed in
[He et al., 2021a] and [Zhou et al., 2020].

To begin, a standard GNN is indexed by a graph G = (V,E)
with n nodes which can be succinctly represented by an
adjacency matrix A. Each node i in the graph is associated
with a d-dimensional feature vector xi ∈ Rd. For ease of
notation, these feature vectors are often organized as rows
of a matrix X ∈ Rn×d, which is also treated as input to the
GNN block. Given X and a fixed matrix A, a GNN aims to
produce a lower-dimensional embedding zi ∈ Rk for each
node i in the graph, which again can be succinctly organized
as rows of a matrix Z ∈ Rn×k.

To avoid repeating the heavy matrix computation across
multiple layers, we instead use the following practical ap-
proximation [Wu et al., 2019],

Z = σ

((
D− 1

2

(
A+ I

)
D− 1

2

)m
XW

)
, (3)

which collapses the recursion, allowing us to cache the
computation of D− 1

2 (A + I)D− 1
2 in advance and conse-

quently reducing both the forward and backward gradient
computation cost of GNN. Eq. (3) can be used as an ef-
fective characterization of the embedding function z(xa;ϕ)
(with ϕ = (A,W)) in Section 2, which can be prepended
to the logistic regressor featured in Eq. (3) to enable end-
to-end model training. However, this characterization in
the distributed modeling context would expose the private
local graph of each market segment and is therefore non-
communicable or non-shareable. To work around this, we

adopt graph embedding techniques such as the variational
graph auto-encoder below to generate communicable sum-
marization of local, private graphs.

3.2 VARIATIONAL GRAPH AUTO-ENCODER

Let G = (V,E) denote the relation graph that character-
izes a certain relationship between items via its edges. Let
A denote the corresponding adjacency matrix of G. We
view A as an observation drawn from a graph distribution
conditioned item embeddings Z,

pθ (A|Z) =

n∏
a=1

n∏
b=1

σ
(
θ1 · z⊤a zb + θ2

)Aab

×

n∏
a=1

n∏
b=1

(
1− σ

(
θ1 · z⊤a zb + θ2

))1−Aab

(4)

where θ = (θ1, θ2) and Z is distributed a priori
by a product of deep generative nets, pα(Z|X) =∏n

a=1 N(za;0,diag[αa(X)]) where α = {αa}na=1 and we
assume A ⊥ X | Z. We want to learn the optimal parame-
ters (θ, α) that maximizes

G
(
θ, α

)
= logEZ∼pα

[
pθ

(
A|Z

)]
. (5)

Solving the optimization task in Eq. (5) directly, however,
appears intractable, even in the numeric sense as it is not
clear how an unbiased stochastic gradient can be derived.
To sidestep this issue, we learn a surrogate deep generative
net that acts as the posterior of Z on observing (X,A),

qϕ (Z|A,X) =

n∏
a=1

N
(
za|ma,diag [va]

)
, (6)

where ϕ = (ϕ1, ϕ2), ma is the ath row of M =
GNNϕ1(X,A) and va is the ath row of V =
GNNϕ2(X,A) where the two GNN blocks are parameter-
ized separately with ϕ1 and ϕ2. This allows us to derive and
optimize instead a lower-bound of the model evidence,

log p (A|X) ≥ L(θ, α, ϕ) = Eqϕ

[
log pθ(A|Z)

]
−

DKL

(
qϕ (Z|X,A) ∥pα(Z|X)

)
, (7)

which is easier since it is expressed as expectation over qϕ
whose parameterization is decoupled from (θ, α), exposing
a straight-forward unbiased stochastic gradient for those
parameters. As for ϕ, one can re-parameterize it using the
trick in [Kingma and Welling, 2014] to expose a similar
unbiased stochastic gradient. With this, qϕ is associated
with the item embedding function z(xa;ϕ) (see Section 2),
which can be optimized via Eq. (7) instead of Eq. (2).



3.3 PERSONALIZED FEDERATED LEARNING

The increasingly decentralized nature of data generated in
our digital society has stimulated the recent development
of federated learning (FL) [McMahan et al., 2017], which
enables model training from multiple sources of private
data without requiring them to leave their local sites. How-
ever, despite its advantage in protecting data privacy, FL is
challenged by the statistical diversity across multiple data
sources, which deviates from its implicit assumption that
data distributions across sources are identical and indepen-
dent. As has been shown in recent studies [Dinh et al., 2020,
Fallah et al., 2020], ignoring this leads to federated models
that do not generalize well. Intuitively, this happens because
the federated model was not optimized for its adaptability.

To address this shortcoming, personalized federated learning
[Dinh et al., 2020] was recently proposed by augmenting
the training loss of FL into a bi-level optimization problem:

w∗=argminw

{
1

p

p∑
i=1

(
ℓi

(
ζi(w)

)
+γ
∥∥∥ζi(w)−w

∥∥∥2
2

)}
where ζi(w) is given below:

ζi(w) = argminθ

{
ℓi

(
θ
)
+ γ
∥∥∥θ −w

∥∥∥2
2

}
, (8)

where ℓi(θ) denote the training loss of task i with respect to
model parameter θ. Simply put, Eq. (8) aims to find a base
model w which can be adapted via the local fine-tuning func-
tion ζi(w). One particular choice of ζi(w) is detailed above
where w is treated as a reference point for the fine-tuned
model θ: θ needs to reduce the training loss ℓi(θ) while
remaining sufficiently close to w. This bi-level optimization
task can then be solved effectively using the numerical ap-
proach described in [Dinh et al., 2020]. Alternatively, with
a (somewhat) more artificial choice of γ = 1/(2α) and
ζi(w) = argminθ(⟨∇wℓi(w),θ −w⟩+ γ∥θ −w∥22), we
have ζi(w) = w − α∇wℓi(w), which is in closed-form.
Thus, we can solve for the most adaptable w via

w← w − α · 1
p

p∑
i=1

(
I− α∇2

wℓi(w)
)
· ∇w′ℓi(w

′) (9)

where w′ = w − α∇wℓi(w). This corresponds to the ap-
proach in [Fallah et al., 2020] which arises from a different
derivation. Despite the artificial choices above, the resulting
form of ζi(w) mimics the form of a one-step gradient up-
date, indicating intuitively that w is being optimized with
respect to its average fine-tuned performance after one step
of gradient update, which is associated with its adaptability.
Our notations are summarized in Table 1 of Appendix 1.

4 METHODOLOGY

This section describes our approach to personalized feder-
ated domain adaptation via a communicable and adaptable

graph summarization component that connects the above lit-
erature of personalized federated learning (Section 3.3) and
GNNs (Section 3.1). This enables integration between per-
sonalized FL and GNNs, resulting in a robust federated do-
main adaptation model in Section 4.2. The code is available
in https://github.com/zfan20/PFGNNPlus.

4.1 ADAPTABLE GRAPH SUMMARIZATION

A key technical challenge in connecting personalized fed-
erated learning to GNNs stems from the facts that (a) per-
sonalized federated learning is mostly developed for scenar-
ios with homogeneous local models, thus excluding GNNs
whose graph structures are different across clients; and (b)
GNNs can be extended to federated learning setting, but
the resulting federated model is not optimized for its adapt-
ability, resulting in inferior performance if client data are
heterogeneous (see Section 5). Furthermore, most of these
federated GNN models [He et al., 2021a,b, Jiang et al.,
2020, Zhang et al., 2021] do not enable federated learning
on graph structure or require sharing private information.

As for the rest, maximizing the adaptability of the feder-
ated model following the above gradient-based optimization
approach of personalized federated learning in Eq. (8) is
challenged by the discreteness in their mechanisms, e.g.,
encryption [Wu et al., 2021], to communicate local graphs
across clients. To sidestep such challenges, we propose the
following two-phase structural encoding procedure:

Phase 1. We adopt the variational graph auto-encoder in
Section 4.1 to encode the structure of item interaction in
each market segment into a differentiable representation,

maximize
θi,αi,ϕi

Li(θi, αi, ϕi) ≜ Eqϕi

[
log pθi(Ai|Z)

]
−

DKL

(
qϕi

(Z|X,Ai) ∥pαi
(Z|X)

)
, (10)

where the subscript i indexes the market segment. Once op-
timized, the local interaction graph Ai can be summarized
via the encoder qϕi

(Z|X,Ai) described in Eq (6).

Phase 2. Embedding samples Zi ∼ qϕi
(Z|X,Ai) can

then be drawn from the (learned) local encoder qϕi
, which

are compiled securely into local summaries ξi = Pκi(Zi)
where Pκi is a differentiable operator parameterized by
learnable parameter κi and adapted from a recent work
on memory-based graph-level embedding [Ahmadi et al.,
2020]. As such, the (local) differentiable summaries ξi can
be communicated on behalf of the less secure embedding
Zi. The specific form of Pκi

is given via Pκi(Zi) = C⊤
κiZi

where

[
Cκi

]
ab

≜

(
1 + 1

τ

∥∥za − κi
b

∥∥2
2

)− τ+1
2

∑n
b′=1

(
1 + 1

τ

∥∥za − κi
b′

∥∥2
2

)− τ+1
2

(11)

https://github.com/zfan20/PFGNNPlus
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Figure 1: Workflow Diagram. Each market consists of a graph encoder, which generates item embeddings Z, the graph
summarization process, the associated reverse operator, and a decoder for item-item relationship prediction. Each market
shares and communicates ϕ (i.e., learnable parameters of the encoder) and ξ (i.e., graph summarized structural information)
with the server. Algorithm 1 denotes the server optimization and Algorithm 2 describes the client (market) optimization.

where za denotes the a-th row (or column) of Zi and κi
b

denotes the b-th row (or column) of κi, with τ denoting a
hyper-parameter to be empirically set to 1. Eq. (11) above
implements a (soft) clustering of the item embeddings
za ∈ Zi and aggregates items within a cluster based on
membership weights Cκi .

We then reverse the operator and approximately recover
the item embedding Ẑi via multiplying Pκi(Zi) with the
pseudo-inverse of C⊤

κi , which is (CκiC⊤
κi)−1Cκi . The re-

lationship prediction can then be conducted via Eq. (1) using
Ẑi. This reverse operator makes ξi = Pκi(Zi) viable sum-
maries since once adapted, a local market can propagate the
adaptation to the item embeddings via the inverse operator.
This in turn enables the coordinating server to formulate a
bi-level optimization task that searches for a global structure
summary ξ∗ which is optimized for adaptability, following
an adaptation of the personalized federated learning frame-
work (Section 4.2).

Remark. The above operator can be extended in both
breadth and depth by combining ensemble and nested struc-
tures. For instance, we can organize Pκi as a composition
of multiple mappings, reflecting a hierarchical clustering
structure. Each single mapping can be organized as a clus-
tering ensemble, e.g. Cκi = softmax(conv[C1

κi , . . . ,C
q
κi ])

where the conv operator is a 1× 1 convolution on the con-
catenation of clustering structures [Ahmadi et al., 2020].

4.2 PERSONALIZED FL WITH GNN

As described in Section 4.1, all market segments’ graph sum-
maries ξi are the core of our domain adaptation approach
and are generated based on high-level clustering represen-
tations of (local) item embeddings. Such summaries can
be aggregated across market segment to pool insights and
then further adapted to fit a local context. These summaries
are also differentiable and can be deciphered back into a
discrete interaction graph, making it a suitable medium for
communication and adaptation.

As such, we can succinctly characterize and demarcate local
models for each market segment in terms of their segment-
specific parameters (θi, αi) and segment-adaptable param-
eters (ϕi,κ

i) which are in charge of graph decoding and
encoding (i.e., summarizing), respectively. This demarca-
tion is intuitive because (ϕi,κ

i) parameterizes the process
of summarizing the item embeddings across market seg-
ments, which need to encode adaptable information since
the interaction activities across different segments happen
on the same item catalog. Otherwise, (θi, αi) characterizes
how the adapted item embeddings influence the interac-
tion activities within a segment, which mostly depend on
the user base of that segment. Hence, we view (θi, αi) as
non-adaptable knowledge and will not enable personalized
federated learning on them. Instead, we will enable per-
sonalized domain adaptation on (ϕi,κ

i) by adapting the
technique in Section 4.1. This results in the following Phase
3 of training, which can be appended to the previous Phase
1 and Phase 2 of our proposed algorithm in Section 4.1.



Algorithm 1 Server(nτ , nr, λw, λs) – server in PF-GNN+

Input: nτ , nr, λw, λs ▷ nτ , nr: no. global & local updates
1: ▷ λw, λs are adaptation moderating parameters
2: initialize ϕ

(0)
∗ and ξ

(0)
∗

3: ▷ random feature & structure summaries
4: for t = 1 to nτ do ▷ for each iteration
5: communicate ξ

(t−1)
∗ and ϕ

(t−1)
∗ to all clients

6: for all i = 1 to p do
7: ϕ

(t)
i , ξ

(t)
i ← Client

(
ϕ
(t−1)
∗ , ξ

(t−1)
∗ , nr

)
8: ▷ get personalized summaries from each client
9: end for

10: compute ϕ
(t)
∗ and ξ

(t)
∗ via Eq. (14)

11: ▷ with ζ1i (ϕ∗) = ϕ
(t)
i , ζ2i (ξ∗) = ξ

(t)
i , λw and λs

12: end for
13: return ϕ

(nτ )
∗ and ξ

(nτ )
∗ ▷ return optimized summaries

Phase 3. First, we rewrite the training loss of each local
market segment in Eq. (10) in the following succinct form,
abstracting away the non-adaptable parameters,

minimize
ϕi

ℓi (ϕi) ≜ min
θi,αi

{
− Li (θi, αi, ϕi)

}
(12)

where again Li(θi, αi, ϕi) is defined in Eq. (10) above.
Then, postulating that there exists a global adaptable pa-
rameter ϕ∗ which can be fast adapted into any ϕi across
different market segments, we can average their local losses
and optimize for ϕ∗ via a bi-level optimization task,

ϕ∗ = argminϕ

{
1

p

p∑
i=1

(
ℓi

(
ζi(ϕ)

)
+ λw

∥∥∥ϕ− ζi(ϕ)
∥∥∥2
2

)}

where ζi(ϕ) is given below:

ζi (ϕ) = argminϕi

{
ℓi

(
ϕi

)
+ λw

∥∥∥ϕ− ϕi

∥∥∥2
2

}
(13)

where ζi(ϕ) denotes the adaptation operator and λw > 0 is
a tunable parameter that moderates the appropriate degree
of adaptation. In addition, to enable personalized adaptation
on graph summaries, we similarly postulate that there also
exists a global summary ξ∗ which can be fast adapted into
any summary ξi of a local market segment – see Eq. (11).
To optimize for ξ∗ and ϕ∗, we augment Eq. (13) above to
incorporate a structural regularization for ξ∗ via

(
ϕ∗, ξ∗

)
= argmin

ϕ,ξ

1

p

p∑
i=1

{
ℓi

(
ζ1i (ϕ), ζ

2
i (ξ)

)
+ λw

∥∥∥ϕ− ζ1i (ϕ)
∥∥∥2
2
+ λs

∥∥∥ξ − ζ2i (ξ)
∥∥∥2
2

}
(14)

where the augmented local loss ℓi is defined as

ℓi(ϕi, ξi) = min
θi,αi,κi

{
− Li(θi, αi, ϕi)

+
∥∥∥Ai − Epθi

[
A
∣∣∣ P−1

κi (ξi)
]∥∥∥2

F

}
.(15)

Here, the adaptation operators are likewise defined as(
ζ1i (ϕ), ζ

2
i (ξ)

)
= argminϕi,ξi

{
ℓi(ϕi, ξi)

+ λw

∥∥∥ϕ− ϕi

∥∥∥2
2
+ λs

∥∥∥ξi − ξ
∥∥∥2
2

}
, (16)

with λw > 0 and λs > 0 denote parameters that moder-
ate the adaptation of ϕ and ξ appropriately. In Eq. (15),
the added regularizer is meant to enforce that the adapted
summary ξi and the summarizing operator Pκi can recon-
struct the local interaction graph. Eq. (15) completes our
proposed federated domain adaptation framework (Algo-
rithms 1 and 2) for cross-market item-to-item recommenda-
tion, whose workflow is summarized below.

4.3 SERVER-CLIENT WORKFLOW

Our proposed federated domain adaptation proceeds in mul-
tiple iterations, as detailed in Algorithm 1. At each iteration,
the server communicates the current global graph summaries
to the clients (see Algorithm 1, line 4). Each client runs
Algorithm 2 to compute and return the corresponding per-
sonalized summaries to the server (see Algorithm 2, line
6). Once all personalized summaries have been received,
the server updates the global summaries via Eq. (14) (see
Algorithm 1, line 10) and starts the next iteration.

4.4 SECURE COMPUTATION

This section discusses potential privacy threats that might
impact our work and suggests safe practice to avoid those
unseen threats. First, although we are (to the best of our
knowledge) not aware of any existing works that would en-
able such threats in context relevant to ours, we do not rule
out unforeseen cases in which communicating graph repre-
sentation might (arguably) be linked to new security threats
(e.g., graph content might be reverse-engineered to expose
sensitive customer information). To minimize exposure to
such threats, we believe a safe practice is to incorporate
existing privacy-preserving approaches to secure the com-
municating process. For example, off-the-shelves secure
aggregation method such as [Bonawitz et al., 2019] can be
readily applied to our work.

This help clients securely share the output of any process-
ing function (e.g., solution of Eq. (14)) of their local data



with the server, allowing to learn the function aggregation
without being able to infer additional information about the
local data [Kairouz et al., 2021]. This is possible since our
proposed FL framework follows the same setting of exist-
ing FL methods [Dinh et al., 2020, Fallah et al., McMahan
et al., 2017, Li et al., 2021], which are compatible with such
generic-purpose privacy-preserving methods.

Algorithm 2 Client(ϕ∗, ξ∗, nr) – client i in PF-GNN+

Input: ϕ∗, ξ∗, nr ▷ global summaries, no. of iterations
1: initialize ϕ

(0)
i , κi

(0) and compute ξ
(0)
i via Eq. (11)

2: ▷ local summaries for client i
3: for t = 1 to nr do
4: solve for θi and αi via Eq. (15)
5: ▷ fixing κi = κi

(t−1), ϕi = ϕ
(t−1)
i and ξi = ξ

(t−1)
i

6: solve for κi
(t) & ϕ

(t)
i via Eq. (16)

7: setting ξ
(t)
i as function of κi

(t) via Eq. (11)

8: ▷ ξ
(t)
i = Pκi

(t)
(Zi) where Zi ∼ qϕi

(Z | X,Ai)

9: end for
10: return ϕ

(nr)
i , ξ(nr)

i ▷ feature & structure summaries

5 EXPERIMENTS

We compare the performance of the proposed framework
against those of several baselines (Section 5.4) on the cross-
market recommendation dataset [Bonab et al., 2021] (Sec-
tion 5.1). Our experimental setup is detailed in Section 5.3.

5.1 DATASET

The cross-market dataset1 features a comprehensive collec-
tion of user-item and item-item interactions, as well as item
metadata across multiple market segments and domains on
the same item catalog. The dataset spans multiple product
categories and international market segments. Our empir-
ical studies focus on items from the Electronic and Home
and Kitchen domains, whose data are scattered across 12
and 11 international market segments, respectively. We fil-
tered out market segments with fewer than 100 interactions.
Due to limited space, the results of Home and Kitchen are
deferred to Appendix 3. These include Arabia, China, Aus-
tralia, Japan, France, Spain, Germany, United Kingdom,
India, Mexico, Canada, and America. The data statistics of
Electronics domain are reported in Table 1.

5.2 MARKET HETEROGENEITY ANALYSIS

Due to the different distribution of these interactions across
market segments, the locally induced (latent) item embed-

1The dataset is publicly available at https://xmrec.
github.io/.

dings and interaction structures are substantially heteroge-
neous. In particular, we compute the locally induced item
embeddings via optimizing Eq. (10) for each market seg-
ment. Cosine similarities between observed pairs of inter-
acting items (e.g., items reported to be frequently bought
together) across all segment are computed and then parti-
tioned into discrete bins. Each segment induces a categorical
distribution over bins. The feature heterogeneity between
two markets is set to be the Jensen-Shannon divergence
between their induced distributions. This is visualized in
Fig. 2a which shows moderate heterogeneity.

However, the heterogeneity becomes significantly more pro-
nounced as we look into the interaction structure. Following
the approach described in [Ivanov and Burnaev], we sam-
ple random walks along the edges of local item-interaction
graphs. The sampled walks across all market segments are
partitioned into clusters, enabling us to represent a segment
in terms of a categorical distribution over a common space
of random walks. The difference between two market seg-
ments can then be computed as the divergence between
two corresponding distributions over random walks. This
is visually reported in Fig. 2b. As a result, this high degree
of heterogeneity has rendered the naive transfer of a pre-
trained model from one segment to another ineffective, as
shown in Fig. 2c. This motivates us to consider a person-
alized federated learning solution to this problem where
recommendation insights across segments are harnessed,
exchanged, and communicated concurrently, resulting in
better recommendations (see Fig. 3).

5.3 EXPERIMENT SETUP AND EVALUATION

Item Feature. For each item in the catalog, we have addi-
tional information, such as its title and text description. We
use a pre-trained BERT model2 to encode the concatenated
title and description text of an item into a continuous feature
space. This results in a 768-dimensional feature vector per
input node, which forms the feature matrix X of the GNN.

Item-Item Interaction. In our dataset, we have access to
customer access logs for each market segment that record
events when a customer browses an item and also views an-
other item within the same browsing session. This qualifies
as an Also-Viewed event. Additionally, we also have access
to events when customers purchase both items in a session,
which are categorized as Also-Bought events. Both of these
are used to describe item-item edges that denote their ob-
served interaction. We reserve 90% of such item pairs per
segment for training purposes, leaving the remaining 10%
as local tests. The detailed hyper-parameters selections are
in Appendix 4. To evaluate the quality of top-N related-item
recommendation for an item x, we use two standard ranking

2https://huggingface.co/transformers/v3.
3.1/pretrained_models.html

https://xmrec.github.io/
https://xmrec.github.io/
https://huggingface.co/transformers/v3.3.1/pretrained_models.html
https://huggingface.co/transformers/v3.3.1/pretrained_models.html


Arabia China Australia Japan France Spain
328 / 6440 1303 / 2087 2390 / 4834 4003 / 41861 6068 / 1451380 6572 / 109166
Germany UK India Mexico Canada United-States
7507 / 159154 10329 / 441033 6574 / 23869 8507 / 139783 18604 / 400825 35939 / 2048177

Table 1: Data statistics (no. active items / no. unique interaction pairs) across different market segments. The numbers of
active items and unique item-item interaction pairs among them are reported.
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Figure 2: Plots of (a) item embedding heterogenity across markets; (b) item interaction heterogenity between across market
segments; and (c) negative effect of naive transfer of a pre-trained recommendation model on one segment to another (best
view with color). The calculation of these heterogenity and (negative) naive transfer scores are detailed in Section 5.2.

metrics: (a) the mean reciprocal rank (MRR@N); and (b)
the normalized discounted cumulative gains (NDCG@N).

5.4 BASELINES

The performance of our proposed algorithms are evaluated
and compared against two GNN-driven baselines, which
include: (a) Local GNN which is a locally trained GNN
[Wu et al., 2019] following the formulation in Eq. (3)3; (b)
F-GNN which is a federated GNN model as proposed in
[Wu et al., 2021]. In addition, we include to the set of base-
lines several other specific I2I recommendation methods,
which include: (c) SLIM [Ning and Karypis, 2011] which
takes the user-item interaction matrix as input and generates
the item-item correlations as item embeddings; (d) SPE [Hu
et al., 2019] which proposes a semi-parametric approach
to learn item embeddings; and (e) Siamese which is a con-
trastive learning baseline for I2I recommendation recently
used in [Hoang et al., 2022].

We also compare our methods with two other vanilla base-
lines: (f) FeatMLP that adds one MLP layer after the item
features X to generate item embeddings, where Zi = XWi

for each market i; and (g) Popularity which is a heuristic

3We note that this simplified parameterization of Local GNN
is highly similar to LightGCN [He et al., 2020] which is reported
to outperform NGCF [Wang et al., 2019] with simpler formulation.

(non-learnable) algorithm that simply recommends the most
popular items in the catalogue. Finally, two variants of our
proposed framework are used in the above empirical eval-
uation: (a) PF-GNN which enables personalized FL only
on feature encoding parameters {ϕi}pi=1 – Eq. (11); and (b)
PF-GNN+ which further enables personalized FL for the
structure encoding parameters {κi}pi=1 – Eq. (14).

5.5 RESULT OBSERVATIONS

Results in the Electronics category are reported in Fig. 3.
Repeated results in the same Electronics with standard devi-
ations are shown in Fig. 1 of Appendix 2. We include results
of Home and Kitchen category in Fig. 2 of Appendix 3. We
have following observations:

1. The results show that among the participating algorithms,
PF-GNN+ performs most robustly and produces the best
performance in all 12 market segments. Our other variant
PF-GNN produces the second-best performance, which is
substantially better than the other methods in 11/12 markets.
Our averaged results over multiple runs reported in Fig. 1
of Appendix 2 further confirms the improved performance
of PF-GNN+ and PF-GNN over baselines.

2. PF-GNN+ consistently outperforms PF-GNN. The dif-
ference between PF-GNN+ and PF-GNN is that PF-GNN
only exchanges ϕ while PF-GNN+ also exchanges the
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Figure 3: Comparison of the MRR@20 and NDCG@20 recommendation metric between our personalized federated
domain adaptation algorithms, including PF-GNN and PF-GNN+, and other baselines across different markets. To avoid
cluttering plots, we split the performance report of all baselines into smaller plots. On the top row, we report the MRR@20
of the baselines across the market segments. The first two plots on the top row collectively report the MRR@20 performance
of all participating algorithms in the first 6 segments while the next two plots report for the remaining 6 segments. For
ease of comparison, we put the (same) performance bars of F-GNN and Local GNN baselines in both plots as a frame of
reference for cross-plot comparison. We adopt the same plotting scheme for NDCG@20 in the bottom row.

graph structural information summary ξ. This demonstrates
the necessity of graph summarization and its communication
across market segments.

3. F-GNN is the best among all baselines (not including the
variants of our proposed algorithm) in most cases. These
results, therefore, support our hypotheses earlier that (a) a
federated learning solution is necessary to enable robust
domain adaptation; (b) federated GNNs, however are less
effective when local data distributions are substantially het-
erogeneous as shown in Fig. 4; and (c) optimizing explicitly
for the adaptability of the federated model often produced
superior performance, which is demonstrated in both cases:
with and without structure adaptation.

4. Siamese, SPE, and Local GNN generally achieves better
performance than other non-federated baselines. Among
these, Local GNN achieves more significant improvements
in low-resource markets, which indicates the advantage of
utilizing high-order information extracted from GNN for
I2I recommendation. In larger markets, however, Siamese
and SPE appear to perform better than Local GNN, sug-
gesting that for market segments with a large amount of
interactions, local sub-graph is insufficient to encode the
high-order interaction between items accurately. Local mod-
els, therefore, perform better by ignoring the graph structure
and instead learning the contrastive information from the
examples of pairwise item relationships, which are much
more abundantly available.

5.6 SENSITIVITY ANALYSIS

For empirical thoroughness, we also investigate the influ-
ence of our proposed GNN model parameters adaptation
and the graph summary adaptation on overall performance.
Due to limited space, we defer this to Appendix 6.

6 CONCLUSION

We studied the problem of personalized domain adapta-
tion on graph neural networks with decentralized item-
interaction graphs and item features across different mar-
kets. We obviate the need to centralize such data for domain
adaptation by incorporating recent advances in personalized
federated learning into GNNs, resulting in a personalized
federated GNN framework. The proposed framework is ca-
pable of simultaneously summarizing and assembling both
the structure embeddings of item-interaction graphs and the
combination weights of item features across markets into
a base model, which is optimized for its high adaptability
towards individual markets, resulting in highly effective
personalized GNN recommenders for new markets with
scarce data. Our work is the first that expands on this con-
nection between (non-graph) personalized FL and GNNs,
which achieves promising results on a realistic cross-market
item-to-item recommendation dataset.
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