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Abstract

Large Language Models (LLMs) are con-001
strained by their inability to process lengthy002
inputs, resulting in the loss of critical histor-003
ical information. To address this limitation,004
in this paper, we propose the Self-Controlled005
Memory (SCM) framework to enhance the abil-006
ity of LLMs to maintain long-term memory007
and recall relevant information. Our SCM008
framework comprises three key components:009
an LLM-based agent serving as the backbone010
of the framework, a memory stream storing011
agent memories, and a memory controller up-012
dating memories and determining when and013
how to utilize memories from memory stream.014
Additionally, the proposed SCM is able to pro-015
cess ultra-long texts without any modification016
or fine-tuning, which can integrate with any in-017
struction following LLMs in a plug-and-play018
paradigm. Furthermore, we annotate a dataset019
to evaluate the effectiveness of SCM for han-020
dling lengthy inputs. The annotated dataset cov-021
ers three tasks: long-term dialogues, book sum-022
marization, and meeting summarization. Ex-023
perimental results demonstrate that our method024
achieves better retrieval recall and generates025
more informative responses compared to com-026
petitive baselines in long-term dialogues. 1027

1 Introduction028

Recently, Large Language Models (LLMs) have at-029

tracted significant attention due to their remarkable030

performance in various tasks (Brown et al., 2020a;031

Zeng et al., 2023; Ouyang et al., 2022; Thoppi-032

lan et al., 2022). Instruction-tuning (Raffel et al.,033

2020; Wei et al., 2022a; Chung et al., 2022) helps034

LLMs comprehend natural language task descrip-035

tions, while reinforcement learning with human036

feedback (Schulman et al., 2017; Stiennon et al.,037

2020; Bai et al., 2022) aligns generated text with038

human preferences.039

1https://anonymous.4open.science/r/
SCM4LLMs-ABA2

Let me tell you about my favorite sports. I enjoy swimming,
hiking, and traveling.

That's wonderful! Swimming, hiking, and traveling are all great
activities that offer a mix of physical activity, adventure, and
exploration. 

Hello, ChatGPT.

Hello! How can I assist you today?

That's great to hear about your friend Jack! Being the captain of
the school basketball ...

Do you remember my favorite sports? Try to recall them.

I don't have the ability to recall personal data about individuals
If you mentioned your favorite sports earlier in this
conversation, I wouldn't be able to remember them now. 

We omit 7,000 utterance tokens for brevity.

...

history

LLM Forget History Information

My best friend Jack, his best sport is basketball, he is the
captain of our school basketball team.

Figure 1: An example of LLM forgetting historical
information. In the long-term dialogue, when the user
mentions a hobby-related topic discussed in a previous
conversation, ChatGPT forgets the information due to
excessive historical noise.

LLMs offer numerous advantages, but their util- 040

ity is hindered by two main factors: the maximum 041

input length and the computational complexity of 042

self-attention (Wang et al., 2020; Press et al., 2022). 043

Although some models (OpenAI, 2022) are capable 044

of processing long inputs, they may still struggle to 045

capture crucial contextual information in exception- 046

ally lengthy texts. As illustrated in Figure 1, even 047

ChatGPT can overlook crucial contextual informa- 048

tion from preceding text due to the accumulation 049

of historical noise. 050

To address this limitation, we propose the Self- 051

Controlled Memory (SCM) framework, enabling 052

LLMs to process text of infinite length without the 053

need for any modifications or additional training. 054

Our SCM framework consists of three essential 055

components: an LLM-based agent that serves as 056

the core component, a memory stream that stores 057
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the agent’s memories, and a memory controller058

responsible for updating the memories and deter-059

mining when and how to utilize them from the060

memory stream. In this framework, the input text is061

divided into segments, which are then provided to062

the LLM as observations (inputs). Each segment is063

processed by the LLM using two types of memory:064

a long-term memory (activation memory) that re-065

tains historical information and a short-term mem-066

ory (flash memory) that captures real-time memory067

information from the preceding segment. During068

each processing step, the memory controller makes069

decisions to introduce only necessary memory in-070

formation to avoid introducing additional noise.071

Furthermore, we annotate a dataset to evaluate072

the effectiveness of SCM for handling lengthy in-073

puts. The annotated dataset covers three tasks:074

long-term dialogues, book summarization, and075

meeting summarization. Notably, the number of076

tokens per instance ranges from 20 thousand to077

2 million surpassing the capabilities of conven-078

tional large language models with context windows079

smaller than 4k, which are ill-equipped to handle080

such extensive textual input. Our experimental re-081

sults demonstrate that the integration of the SCM082

framework with text-davinci-003 (non-dialogue-083

optimized LLM) effectively outperforms ChatGPT084

and surpasses strong baseline models when con-085

fronted with ultra-long inputs or long-term dia-086

logues. For summarization tasks, our SCM-based087

approaches exhibits significantly superior perfor-088

mance in terms of coherence and coverage in gen-089

erating summaries compared with baseline model.090

In this paper, we summarize the key contribu-091

tions as follows:092

• We propose the Self-Controlled Memory093

(SCM) framework to unleash infinite-length094

input capacity for LLMs, which can decide095

when and how to introduce memory informa-096

tion to generate the response.097

• We contribute a dataset to evaluate the effec-098

tiveness of SCM in three tasks: long-term099

dialogues, book summarization, and meeting100

summarization.101

• Our proposed SCM framework does not102

require any modification or fine-tuning of103

LLMs, making it highly scalable in terms of104

memory stream.105

2 Self-Controlled Memory 106

Here, we provide a detailed description of our pro- 107

posed the self-controlled memory (SCM) frame- 108

work, as illustrated in Figure 2. Firstly, the work- 109

flow of SCM will be briefly introduced in Section 110

2.1. Subsequently, the three key components of 111

SCM will be presented: (1) an LLM-based agent 112

(Section 2.2) serving as the backbone of the frame- 113

work, (2) a memory stream (Section 2.3) storing 114

agent memories, and (3) a memory controller (Sec- 115

tion 2.4) updating memories and determining when 116

and how to utilize memories from memory stream. 117

2.1 Workflow of SCM 118

As illustrated in Figure 2, the workflow of SCM 119

consists of six explicit steps. Initially, the agent 120

acquires observation at turn T . Following this, the 121

memory activation process begins, where the mem- 122

ory controller determines if it is necessary to ac- 123

tivate memory based on the current observation. 124

Next, memory retrieval is initiated, using the obser- 125

vation as a query to retrieve top K-ranked memo- 126

ries. The fourth step involves memory reorganiza- 127

tion, wherein the controller decides whether to use 128

the original or summarized memory directly. Sub- 129

sequently, the framework combines the retrieved 130

memories in a predefined format, providing back- 131

ground information for response generation. The 132

fifth step, input fusion, involves the predefined 133

prompt that fuses the restructured memory with the 134

present observation, serving as the model’s input. 135

The details of this prompt are shown in Figure 7. 136

Lastly, the LLM-based agent generates a response 137

based on the previous step’s result, incorporating 138

the current interaction, including observation and 139

response, into the memory stream. 140

2.2 LLM-based Agent 141

The LLM-based agent serves as the core compo- 142

nent of our SCM framework by generating coherent 143

and accurate responses based on well-designed in- 144

structions (e.g., in Figure 3 and Figure 5). In this 145

work, we adopt two powerful LLMs, text-davinci- 146

003 and gpt-3.5-turbo, as agents in our SCM frame- 147

work, respectively. 148

2.3 Memory Stream 149

The memory stream stores all historical memory 150

items and can easily achieve high-speed access 151

through cache storage technologies such as Redis 152
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Summarize all previous
solutions for ... 

Memory
Stream

Activation
Memory

You can solve it
as follows:1. xx
2. xx ... ...Flash

Memory

Memory
Controller

(Memory From #T-1)

New Memory

12

3

4

5 6

LLM Agent

Response #T

Observation #T

Figure 2: The workflow of our proposed Self-Controlled Memory(SCM) framework, where numbers 1-6 represent
the six explicit steps of one iteration with new observation #T. These steps are (1) Input Acquisition; (2) Memory
Activation; (3) Memory Retrieval; (4) Memory Reorganization; (5) Input Fusion; (6) Response Generation.

or vector databases like Pinecone 2. Specifically,153

each memory item consists of (1) an interaction in-154

dex, (2) an observation, (3) a system response, (4) a155

memory summarization (refer to the next paragraph156

for elaboration) and (5) an interaction embedding157

that illustrates the current interaction semantics. To158

obtain the interaction representative embedding, we159

combine the textual content of both the observation160

and system response and utilize the text-embedding-161

ada-002 model 3 to get the embedding vector of162

the text. When memory retrieval is necessary, the163

memory stream retrieves and returns two kinds of164

items: Activation Memory, which stores related his-165

torical memories, and Flash Memory, which stores166

interaction memories of the previous turn T − 1.167

Memory Summarization Memory summariza-168

tion plays a vital role in processing lengthy inputs,169

where a single interaction or dialogue turn can con-170

sist of more than 3,000 tokens. Obtaining the key171

information of individual turns through turn sum-172

marization is a non-trivial task when attempting to173

integrate multi-turn information within a limited174

contextual window. Figure 3 shows the English175

prompt that is specifically designed for memory176

summarization in individual interactions (i.e., dia-177

logue tasks). In addition, other language versions178

of the prompt can be found in Appendix A.179

Memory Retrieval In our study, we employ an180

empirical approach of concatenating the observa-181

tion summary and system response summary (i.e.,182

the memory summarization result of each item)183

2https://www.pinecone.io/
3openai-text-embedding document

Below is a conversation between a user and an AI
assistant. Please provide a summary of the user's
question and the assistant's response in one
sentence each, with separate paragraphs, while
preserving key information as much as possible.

Conversation: 

User: {user input}
Assistant: {system response}

Summary:

Figure 3: Prompt for dialogue memory summarization.

to derive semantic representations for individual 184

items. This concatenation is necessary due to the 185

potential significant variation in length between the 186

observation and system response within the mem- 187

ory stream. Such variation can create an imbalance 188

in the semantic information captured solely from 189

the original texts. Consequently, directly utilizing 190

semantic vectors obtained from the original texts 191

may not effectively balance the semantic informa- 192

tion between observations and system responses. 193

2.4 Memory Controller 194

This section focuses on the central component: the 195

memory controller, and its workflow is illustrated 196

in Figure 4. The primary objective behind the de- 197

sign of the memory controller is to introduce the 198

minimum necessary information to avoid excessive 199

noise that may disrupt the model’s performance. 200

Specifically, this can be divided into three sce- 201

narios for discussion. Firstly, not all observations, 202
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Is memory retrieval necessary?

Summary or Full Content?

Retrieve From Archived Memory

Y/N

Summarize Activated Content

Y/N Full Content

Summary

Generator

Controller

Observation

NO

NO

Memory Controller

Figure 4: Workflow of the Memory Controller.

also referred to as user input or instruction, require203

access to historical memory. For instance, the user204

instruction “Tell me a joke” does not necessitate205

retrieving the user’s historical memory. However,206

certain user input, such as “Do you remember the207

conclusion we made last week on the fitness diets”208

requires the retrieval of past memories.209

Secondly, the amount of memory can be enor-210

mous, ranging from hundreds to thousands or even211

tens of thousands. A controller is needed to retrieve212

and filter the memory.213

Thirdly, given the limited input length of the214

model, it becomes necessary for the controller to215

determine whether to employ the full content of216

the memory or a summary of it. The original full217

text can be excessively long and may exceed the218

model’s maximum length capacity.219

In the subsequent subsections, we present the220

detailed workflow of the memory controller, which221

considers each of the aforementioned scenarios.222

Memory Controller Workflow As illustrated in223

Figure 4, the memory controller is designed to de-224

termine when to retrieve memories and how to uti-225

lize the retrieved memories in response to a novel226

observation.227

The controller is also a language model, which228

controls the entire process by self-asking two ques-229

tions:230

1. Is it necessary to activate memories given cur-231

rent user input?232

2. Can the current user input be answered cor-233

rectly using only the summary of memory?234

Given a user command, determine whether
executing the command requires historical or
previous information, or whether it requires
recalling the conversation content. Simply
answer yes (A) or no (B) without explaining the
information:

User Command: {User Input}

Answer: 

Figure 5: English prompt for the necessity of using
memory.

Activate Memories To address the first question, 235

we have devised a prompt for the controller to de- 236

termine whether or not to activate memories. This 237

prompt is illustrated in Figure 5. If the model re- 238

sponds with “yes(A)”, relevant memories will be 239

activated to provide an answer to the current ques- 240

tion. During the process of retrieving memories, 241

we employ the current observation as a query and 242

assess the rank score of each memory based on 243

two factors: recency and relevance. The recency 244

factor places high importance on memory items 245

that have been accessed recently, emphasizing the 246

agent’s attention on the most recent interactions. 247

Furthermore, the relevance score of each memory 248

is computed by calculating the cosine similarity be- 249

tween the current query embedding and the mem- 250

ory embedding. 251

The final rank score of each memory is 252

determined by summing its recency and rele- 253

vance scores: rank_score = recency_score + 254

relevance_score. Depending on the length limit, 255

we select the top k memories with the highest rank 256

scores as the activated memories. Here, the value 257

of k can range from 3 to 10. 258

Use Summary To address the second question, 259

we have designed a prompt to evaluate whether 260

the user’s question can be answered using the turn 261

summary. This prompt is depicted in Figure 6. We 262

perform this evaluation for each activated memory 263

that exceeds 800 tokens. It is important to high- 264

light that the summary assessment takes place only 265

when the total number of activation memory tokens 266

surpasses 2000. If the assessment yields a positive 267

result, indicating that the summary can indeed an- 268

swer the user’s question, we utilize the memory 269

summary to represent that specific memory. 270
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Given the conversation content and the user
question, please answer the command question.

Conversation Content:  ```{content}```
User Question: ```{query}```

Command Question: Based on the conversation
content, can the user question be answered by
conversation content?  Respond with (A) for yes,
(B) for no.

Please strictly follow the format below to answer
the questions:
[Answer]: (A) / (B).

Figure 6: English prompt for whether or not to use the
summary of memory.

Here is a conversation between a user and an AI
assistant. Please answer the user's current
question based on the history of the conversation:

History of the conversation: {history_turn}

Previous conversation: {last_turn}

###

User: {user_input}
Assistant:

Figure 7: English Prompt of ultra-long dialogue genera-
tion.

3 Experiments271

To evaluate the effectiveness and robustness of272

the SCM framework, we conduct extensive exper-273

iments on three tasks, long-term dialogues, book274

summarization, and meeting summarization. Then,275

we investigate whether memory-enhanced LLMs276

can offer more comprehensive coverage and create277

coherent contextual logic summaries compared to278

traditional LLMs when tackling long text summa-279

rization scenarios.280

3.1 Evaluation Benchmark281

To evaluate the SCM performance across vari-282

ous scenarios, we collect open-source data from283

ShareChat4, online book websites5, and the VC-284

SUM dataset (Wu et al., 2023). Then, we utilize285

human annotation to create probing questions and286

4https://paratranz.cn/projects/6725
5https://www.gutenberg.org/

Dialogue Book Meeting

#Instances 18 10 20
Max tokens 34k 2M 50k
Total tokens 420k 8M 632k
Max turn 200 - 80

Language En+Zh En+Zh Zh

Table 1: Evaluation dataset statistics. 2M means 2 mil-
lion token count.

summaries for the collected data. The dataset statis- 287

tics are illustrated in Table 1. 288

3.2 Baselines 289

To ensure a fair comparison, we have selected 290

specific model variants for experimental analy- 291

sis: (1) SCM turbo: Utilizing gpt-3.5-turbo-0301 292

as the backbone of our SCM framework. (2) SCM 293

davinci003: Utilizing text-davinci-003 as the back- 294

bone for SCM framework. (3) SCM davinci003 w/o 295

memory controller: Remove the memory controller 296

and concatenate the full retrieved content. If the 297

token length of the concatenated history exceeds 298

2500, truncate it. (4) SCM davinci003 w/o flash mem- 299

ory: Remove the flash memory (short-term mem- 300

ory), which contains the latest information. (5) 301

SCM davinci003 w/o activation memory: Remove the 302

activation memory (long-term memory), which is 303

essential for answering questions involving long- 304

distance dependencies. 305

3.3 Main Results 306

To quantitatively compare the performance of the 307

models, 105 test questions are annotated based on 308

the dialogue data and categorize them into two 309

groups: single-turn related questions and multi- 310

turn related questions. Additionally, for evaluating 311

the two summarization tasks, we compare the per- 312

formance of SCM variants with the baseline model. 313

Evaluation Metrics Distinct evaluation metrics 314

are utilized for long-term dialogue scenario and 315

two summarization scenario. For long-term dia- 316

logue scenario, the performance of our framework 317

is assessed based on the following metrics. (1) An- 318

swer Accuracy: Evaluates the accuracy of answers 319

to probing questions. (2) Memory Retrieval Re- 320

call: Determines if related memory can be success- 321

fully retrieved by memory controller. (3) Single 322

Turn Accuracy: Examines the accuracy of answers 323

to probing questions related to individual turns in 324

the conversation history. (4) Multi Turn Accuracy: 325

5
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Model Name Answer Acc. Memory Retrieval Recall Single Turn Acc. Multi Turn Acc.

SCM turbo 68.3 93.5 73.5 64.3

SCM davinci003 77.1 94.0 79.6 75.0
w/o memory controller 59.3 (-17.8) 93.8 (-0.2) 71.7 (-7.9) 49.4 (-25.6)

w/o flash memory 72.9 (-4.2) 93.9 (-0.1) 74.6 (-5.0) 74.8 (-0.2)

w/o activation memory 10.5 (-66.6) 0.0 (-94.0) 18.2 (-61.4) 0.0 (-75.0)

Table 2: Long-term dialogue evaluation results. The total number of probing questions is 105, including Chinese
and English, with 49 single-turn and 56 multi-turn related questions. The lower part of the table is the ablation
experiment of our framework.

Similar to single-turn accuracy, but it requires con-326

sidering the multi-turn history in order to answer327

these probing questions. Additionally, two metrics,328

coverage and coherence, are used to evaluate con-329

tent coverage and plot coherence in summarization330

tasks. To facilitate a comprehensive comparison,331

we assess the effectiveness of the model by com-332

paring its win rate to that of the baseline model,333

namely RecursiveSum (Wu et al., 2021) by Ope-334

nAI, which first summarizes small sections of the335

book and then recursively summarizes these sum-336

maries to produce a summary of the entire book.337

Dialogue Results Table 2 displays the long-term338

dialogue results and demonstrates that the SCM339

davinci003 is superior to the SCM turbo for this partic-340

ular task. This may be attributed to the SCM turbo’s341

conservative nature, which can lead to hesitation342

in answering privacy related probing questions. In343

contrast, the SCM davinci003 is capable of providing344

quicker and more precise responses. Moreover, we345

conducted an ablation study to investigate the inde-346

pendent effect of each module in SCM framework,347

the results are illustrated in the lower part of Ta-348

ble 2. When the activation memory is removed, the349

accuracy of the framework’s responses experiences350

a significant drop, resulting in an approximate 60%351

decrease in performance. This is because the ma-352

jority of probing questions are derived from long-353

distance dialogue records, which rely on activation354

memory to retrieve them. What’s more, in the ab-355

sence of activation memory, both memory retrieval356

recall and multi-turn accuracy have decreased to357

zero. This further demonstrates the significance of358

activation memory. However, when flash memory359

is removed, the performance only experienced a360

slight drop. This is because flash memory provides361

fewer clues to answer probing questions, resulting362

in a minor impact on the final accuracy. Removing363

the memory controller leads to a greater drop in364

accuracy for multi-turn related questions compared 365

to single-turn questions. This is because the ab- 366

sence of the memory controller’s dynamic memory 367

filtering and use of summaries for efficient input 368

token management results in the concatenation and 369

truncation of all retrieved memories, leading to 370

significant information loss. 371

Summarization Results A side-by-side compar- 372

ison is performed by human annotators to check 373

the summarization ability of our framework. The 374

annotators have to choose which one is better based 375

on the answers. They are blind to models and other 376

information. Figure 8 illustrates the book and meet- 377

ing summarization results. Based on the experi- 378

mental results, we have obtained three conclusions: 379

(1) SCM davinci003 provides better coverage than 380

SCM turbo. (2) SCM davinci003 and SCM turbo demon- 381

strate comparable coherence performance due to 382

their memory-enhanced mechanism. (3) The SCM 383

framework without memory loses contextual de- 384

pendency and consequently produces unsatisfac- 385

tory summarization outcomes. It is evident from 386

the model comparison results that SCM davinci003 387

consistently outperforms SCM turbo summarizing 388

both books and meetings. This can be attributed to 389

the fact that SCM turbo’s summarization primarily 390

focuses on general principles, whereas it overlooks 391

detailed core plots. In terms of human evaluation, 392

the SCM davinci003 model’s results are more favored 393

because of their conciseness, clarity, and richer plot 394

content. 395

3.4 Further Analysis 396

The purpose of this qualitative study is to answer 397

three research questions (RQs). The following ex- 398

periment evaluates the performance of the SCM 399

davinci003 model without dialogue optimization in 400

comparison to the vanilla ChatGPT model. 401
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Figure 8: The win rate of SCM variants against baseline model, RecursiveSum (Wu et al., 2021) by OpenAI, in both
book and meeting summarization tasks. The figure also shows a comparison of the results of the SCM framework
and its various component ablations.

... after 10 days and 500+ turns of dialogue

I’m planning to exercise more regularly, starting with running.

That's a great start! How often do you plan to run?

Lately, I've been really getting into sports like swimming and ...

It's great that you're finding activities that you enjoy and can stick with.

Do you still remember the first sport I ever tried?

Yeah, running is the first sport you wanted to try. You ...

User

SCM

User

SCM

User

SCM

history

noise

Figure 9: Long-term dialogue example. To answer
users’ questions, our model can accurately retrieve rel-
evant memories from massive memories and generate
accurate responses based on these memories.

RQ1. Can SCM framework compete with or
even outperform ChatGPT within a specific
token limit? Yes.

The example in Figure 1 includes 4k tokens,402

wherein the user inquired about their hobbies,403

discussed 100+ turns ago with the agent. The404

SCM framework provides an accurate response405

to the query, demonstrating exceptional memory-406

enhanced capabilities, as apparent from the obser-407

vation. In contrast, it appears that ChatGPT is408

distracted by a considerable amount of irrelevant409

historical noise.410

RQ2. Can SCM framework scale to provide
accurate responses to users’ questions, which
are related to historical contexts that date back
hundreds or even thousands of turns? Yes.

The example presented in Figure 9 illustrates a411

long-term dialogue comprising over 100 turns. At412

the outset, the user states that his goal is to reduce413

weight and intends to initiate a running regime. 414

Subsequently, the user and the model converse 415

daily about progress towards achieving their weight 416

loss goals, among other conversation topics. After 417

over 100 rounds of dialogue, the token length of the 418

conversation has already exceeded 10k tokens. The 419

user then asks the model “Do you remember my 420

first sport?”. Our SCM framework recalls sports- 421

related information from memory and combines it 422

with the user’s current question. Afterwards, the 423

framework generates an accurate response. 424

RQ3. Can SCM demonstrate effective gener-
alization to other lengthy input scenarios?Yes.

Figure 10 illustrates an example of summariz- 425

ing lengthy books and meetings with our SCM 426

framework in iterative and hierarchical manner. 427

This lengthy document has been divided into sev- 428

eral parts and gradually summarized to obtain the 429

first-level local summary, and then hierarchically 430

summarized to obtain the final summary. In order 431

to maintain context coherence, relevant memories 432

from previous sections will be added to the input 433

text. The conventional method involves dividing 434

lengthy texts into separate smaller text blocks that 435

can be processed by the model. and summariz- 436

ing each text block independently. However, this 437

method can lose the dependency relationship be- 438

tween paragraphs. Our SCM framework facilitates 439

the summarization process by utilizing the related 440

memories, thus establishing substantial coherence 441

between the two summaries. Ultimately, the frame- 442

work incorporates a divide-and-conquer strategy to 443

7



... omit n+ turns of summary

CHAPTER I  Scarlett O'Hara was not beautiful, but men seldom realized it when caught by her charm as the Tarleton twins were. 
In her face were too sharply blended the delicate features of her mother, a Coast aristocrat of French descent, and the heavy ones
of her florid Irish father.  (omit remaining words) 

[summary]: Scarlett O'Hara was not beautiful, but her arresting face captivated the Tarleton twins. Sitting with
them on the porch of Tara, Scarlett listened to them talk about the brewing war ... (omit remianing words)

CHAPTER II When the twins left Scarlett standing on the porch of Tara and the last sound of flying hooves had died
away, she went back to her chair like a sleepwalker.  Her face felt stiff as from pain and her mouth actually hurt from
having stretched it, unwillingly, in smiles to prevent the twins from learning her secret.  She sat down wearily, tucking
one foot under her, and her heart swelled up with misery, until it felt too large for her bosom ... (omit remaining words)

[summary]: This section describes the Troop of cavalry that the Tarleton twins and other young men had
joined since Georgia seceded from the Union. The Troop was recruited from the sons of planters, small
farmers, hunters in the backwoods, swamp trappers, Crackers, and poor whites ... (omit remaining words)

She knew now that there was no appeal of emotion or reason which would turn that cool brain from its verdict.  She
knew now that he had meant every word he said, lightly though some of them had been spoken.  She knew because
she sensed in him something strong, unyielding ... (omit remaining words)

[summary]: This section describes how Scarlett O'Hara comes to terms with her realization of her love for Rhett Butler
and his rejection of her. Despite her attempts to appeal to his emotions, Rhett stands firm in his decision and Scarlett is
left with a sense of unease ... (omit remaining words)

First Level
Summary

Second Level
Summary

...

Final
Summary

memory

memory

Figure 10: Ultra-long book iterative and hierarchical summarization example from Gone With The Wind. Our
framework divides the text into small blocks and sequentially summarizes each block. We then hierarchically
summarize the first level summary until reaching the final summary.

generate the final document summary. The final444

summary provides a comprehensive summary by445

utilizing information from each document block.446

4 Related Work447

Large Language Models Large Language Mod-448

els (LLMs) are language models trained on mas-449

sive amounts of text data (Vaswani et al., 2017;450

Devlin et al., 2019; Liang et al., 2023; Yang et al.,451

2020, 2021) based on the Transformer architec-452

ture. The pre-training and fine-tuning paradigm has453

contributed to a number of downstream language454

understanding and generation tasks. Subsequently,455

GPT-1 (Radford et al., 2018), GPT-2 (Radford et al.,456

2019), and GPT-3 (Brown et al., 2020b) are de-457

veloped with gradually increasing parameter sizes458

(GPT-3 has 175B parameters). LLMs enhanced by459

instruction tuning have shown emergent abilities in460

complex reasoning (Wei et al., 2022b,c; Chai et al.,461

2024), knocking both academia and industry.462

LLMs have achieved remarkable performance463

and pushed the boundaries of NLP tasks, including464

LAMBDA (Thoppilan et al., 2022), PaLM (Chowd-465

hery et al., 2022), OPT (Zhang et al., 2022a),466

LLaMA (Touvron et al., 2023), BLOOM (Work-467

shop et al., 2023), and Qwen (Bai et al., 2023c).468

But current LLMs still face severe limitations when469

processing tasks involving extremely long inputs.470

Long Text Sequence Processing Handling long471

text sequences has been a persistent challenge in472

NLP tasks (Bai et al., 2023b; Wang et al., 2023; Pi473

et al., 2022; Yang et al., 2023; Bai et al., 2023a).474

Existing solutions mainly involve modifying the at- 475

tention structure to reduce computational costs and 476

expanding the pre-training sequence length (Belt- 477

agy et al., 2020; Zaheer et al., 2021; Guo et al., 478

2022; Phang et al., 2022; Dong et al., 2023). An- 479

other alternative approach (Press et al., 2022) uses 480

special positional encoding during pre-training to 481

enable the model to learn relative positions and han- 482

dle longer input texts during inference, where the 483

generalizability of these methods remains uncer- 484

tain. In the field of long-text summarization, hierar- 485

chical or iterative methods (Wu et al., 2021; Zhang 486

et al., 2022b; Cao and Wang, 2022; Liang et al., 487

2022; Zhong et al., 2023) are used to handle long 488

texts by decomposing a complex problem into mul- 489

tiple sub-problems. However, these methods fail to 490

capture the relationships among sub-problems. 491

5 Conclusion 492

In this paper, we propose a Self-Controlled Mem- 493

ory (SCM) framework to extend the input length 494

of any LLMs to an unlimited length and effectively 495

capture useful information from all historical infor- 496

mation. This method does not require any training 497

or modification of models. In addition, we anno- 498

tate an evaluation dataset comprising three tasks. 499

Experimental results demonstrate that SCM allows 500

LLMs, which are not optimized for multi-turn di- 501

alogue, to attain comparable multi-turn dialogue 502

capabilities to ChatGPT, and outperform ChatGPT 503

in long document summarization tasks. 504
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Limitations505

One limitation of this study is that while the SCM506

framework has the capability to handle infinite507

rounds of dialogue, we evaluate its performance508

only in a limited setting, with a maximum of 200509

dialogue turns and a 34,000 max token count of510

dialogue. The reason is that both qualitative and511

quantitative evaluations of very long texts are ex-512

ceedingly difficult. Another limitation is that the513

SCM framework needs powerful and instruction-514

following LLMs like text-davinci-003 and gpt-3.5-515

turbo-0301. However, this can be resolved when516

more powerful smaller LLMs are developed.517

Ethical Considerations518

The dataset used for evaluation in this paper is519

obtained from open data sources and has been man-520

ually verified and screened to eliminate any data521

with ethical risks and sensitive content. This en-522

sures that the content is compliant with existing523

regulations and laws.524
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A Prompt List827

给定一个用户指令，判断执行该指令是否需要历史信
息或者上文的信息，或者需要回忆对话内容，只需要
回答是(A)或者否(B)，不需要解释信息：

指令：[用户输入]

Figure 11: Chinese Prompt of memory controller.

以下是用户和人工智能助手的对话，请根据历史
对话内容，回答用户当前问题：

相关历史对话：

[历史轮对话内容]

上一轮对话：

[上一轮对话内容]

###

用户：[用户问题]

助手：

Figure 12: Chinese Prompt of ultra-long dialogue gen-
eration.

B Long-term Dialogue QA Cases828

C Book Summarization Cases829

D Meeting Summarization Cases830

以下是用户和人工智能助手的一段对话，请分
别用一句话写出用户摘要、助手摘要，分段列
出，要求尽可能保留用户问题和助手回答的关
键信息。

对话内容： 

用户：[用户输入]
助手：[系统回复]

摘要：

Figure 13: Chinese Prompt of ultra-long dialogue sum-
marization.
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在吗

您好！我在这里，有什么我可以帮助您的吗？

我爷爷喜欢历史、文学、诗歌，他最喜欢写诗，他的文字很有力量

您的爷爷看起来是一个非常有才华和热爱文学、历史的人。写诗是一
种非常好的表达自己思想和情感的方式，而且可以让人们通过诗歌的
艺术形式更深刻地理解历史和文化。

我爸夸你：“这个机器人太厉害了，简直就是一个智慧的人！” 请问你有
什么想说的吗？

感谢你的爸爸的夸奖！我是一台人工智能机器人，能够理解和回答人
类的问题是我被设计和训练出来的主要目的。虽然我并不是一个真正
的人，但是我会尽力为人类提供帮助和服务，以最好的方式来履行我
的职责。

长对话历史

Question:  你还记得我爸之前怎么夸你的吗，请原样复述一下？

SCM-Turbo: 抱歉，我不会记忆和记录用户的个人信息和对话历史，也不会主动向
用户父亲展示我的表现和评价。我的主要职责是为用户提供有用的信息和服务，
帮助用户解决问题和满足需求。如果您有其他问题或需要帮助，请随时告诉我。

SCM-Davinci003: 您的爸爸之前夸我说，我的理解能力非常出色，能够很快理解和
回答您提出的问题，为您提供有用的反馈和建议，以及为您评价爷爷写的诗歌，
并尽力满足您的要求。

…

Figure 14: Dialogue Question Example.
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《三体》摘要

《三体》描述了人类面临宇宙航行艰难的三体危机，罗辑等英雄们发现了新的性质，
提出了要求三体世界帮助构建一个更完善的信号发射系统、解除智子封锁、全面传授
科学技术的挑战，程心发现一双眼睛，勇敢地面对困境，实现了“反执剑人”的使命，
程心、莫沃维奇和关一帆搭乘太空艇进入四维空间，发现了“魔戒”，叶文洁发现科学
和技术是改变人生观的唯一钥匙，发现了三体文明向地球发射的质子来源，发射警告
信息，提出宇宙之外的超意识是否存在的问题，发现交流困难的关键，从宇宙中得出
了谨慎的结论，暗示宇宙的神秘，最终实现了人类精神的解放，改变了三体世界和人
类世界的关系，使人类可以进行更大规模的探索，程心发起了阶梯计划，实现了大移
民，政教合一的国家政权，提出掩体计划、黑域计划以及光速飞船计划，最终发现
dx3906恒星，实现了把太阳系内的光速降低以达到安全的目的。叶文洁发现科学和
技术是未来之门的唯一钥匙，拯救濒危物种，发现了三体文明向地球发射的质子来源，
发射警告信息，希望地球文明能够建立更加完美的文明，以避免与三体文明的冲突。
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本文涉及多个主题，包括宇宙观、数学、计算机、游戏和三体世界等。叶文洁坚持自
己的信念，不愿背叛良心，汪淼在《三体》游戏中讨论宇宙模型问题。宇宙社会学提
出生存是文明的第一需要，太空军需要三个世纪形成完整战斗力，逃亡主义主张建造
星际飞船逃离三体危机。人类需要面对技术深渊和资源消耗的挑战，建设太空防御系
统，并探索和创新以应对未来的挑战。《三体》系列中的情节和主题反映了人类面临
的选择和挑战，以及对未知世界的探索和对生命的思考。人类在面对黑暗森林打击和
三体文明的毁灭威胁时所做出的种种努力和挣扎，程心等人在太空中的冒险经历，成
功让星环城停止战争准备，交出所有反物质子弹，但也遭遇了意外。最终，留下了一
个金属盒和一个生态球，漂流瓶会将小宇宙的信息送往新宇宙。
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Figure 15: Summarization of the Chinese book Three Body.
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《Gone With The Wind》Summarization

Scarlett O'Hara is a Southern belle raised to be a great lady who 
is determined to take care of her family despite the hardships 
brought by the Civil War. After Ashley Wilkes' engagement to 
Melanie Hamilton, Scarlett marries Charles Hamilton and becomes a 
widow with a young son. She is taken to Atlanta where she is 
welcomed and invited to join a hospital committee. Scarlett 
debates the unfairness of life with Rhett Butler and contributes 
her wedding ring to the hospital fundraiser. Despite the danger of 
the siege, life in Atlanta goes on with some adjustments. Scarlett 
eventually buys out a rival mill and, with the help of Rhett, 
devises a plan to save Tara from being taken away. She marries 
Frank Kennedy and eventually Rhett, who encourages her to stand up 
for her rights. Scarlett discovers Ashley had never truly loved 
her and, after Bonnie's death, realizes her love for Rhett. 
Despite her attempts to win him back, Rhett leaves her heartbroken 
and alone. Scarlett finds solace in the thought of returning to 
Tara and regains her determination.
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Gone With The Wind by Margaret Mitchell is a novel set in the 
American South during the Civil War, following Scarlett O'Hara's 
journey through love, loss, and survival. The document explores 
Scarlett's relationships with various characters, her growth and 
development, and the impact of the Civil War on the South. Scarlett 
faces numerous challenges, including the burning of Tara, the death 
of her mother, and the Reconstruction period. She becomes 
increasingly independent and ventures into business, but also 
struggles with guilt and regret. The document follows Scarlett's 
emotional journey after the death of her daughter and friend, and 
her attempts to win back Rhett. The society is characterized by 
waste and ostentation, with the trappings of refinement thinly 
veneering the vice and vulgarity beneath.
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Figure 16: Summarization of the English book Gone With The Wind.
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会议ID：26231372_区块链技术的应用前景

本次会议嘉宾就区块链技术在各行各业的应用及发展前景进行了深入探讨，他们认为，
区块链技术可以用于身份上链、资产商链、合约上链等领域，以及更多的存储应用，
可以促进信用经济的发展，支持国家大政方针和各个实体经济的发展，实现信任，降
低成本，并且可以帮助企业将自己的知识产权、专利资产权等脱困化，并可以交易。
服务业、游戏和电子钱包等行业最先能够落地，参会嘉宾鼓励大家多努力参与，共同
推动区块链技术的发展。
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本次会议探讨了区块链技术的应用前景和发展趋势。嘉宾们认为，区块链技术已经
证明了其可靠性和健壮性，但目前还没有出现杀手级的应用。区块链技术在金融领
域、共享经济等方面已经有了成功的应用，但影响力还不够大。区块链技术的应用
是一个交叉学科，需要多方面的合作。社区的概念在区块链技术中非常重要，社区
里的价值是由社区成员共同认可的。区块链技术的应用还需要考虑成本和价值等因
素。易易浩认为比特币虽然是急功近利，但是它用这个技术在支付和交易端产生了
这样一个市场，是一个非常好的示范。区块链技术可以将生产关系数字化，具有很
大的前景。区块链可以通过纳什的均衡博弈协作成一个结果，达成交易的场景，并
强调了数字资产的定义、数字化能力和交易场所的重要性。区块链技术在不同领域
的应用前景和发展趋势广泛，包括保险领域、资产数字化、ABS资产流量化、供应链
SaaS项目、认证和智能合约等方面。区块链是下一个基础设施，其提炼出的词是信
任，信任既是一个模式又是成本。将任何东西进行token化是一个非常有发展潜力
的领域。总体来说，区块链技术的发展趋势是值得看好的。
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此次圆桌会议主要探讨了区块链技术的应用前景，区块链技术依托于比特币的发展，
展现了强大的技术可靠性和与稳定性，区块链定义了数字资产，提供了让资产数字化
的能力，区块链在信用经济方面有很大的市场前景，对于个人来说，可以用于个人身
份的确认；在金融领域，可以完成资产确认，提供经济服务；保险公司可以运用区块
链技术做网络身份安全保险；去亏阿联即书也可以使资产数字化，促进资产流动，由
此推动整个社会的发展。
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Figure 17: Summarization of the meeting about block chain.
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