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ABSTRACT

Adversarial training (AT) is an effective defense for large language models
(LLMs) against jailbreak attacks, but performing AT on LLMs is costly. To
improve the efficiency of AT for LLMs, recent studies propose continuous AT
(CAT) that searches for adversarial inputs within the continuous embedding space
of LLMs during AT. While CAT has achieved empirical success, its underlying
mechanism, i.e., why adversarial perturbations in the embedding space can help
LLMs defend against jailbreak prompts synthesized in the input token space, re-
mains unknown. This paper presents the first theoretical analysis of CAT on LLMs
based on in-context learning (ICL) theory. For linear transformers trained with
adversarial examples from the embedding space on in-context linear regression
tasks, we prove a robust generalization bound that has a negative correlation with
the perturbation radius in the embedding space. This clearly explains why CAT
can defend against jailbreak prompts from the LLM’s token space. Further, the
robust bound shows that the robustness of an adversarially trained LLM is closely
related to the singular values of its embedding matrix. Based on this, we propose
to improve LLM CAT by introducing an additional regularization term, which
depends on singular values of the LLM’s embedding matrix, into the objective
function of CAT. Experiments on real-world LLMs demonstrate that our method
can help LLMs achieve a better jailbreak robustness-utility tradeoff.

1 INTRODUCTION

While large language models (LLMs) are increasingly adopted in various real-world applications,
their safety is found to be compromised by jailbreak attacks (Wei et al., 2023). By feeding jailbreak
prompts, which are specially constructed harmful instructions, one can “jailbreak” safety-aligned
targeted LLMs to induce harmful behaviors in them. To ensure the robustness of LLMs against
jailbreak attacks, one of the most effective defenses is adversarial training (AT) (Mazeika et al.,
2024; Fu et al., 2025), which trains LLMs on synthesized jailbreak prompts to help them better
recognize and refuse these harmful inputs. However, the synthesis of jailbreak prompts during AT
usually requires solving discrete optimization problems and is thus computation-consuming (Zou
et al., 2023; Chao et al., 2023), which restricts the use of AT for LLMs in practice.

To improve the efficiency of AT for LLMs, recent studies introduce continuous AT (CAT) (Xhonneux
et al., 2024; Sheshadri et al., 2024; Arditi et al., 2024; Dékány et al., 2025), which performs AT
on LLMs with adversarial inputs synthesized in the LLMs’ continuous token embedding space.
Compared with the vanilla AT for LLMs, CAT can use projected gradient descent (PGD; Madry
et al. 2018) to search for adversarial examples in the embedding space, which is significantly faster
than that in vanilla AT where one needs to perform a heuristic search to find jailbreak prompts in
the input token space. However, despite the empirical success of CAT, the reason behind it is still
unknown. In fact, the training data in CAT and vanilla LLM AT are very different from each other:
data in CAT are sequences of embedding vectors, while data in vanilla AT are sequences of token
indices. This raises the following research question:

Why can adversarial perturbations in the embedding space help LLMs learn to
defend against jailbreak prompts from the original input token space?
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In light of recent advances in understanding LLM jailbreak robustness via in-context learning (ICL)
theory (Fu et al., 2025; Kumano et al., 2025; Anwar et al., 2025), this paper presents the first theoret-
ical analysis of LLM CAT, also based on ICL theory. We rigorously study how AT helps improve the
robustness of linear transformers trained on linear regression tasks against in-context suffix adversar-
ial attacks. To simulate the embedding space adversarial perturbation process in CAT, we introduce
an additional trainable embedding matrix into linear transformers and perform adversarial perturba-
tions on ICL input embeddings obtained from this embedding matrix, rather than on the vanilla ICL
inputs. Under our new ICL embedding AT theoretical framework, we prove a robust generalization
upper bound for linear transformers trained via ICL embedding AT. This robust bound has a neg-
ative correlation with the embedding space adversarial perturbation radius during ICL embedding
AT, which clearly explains why adversarial perturbations in the embedding space can help LLMs
defend against jailbreak prompts from the original input space.

Besides, our robust generalization upper bound is closely related to the singular values of the embed-
ding matrix in linear transformers. Specifically, it suggests that an adversarially trained linear trans-
former with an embedding matrix that has “not too large nor too small singular values” would
enjoy a small robust upper bound and thus strong adversarial robustness. Based on this finding,
we further propose Embedding Regularized Continuous AT (ER-CAT), a new LLM AT approach
improved from CAT by introducing the variance of the embedding matrix singular values as an ad-
ditional regularization term into the objective function of the original CAT. The motivation behind
this is to simultaneously reduce large singular values and increase small singular values, thereby
helping to improve the jailbreak robustness of LLMs according to our proven theory. To verify the
effectiveness of ER-CAT, we conducted experiments on six real-world LLMs and six common jail-
break attacks. Results show that compared with the original CAT method, ER-CAT can help LLMs
achieve a better jailbreak robustness-utility tradeoff.

2 RELATED WORKS

Jailbreak attacks. Jailbreak prompts (Wei et al., 2023) are a kind of carefully crafted adversarial
example (Szegedy et al., 2014; Goodfellow et al., 2015) that can induce targeted unsafe behaviors
from LLMs. Existing jailbreak attacks include token-level attacks and prompt-level attacks. Token-
level attacks synthesize jailbreak prompts via modifying/inserting tokens in prompts with different
heuristic methods (Zou et al., 2023; Sadasivan et al., 2024; Hayase et al., 2024; Zhu et al., 2024;
Paulus et al., 2025; Jin et al., 2024; Liao & Sun, 2024; Andriushchenko et al., 2025), while prompt-
level attacks use prompts crafted by humans (Wei et al., 2023; Li et al., 2023; Shen et al., 2024) or
LLM-based agents (Chao et al., 2023; Liu et al., 2024b;a; Sabbaghi et al., 2025) to jailbreak LLMs.
Though the synthesis of jailbreak prompts in token-level attacks and prompt-level attacks is different
from each other, CAT has been shown to be able to defend against both types of these attacks.

LLMs adversarial training (AT). To tackle jailbreak attacks, an effective method is to align LLMs
via AT (Madry et al., 2018) to help them better recognize and refuse harmful inputs. A standard LLM
AT aims to solve a minimax problem that minimizes the training loss on most adversarial jailbreak
prompts (Mazeika et al., 2024). However, searching for jailbreak prompts in the discrete token space
of LLMs is resource-intensive, limiting the broader application of LLM AT. More recent studies
propose continuous AT (CAT) for LLMs, in which adversarial examples are embedding vectors
obtained from adversarially perturbing token embeddings of the original prompts (Xhonneux et al.,
2024; Casper et al., 2024; Sheshadri et al., 2024; Yu et al., 2025). Such a perturbation process
can be efficiently performed with gradient-based optimizations, which thus significantly reduces the
computational burden of LLM AT. Dékány et al. (2025) adopt both jailbreak prompts and perturbed
prompt embeddings as adversarial examples to further improve the performance of LLM AT.

In-context learning (ICL) theory. ICL theory aims to understand how transformer-based LLMs
can make decisions for different task-specific sequential context inputs (i.e., ”prompts”) without
adjusting model parameters. Existing ICL works have proven that one can construct explicit trans-
formers layer by layer to mimic the process of learning a variety of function classes (Garg et al.,
2022; Von Oswald et al., 2023; Ahn et al., 2023; Chen et al., 2024; Wang et al., 2024; Mahankali
et al., 2024; Li et al., 2025). Efforts have also been made to analyze how one-layer transformers
can learn ICL prediction abilities from massive task-specific contextual data (Lu et al., 2024; Magen
et al., 2024; Frei & Vardi, 2025; Shi et al., 2024; Zhang et al., 2024; Yang et al., 2024b; Huang et al.,
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2023; Wu et al., 2024; Lin et al., 2024; Lu et al., 2025). More recent studies have leveraged ICL
theory to analyze the adversarial robustness of LLMs. Anwar et al. (2025) find that by only per-
turbing a single in-context sample in the entire real space, one can manipulate the ICL prediction of
transformers to arbitrary results. Fu et al. (2025) study AT of ICL models under more restricted and
realistic ICL adversarial attacks, where each ICL sample can only be perturbed within a restricted
space. They prove that AT on contextual data with a very small number of perturbed in-context sam-
ples can already help trained transformers achieve strong robustness. Kumano et al. (2025) show
that adversarially pretrained transformers focus more on robust features (Ilyas et al., 2019) and thus
can generalize to downstream tasks robustly without additional AT. Our analysis mainly stems from
Fu et al. (2025), with the goal of explaining the robust generalization ability of continuous AT.

3 PRELIMINARIES

Large language models (LLMs). An LLM is a function that maps sequential inputs to sequential
outputs based on a parameterized distribution pθ. Let x ∈ V |x| be an input prompt of length |x|,
where V := {1, · · · , |V|} is the token space. The probability that the LLM generates a response
y ∈ V |y| of length |y| is: pθ(y|x) =

∏|y|
i=1 pθ(yi|x⊕ y1:(i−1)), where “⊕” denotes concatenation.

Jailbreak attacks. Current jailbreak attacks can be divided into token-level and prompt-level at-
tacks. Given two token sequences x(h) and y(h), where x(h) is a harmful instruction and y(h) is a
targeted harmful response, a standard token-level attack concatenates a synthesized adversarial suf-
fix x(s) to the prompt x(h) to form a jailbreak prompt that increases the probability of the LLM in
generating y(h). The synthesis of the suffix x(s) can be formalized as solving the below problem,

min
x(s)∈V|x(s)|

− log pθ(y
(h)|x(h) ⊕ x(s)). (1)

Meanwhile, a prompt-level attack uses an attack oracle A, which can be human experts or AI agents,
to directly rewrite the original harmful prompt x(h) to a jailbreak one x̂(h), as shown below,

min
x̂(h)∼A(x(h))

− log pθ(y
(h)|x̂(h)). (2)

It should be noted that performing both token-level and prompt-level attacks is resource-consuming,
as solving Eq. (1) requires sophisticated discrete optimizations, while solving Eq. (2) requires human
annotation or additional computing resources for AI agents to perform inference.

Continuous AT for LLMs. Let D(h) be a safety dataset, where each sample (x, y, ỹ) consists of
a harmful prompt x, a targeted harmful response y, and a safe reference response ỹ. Additionally,
let D(u) be a utility dataset, where each sample (x, y) consists of a pair of a normal instruction and
its answer. Then, Mazeika et al. (2024) formalize the first AT algorithm for LLMs as solving the
following optimization problem:

min
θ

{
− E

(x,y,ỹ)∈D(h)

[
log pθ(ỹ|x̂∗) + log(1− pθ(y|x̂∗))︸ ︷︷ ︸

Adversarial Loss

]
− E

(x,y)∈D(u)

log pθ(y|x)︸ ︷︷ ︸
Utility Loss

}
, (3)

where x̂∗ = argmaxx̂∈B(x,y) log pθ(y|x̂) is the jailbreak prompt for the harmful input-output pair
(x, y) from the safety set and B(x, y) denotes the search space of jailbreak prompts. In Eq. (3), the
adversarial loss helps LLMs learn to respond harmlessly even when the most adversarial jailbreak
prompts are present, while the utility loss helps retain the utility of pre-trained LLMs. As explained
before, finding strong jailbreak prompts x̂ ∈ B(x, y) from the search space determined by the used
attacks is costly, which limits the efficiency of LLM AT.

More recent studies suggest using continuous AT (CAT) to reduce the computational overhead of
vanilla LLM AT. Concretely, let E(·) denote the embedding function of the LLM fθ, with an embed-
ding matrix WE ∈ Rd×|V| as its parameter, where WE

:,v ∈ Rd is the embedding vector for the token
v ∈ V . For any token sequence x ∈ V |x|, the embedding function E(·) maps it to its embedding
sequence as E(x) := (WE

:,x1
· · · WE

:,x|x|
) ∈ Rd×|x|. Continuous AT is then formalized as solving a

new optimization problem as below (Xhonneux et al., 2024),

min
θ

{
−α · E

(x,y,ỹ)∈D(h)

log
pθ(ỹ|E(x) + δ∗)

pθ(y|E(x) + δ∗)
− E

(x,y)∈D(u)

log pθ(y|x)
}
, (4)
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where δ∗ = [argmax∥δ1∥2,··· ,∥δ|x|∥2≤ϵ log pθ(y|E(x) + δ)] ∈ Rd×|x| is the most adversarial per-
turbation δ∗ for the harmful input-output pair (x, y) from the safety set D(h), ϵ > 0 is the em-
bedding space perturbation radius, α > 0 is a weight parameter, and (E(x) + δ∗) := ((E(x1) +
δ∗1) · · · (E(x|x| + δ∗|x|))) ∈ Rd×|x| is the perturbed harmful prompt embeddings. The idea behind
LLM CAT in Eq. (4) is to adopt adversarially perturbed embedding sequences as adversarial exam-
ples rather than jailbreak prompts in the vanilla LLM AT in Eq. (3). Additionally, the embedding
space adversarial perturbation δ∗ can usually be searched via the fast projected-gradient descent
(PGD) method (Madry et al., 2018), which makes CAT efficient in practice.

4 THEORETICAL ANALYSIS FOR CONTINUOUS AT

While LLM CAT has achieved empirical success (Xhonneux et al., 2024; Casper et al., 2024; She-
shadri et al., 2024; Dékány et al., 2025), the mechanism behind it, i.e., why adversarial perturba-
tions in the embedding space help LLMs defend against jailbreak prompts from the token space,
remains unclear. This section tackles this research question by conducting a theoretical analysis for
CAT based on in-context learning theory (Zhang et al., 2024; Fu et al., 2025; Kumano et al., 2025).

In-context learning (ICL) theory. In the ICL theory, a prompt input of length N , specified by
a task indexed by τ , is formalized as a sequence (xτ,1, yτ,2, · · · , xτ,N , yτ,N , xτ,q), where the first
N labeled samples {(xτ,i, yτ,i)}Ni=1 are task-specific in-context training samples, and the last item,
xτ,q , is the query sample. Then, the goal of an ICL model is to make a prediction for the query
sample xτ,q solely based on the N in-context training data.

ICL linear regression. Our analysis focuses on training ICL models on different linear regression
tasks. Suppose τ is a task index and wτ ∈ Rd0 is the corresponding task weight drawn from
wτ ∼ N (0, Id0). We assume that each ICL training point xτ,i (1 ≤ i ≤ N) and the query point xτ,q

are drawn from xτ,i, xτ,q ∼ N (0,Λ) where Λ ∈ Rd0×d0 is the covariance matrix, and their labels
are yτ,i = w⊤

τ xτ,i and yτ,q = w⊤
τ xτ,q . Then, the ICL input Zτ specified by the task τ is given by

Zτ :=

(
xτ,1 · · · xτ,N xτ,q

yτ,1 · · · yτ,N 0

)
∈ R(d0+1)×(N+1). (5)

Other notations. We denote [n] := {1, · · · , n} for any n ∈ N+. For any A ∈ Rn×m, we denote
∥A∥2,∞ := max1≤i≤m ∥Ai,:∥2, ∥A∥2 be the operator norm, and ∥A∥F be the Frobenius norm.
Besides, λi(A), λmax(A), and λmin(A) denote its i-th largest, largest, and smallest eigenvalues,
while σi(A), σmax(A), and σmin(A) denote its i-th largest, largest, and smallest singular values.
Finally, we denote Tr(A) :=

∑n
i=1 Ai,i for any A ∈ Rn×n. We use standard Big O notation O(·).

In the remainder, we will first establish an ICL embedding AT problem for linear transformers and
explain why it can approximate real-world LLM CAT under the ICL theoretical framework. A robust
generalization bound will then be proved for linear transformers trained from ICL embedding AT.
Based on this bound, we will explain why CAT can work and how to further improve CAT.

4.1 ICL ADVERSARIAL TRAINING IN EMBEDDING SPACE

Linear self-attention with embedding module (LSA-E). Linear self-attention (LSA) models are
linear transformers that have been widely used for theoretical ICL analysis (Zhang et al., 2024; Shi
et al., 2024; Frei & Vardi, 2025). However, the LSA model studied in the previous work does not
have an input embedding module and thus cannot be naturally adopted for the analysis of LLM CAT,
which requires performing adversarial perturbations in the input embedding space. To tackle this
challenge, we design a novel LSA-with-Embedding (LSA-E) model to approximate real-world CAT
in our theoretical analysis. Specifically, let E(·) be an embedding function that maps any ICL input
Zτ ∈ R(d0+1)×(N+1) to its ICL embedding matrix E(Zτ ) ∈ R(d+1)×(N+1) as follows:

E(Zτ ) :=

(
WExτ,1 · · · WExτ,N WExτ,q

yτ,1 · · · yτ,N 0

)
∈ R(d+1)×(N+1), (6)

where WE ∈ Rd×d0 is the trainable parameter of the embedding function and d is the dimension of
the embedding space. Intuitively, the function E(·) in Eq. (6) aims to map each in-context point from
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the original input space Rd0 to the embedding space Rd via a linear mapping. With the embedding
function E(·) in Eq. (6), the LSA-E model fLSAE,θ is then formalized as below,

fLSAE,θ(Zτ ) :=

[
E(Zτ ) +WV E(Zτ )

E(Zτ )
⊤WKQE(Zτ )

N

]
∈ R(d+1)×(N+1),

where WKQ ∈ R(d+1)×(d+1) is a matrix fused from the key and query projection matrices, WV ∈
R(d+1)×(d+1) is the value projection matrix, and θ := (WE ,WKQ,WV ) contains all trainable
parameters of the LSA-E model. The prediction ŷq,θ(Zτ ) for the query point xτ,q is given by
the right-bottom entry of the LSA-E model output, i.e., ŷq,θ(Zτ ) := fLSAE,θ(Zτ )(d+1),(N+1). If
we follow Zhang et al. (2024); Frei & Vardi (2025); Fu & Wang (2024) to write matrices WKQ

and WV as W□ =

(
W□

11 w□
12

(w□
21)

⊤ w□
22

)
, □ ∈ {KQ, V }, where W□

11 ∈ Rd×d, w□
22 ∈ R, and

w□
12, w

□
21 ∈ Rd×1, then the LSA-E model prediction ŷq,θ can be further simplified as follows,

ŷq,θ(Zτ ) :=
(
(wV

21)
⊤ wV

22

) E(Zτ )E(Zτ )
⊤

N

(
WKQ

11

(wKQ
21 )⊤

)
WExτ,q. (7)

ICL embedding AT for LSA-E models. To approximate the real-world setting of LLM CAT, the
theoretical ICL embedding AT also adopts ICL adversarial examples found in the embedding space
to train LSA-E models. An ICL adversarial example in the embedding space is defined as below,

Eadv(Zτ ,∆
E
τ ) :=

(
WExτ,1 + δEτ,1 · · · WExτ,N + δEτ,N WExτ,q

yτ,1 · · · yτ,N 0

)
∈ R(d+1)×(N+1), (8)

where Zτ is the ICL input for the task τ (see Eq. (5)), WE is the parameter of the embedding function
E(·) (see Eq. (6)), and ∆E

τ :=
(
δEτ,1 · · · δEτ,N

)
∈ Rd×N denotes all adversarial perturbations

added to the embeddings of the N in-context training points. The prediction of the LSA-E model
fLSAE,θ for the adversarial example Eadv(Zτ ,∆

E
τ ) is then given by the following ŷadvq,θ (Zτ ,∆

E
τ ),

ŷadvq,θ (Zτ ,∆
E
τ ) :=

(
(WV

21)
⊤ wV

22

) Eadv(Zτ ,∆
E
τ )Eadv(Zτ ,∆

E
τ )

⊤

N

(
WKQ

11

(WKQ
21 )⊤

)
WExτ,q. (9)

With all these notations, the ICL embedding AT for an LSA-E model is eventually formalized as the
following minimax optimization problem,

min
θ

Ladv
LSAE(θ) := min

θ

{
E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ

1

2
|ŷadvq,θ (Zτ ,∆

E
τ )− yτ,q|2

}
, (10)

Where ϵ > 0 is the embedding space adversarial perturbation radius and the expectation Eτ is calcu-
lated over the randomness of wτ , xτ,1, . . . , xτ,N , xτ,q . The restriction in the inner maximization in
Eq. (10) ensures that each adversarial perturbation δEτ,i is confined within the ball-sphere ∥δEτ,i∥2 ≤ ϵ.

Robust generalization risk for LSA-E models. We use the ICL suffix adversarial attack (Fu et al.,
2025) to assess the robustness of ICL models. Nevertheless, we note that our experiments in Sec-
tion 5 also consider attacks beyond suffix jailbreaking. Specifically, given an ICL input Zτ with
context length N , the ICL suffix adversarial attack adversarially perturbs the last M (M ≤ N )
in-context training points of Zτ as follows,

Zadv
τ,M :=

(
xτ,1 · · · xτ,N−M xτ,N−M+1 + δOτ,1 · · · xτ,N + δOτ,M xτ,q

yτ,1 · · · yτ,N−M yτ,N−M+1 · · · yτ,N 0

)
, (11)

where δOτ,i ∈ Rd0 is the adversarial perturbation added to the i-th ICL suffix point xτ,N−M+i. Al-
though the ICL suffix adversarial example Zadv

τ,M in Eq. (11) looks similar to the adversarial example
defined in Eq. (8), the mechanisms behind them are very different: in Eq. (11), adversarial pertur-
bations are directly added to in-context points, whereas in Eq. (8), perturbations are added to the
embeddings of these in-context points. The robust generalization risk Rρ,M (θ) with perturbation ρ
and adversarial suffix length M for an LSA-E model fLSAE,θ is then defined as below,

Radv
ρ,M (θ) = E

τ
max

∥∆O⊤
τ ∥2,∞≤ρ

1

2
|ŷq,θ(Zadv

τ,M )− yτ,q|2, (12)

5
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where ŷq,θ is the LSA-E prediction function in Eq. (7), Zadv
τ,M is the ICL suffix adversarial example

in Eq. (11), ∆O
τ :=

(
δO1 · · · δOM

)
∈ Rd0×M contains all perturbations added to the suffix of

Zadv
τ,M , and ρ > 0 is the adversarial perturbation radius for the suffix attack, which restricts each

perturbation δOi to the ball-sphere ∥δOi ∥2 ≤ ρ. A lower robust risk Radv
ρ,M (θ) indicates stronger

adversarial robustness of the model fLSAE,θ, and vice versa.

4.2 BRIDGING ICL EMBEDDING AT AND LLM CONTINUOUS AT

Before introducing our main theoretical results, here we explain why the established ICL embedding
AT in Eq. (10) can be a good artifact for approximating real-world LLM CAT in Eq. (3) under the
ICL theory by analyzing the similarities between them.

Firstly, LSA-E models are very similar to real-world LLMs. Ahn et al. (2024) empirically show
that the linear self-attention module in LSA-E models share similar properties with those non-linear
ones in LLMs and thus are useful for theoretically understanding LLMs. We further argue that
the embedding processes of LSA-E models and real-world LLMs are also very similar. If we
replace each token in an LLM prompt with its one-hot encoding vector defined over the token vocab-
ulary space, the embedding process for each token in an LLM can be seen as a matrix multiplication
between the LLM’s embedding matrix and the corresponding token’s one-hot encoding. This matrix
multiplication-based LLM prompt embedding process is almost identical to the ICL input embed-
ding process shown in Eq. (6), where input features are also linearly transformed by the LSA-E
model’s embedding matrix. Therefore, we believe the embedding spaces of both LSA-E models and
LLMs are similar, as they are both obtained via linear transformation.

Secondly, the training goals of ICL embedding AT and LLM CAT are very similar to each
other. The two AT problems both aim to enhance models’ robustness by training them on sequential
data where their embeddings are adversarially perturbed. The only difference is that in ICL embed-
ding AT, the goal of adversarial perturbations is to reduce the utility of linear regression prediction
made by LSA-E models, while in LLM CAT such a goal is to induce harmful content from LLMs.

Finally, the adversarial robustness of LSA-E models is also very similar to the jailbreak ro-
bustness of LLMs. Fu et al. (2025) has already illustrated why ICL suffix adversarial attacks are
similar to real-world jailbreak attacks through theoretical and empirical justifications. Since we also
leverage this ICL suffix adversarial attack to assess the robustness of LSA-E models, we believe that
analyzing the robust generalization ability of LSA-E models will effectively help us understand how
LLMs trained from CAT gain robustness against jailbreak attacks.

4.3 ROBUST GENERALIZATION BOUND OF ICL EMBEDDING AT

We now start to establish a robust generalization bound for the LSA-E model trained via ICL em-
bedding AT as formalized in Eq. (10). The derivation consists of three steps: (1) derive an upper
bound L̃adv

LSAE(θ) for the original loss function Ladv
LSAE(θ) in ICL embedding AT (see Eq.(10)) and

formalize a surrogate AT problem that would minimize the upper bound L̃adv
LSAE(θ); (2) calculate

the closed-form solution for the previously obtained surrogate ICL embedding AT problem; and
(3) prove a robust generalization bound for the LSA-E model trained with the surrogate problem.

Surrogate ICL embedding AT. The surrogate problem for Eq. (10) is formalized as

min
θ

L̃adv
LSAE(θ) = min

θ

{
ℓ1(θ) + ℓ2(θ) + ℓ3(θ) + ℓ4(θ)

}
, (13)

where L̃adv
LSAE(θ) :=

∑4
i=1 ℓi(θ) is the surrogate objective function, and

ℓ1(θ) := 2 · E
τ

∣∣∣((wV
21)

⊤ wV
22

) E(Zτ )E(Zτ )
⊤

N

(
WKQ

11

(wKQ
21 )⊤

)
WExτ,q − yτ,q

∣∣∣2,
ℓ2(θ) :=

2ϵ2

N
· ∥wV

21∥22 · E
τ

[
∥
(
WExτ,1 · · · WExτ,N

yτ,1 · · · yτ,N

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

]
,

ℓ3(θ) :=
2ϵ2

N
· E
τ

[
∥
(
(wV

21)
⊤ wV

22

)(WExτ,1 · · · WExτ,N

yτ,1 · · · yτ,N

)
∥22
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]
,
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ℓ4(θ) := 2ϵ4 · ∥wV
21∥22 · E

τ

[
∥WKQ

11 WExτ,q∥22
]
.

The new objective function L̃adv
LSAE(θ) is a closed-form upper bound for the original ICL embedding

AT loss function Ladv
LSAE(θ), as shown in the following Lemma 1 (see Appendix B.2 for the proof).

Lemma 1. For the objective function Ladv
LSAE(θ) in ICL embedding AT (Eq. (10)) and the objective

function L̃adv
LSAE(θ) in surrogate ICL embedding AT (Eq. (13)), we uniformly have Ladv

LSAE(θ) ≤
L̃adv
LSAE(θ) for any θ := (WE ,WKQ,WV ).

The reason for studying the surrogate ICL embedding AT problem in Eq. (13) instead of the original
problem is because the objective function Ladv

LSAE(θ) in the original AT problem is difficult to tackle
in a closed-form manner. With the new surrogate L̃adv

LSAE(θ), which is in closed-form, one can easily
analyze the training dynamics of the LSA-E model trained from the surrogate problem. Further,
since the surrogate objective function is an upper bound of the original one, minimizing it can also
help to reduce the original AT loss and thus improve the robustness of the trained LSA-E model.

Closed-form solution of the surrogate problem. To solve the new surrogate AT problem in
Eq. (13), we first make the below Assumption 1 on the initialization of the model parameter θ.
Assumption 1. Let ζ > 0 be a parameter and Θ ∈ Rd×d be any matrix satisfying ∥ΘΘ⊤∥F = 1

and ΘΛ ̸= 0d×d. We assume that WV (0) =

(
0d×d 0d×1

01×d ζ

)
and WKQ(0) =

(
ζΘΘ⊤ 0d×1

01×d 0

)
.

Remark 1. Assumption 1 is widely adopted in the ICL theoretical analysis (Zhang et al., 2024; Frei
& Vardi, 2025; Wu et al., 2024; Fu et al., 2025). The idea behind Assumption 1 is to (1) zero out
terms wKQ

22 , wKQ
12 , WV

11, and wV
12 that do not contribute to the ICL prediction function ŷq,θ in Eq. (7)

and (2) zero out terms wKQ
21 and V

21 to ensure symmetric initialization.

Under Assumption 1, the optimal solution for the LSA-E model trained from surrogate embedding
ICL AT is calculated as the following Theorem 1 (see Appendix B.3 for the proof).
Theorem 1 (Optimal solution of surrogate ICL embedding AT). Suppose Assumption 1 holds and
fLSAE,θ is trained from the surrogate embedding AT problem defined in Eq. (13) with continuous
gradient flow. Then, the optimal model parameter θ∗ := (WE

∗ ,WKQ
∗ ,WV

∗ ) should satisfies wKQ
∗,12 =

wKQ
∗,21 = wV

∗,12 = wV
∗,21 = 0d×1, wKQ

∗,22 = 0, WV
∗,11 = 0d×d, and

wV
∗,22(W

E
∗ )⊤WKQ

∗,11W
E
∗ = (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ,

where ΓN := (N+1
N Λ + 1

NTr(Λ)Id0
) ∈ Rd0×d0 .

Applying Theorem 1 to the LSA-E model prediction function in Eq. (7), the optimal prediction func-
tion ŷq,θ∗(·) given by the model fLSAE,θ∗ trained from surrogate ICL embedding AT is as follows,

ŷq,θ∗(Zτ ) :=
1

N
Yτ (Xτ )

⊤(WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λxτ,q. (14)

Robust generalization ability. Finally, we leverage the robust generalization risk Radv
ρ,M to assess

the robustness of the optimal model fLSAE(θ∗) trained from surrogate ICL embedding AT. For-
mally, we prove a robust generalization upper bound for the robust risk Radv

ρ,M (θ∗), as shown in the
following Theorem 2 (see Appendix B.4 for the proof).
Theorem 2 (Robust generalization upper bound). Suppose Assumption 1 holds, d ≤ d0, and θ∗ is
the solution of the surrogate ICL embedding AT in Eq. (13) obtained from Theorem 1. We have

Radv
ρ,M (θ∗) ≤ O

( (1 +Mρ2/N2) ·
∑d

i=1 σi(W
E
∗ )4

σmin(WE
∗ )4 + ϵ4

)
+O(1).

Remark 2. Theorem 2 additionally requires that the embedding space dimension d of the LSA-E
model be no larger than the input in-context sample dimension d0. Such a requirement means that
the LSA-E models would implicitly compress the input data.
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4.4 IMPLICATIONS

So far, we have calculated the optimal ICL prediction function ŷq,θ∗ obtained from surrogate em-
bedding ICL AT in Eq. (14) and further prove a robust generalization bound for it in Theorem 2. We
now start to investigate how these results can help to understand and improve CAT for LLMs.

Embedding-space adversarial perturbations provably enhance input-space adversarial ro-
bustness. The robust generalization bound in Theorem 2 clearly shows that the robust risk Radv

ρ,M (θ∗)
of the trained LSA-E model, which is calculated based on adversarial ICL examples from the in-
put space, has a negative correlation with the embedding-space adversarial perturbation radius ϵ. A
large perturbation radius ϵ in the embedding-space can help reduce the robust upper bound and thus
improve the robustness of the trained LSA-E model against adversarial ICL examples. This explains
the main mechanism behind ICL embedding AT and also that in CAT for real-world LLMs.

The role of the embedding matrix in ICL robust generalization. An interesting observation from
Eq. (14) is that the optimal ICL prediction function ŷq,θ∗ depends only on the embedding matrix WE

∗
but not on remaining LSA-E model parameters WKQ

∗ and WV
∗ . Therefore, a “good” embedding ma-

trix WE
∗ is expected to provide strong robustness for the ICL model. Besides, from Theorem 2, we

have two insights: (1) if those large singular values of WE
∗ are not “too large”, then the numer-

ator of the first term in the robust upper bound can be reduced, which helps to reduce the overall
bound; and (2) if those small singular values of WE

∗ are not “too small”, it helps to increase
the denominator of the first term in the robust upper bound, which also helps to reduce the overall
bound. Thus, we may expect an LSA-E model or even a real-world LLM to have an embedding
matrix that has “not too large nor too small singular values” for strong model robustness.

Improve CAT with an optimized embedding matrix. Based on the previous analysis, we now
propose Embedding-Regularized continuous AT (ER-CAT), a new AT method for LLMs designed
by introducing an additional regularization term, defined as the variance of all singular values of the
LLM embedding matrix, into the objective function of CAT in Eq. (4). Concretely, training an LLM
fθ via ER-CAT is formalized as solving the following optimization problem:

min
θ

LER-CAT(θ, α, β) := min
θ

{
LCAT(θ, α)︸ ︷︷ ︸

CAT loss in Eq. (4)

+β ·
∑d

i=1[σi(W
E)− σ(WE)]2

d︸ ︷︷ ︸
Embedding-Regularization Term

}
, (15)

where β > 0 is the coefficient for the regularization term and σ(WE) := 1
d

∑d
i=1 σi(W

E) is
the mean of all singular values of WE . The reason for using the variance of singular values as a
regularization term is that minimizing it can help to reduce too large singular values and increase too
small singular values of the embedding matrix simultaneously, which, as explained before, helps to
reduce the overall robust upper bound in Theorem 2. In addition, while in theory the singular values
of WE in Eq. (15) are not differentiable, in practice their gradient calculation can be automatically
handled by native PyTorch functions. This enables us to implement our ER-CAT method easily.

5 EMPIRICAL ANALYSIS OF ER-CONTINUOUS AT

In this section, we follow Eq. (15) to perform the theory-inspired ER-CAT on real-world LLMs,
which can further help to empirically justify our proved robust generalization bound in Theorem 2.

5.1 EXPERIMENTAL SETUP

Models. We adopt six common pre-trained LLMs, which are: Vicuna-7B-v1.5 (Zheng et al., 2023),
Mistral-7B-Instruct-v0.3 (Jiang et al., 2023), Llama-2-7B-Chat (Touvron et al., 2023), Llama-3-
8B-Instruct (Grattafiori et al., 2024), Qwen2.5-7B-Instruct (Yang et al., 2024a), and Gemma-2B-
it (Team et al., 2024). All models were downloaded from the Hugging Face model repository.

Datasets. During LLM AT, we follow Xhonneux et al. (2024) to use the training set of Harm-
bench (Mazeika et al., 2024) as the safety data and UltraChat 200K (Ding et al., 2023) as the utility
data. During robustness evaluation, we follow Fu et al. (2025) to use a safety datasets that consists
of the first 50 samples from the test set of Harmbench (Mazeika et al., 2024) and the first 50 samples
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Table 1: ASR on different models and attacks. A low ASR indicates a strong model robustness.

Model Type Avg@5 ASR (%) ↓

GCG BEAST GCQ Zhu’s AutoDAN DeepInception PAIR

Vicuna-7B
Original 84.6 81.8 75.0 14.8 39.8 64.4
CAT 12.6 14.4 4.6 0.4 5.8 7.8
ER-CAT (Ours) 16.4 16.2 6.4 2.2 8.2 16.0

Mistral-7B
Original 74.6 65.8 69.8 43.0 49.8 56.0
CAT 7.4 5.0 3.2 0.8 1.0 12.2
ER-CAT (Ours) 7.6 6.6 3.2 0.4 0.8 16.2

Llama-2-7B
Original 41.0 18.2 5.6 7.2 30.8 24.2
CAT 23.6 17.2 8.0 4.0 8.0 13.4
ER-CAT (Ours) 15.6 10.4 1.2 0.4 2.0 4.6

Llama-3.1-8B
Original 11.2 20.8 6.0 5.4 37.6 41.8
CAT 3.4 4.4 0.0 0.0 0.0 5.0
ER-CAT (Ours) 2.4 9.0 0.0 0.0 0.0 3.8

Qwen2.5-7B
Original 71.2 71.6 59.8 15.6 58.5 46.2
CAT 20.6 21.2 17.8 0.0 0.2 15.2
ER-CAT (Ours) 16.8 15.4 6.6 0.0 1.4 13.6

Gemma-2B
Original 41.8 37.2 10.6 4.0 15.4 21.0
CAT 18.0 11.2 2.6 0.2 0.2 4.4
ER-CAT (Ours) 16.0 10.4 6.2 1.6 0.0 3.6

Table 2: LC-WinRate on different models. A high LC-WinRate indicates a strong model utility.

Type (Utility) LC-WinRate (%) ↑

Vicuna-7B Mistral-7B Llama-2-7B Llama-3.1-8B Qwen2.5-7B Gemma-2B

Original 76.86 90.96 86.70 85.99 91.14 63.96
CAT 36.66 15.76 67.51 45.71 77.07 41.75
ER-CAT (Ours) 65.13 29.09 65.76 29.74 74.06 40.37

from AdvBench (Zou et al., 2023). For the utility analysis, we follow Dubois et al. (2024) to use the
AlpacaEval dataset for calculating the LC-WinRate utility metric.

Adversarial training. We use AdamW to train each model via CAT in Eq. (4) or our ER-CAT in
Eq. (15), where the embedding space perturbation radius ϵ is fixed to 0.05. To improve the efficiency
of tuning LLMs, LoRA (Hu et al., 2022) is applied to the embedding layer and all query and key
projection matrices in attention layers. For the hyperparameter α of CAT, we follow Xhonneux et al.
(2024) to set it as 0.5. For the hyperparameters α and β of our ER-CAT, we set them to 0.1 and
0.2, respectively. We also follow Xhonneux et al. (2024) to apply the loss cut-off technique to the
objectives of both CAT and ER-CAT to avoid over-optimizing, but with less strict thresholds to help
the trained LLMs better preserve utility. Please refer to Appendix C.1 for omitted details.

Jailbreak attacks. We use six different jailbreak attacks to assess the jailbreak robustness of
LLMs. Among them, four attacks are token-level suffix attacks, which are: GCG (Zou et al., 2023),
BEAST (Sadasivan et al., 2024), GCQ (Hayase et al., 2024), and Zhu’s AutoDAN (Zhu et al., 2024).
The remaining two attacks are prompt-level attacks, which are: DeepInception (Li et al., 2023) and
PAIR (Chao et al., 2023). Please refer to Appendix C.2 for implementation details.

Evaluations. We evaluate the jailbreak robustness and the utility of trained LLMs. For the robust-
ness evaluation, we report the Avg@5 Attack Success Rate (Avg@5 ASR) of jailbreak attacks.
Specifically, each jailbreak prompt needs to repeatedly attack the targeted model for 5 times. An
LLM-based judger from Mazeika et al. (2024) is used to determine whether an attack is succeed
or not. The final Avg@5 ASR is averaged on all repeated attack results. For the utility evaluation,
we report the AlpacaEval’s Length-controlled WinRate (LC-WinRate) (Dubois et al., 2024) of
targeted models against a reference Davinci003 model, evaluated under the Llama-3-70B-Instruct
model. An LC-WinRate of 50% means that the output qualities of the two models are equal, and
higher LC-WinRate means that the targeted model is better than the reference model.

5.2 RESULTS ANALYSIS

Robustness&utility. Avg@5 ASR and LC-WinRate on different models are reported in Table 1
and Table 2, respectively. We have two main observations. Firstly, when maintaining the same
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Table 3: Time cost on different AT methods on different models.

Method Time Cost (s)

Vicuna-7B Mistral-7B Llama-2-7B Llama-3.1-8B Qwen2.5-7B Gemma-2B

CAT 987.81 933.00 934.16 904.59 801.42 335.99
ER-CAT (Ours) 1074.87 1052.12 1100.33 1094.90 1004.30 456.81

Table 4: LC-WinRate (%) and ASRs (%) of LLMs trained from ER-CAT under different embedding
regularization coefficient β.

Model Utility or ASR Embedding-Regularization coefficient β in Eq. (15)

0.2 0.4 0.5 0.6 0.8 1.0

Vicuna-7B
LC-WinRate 59.04 57.19 65.13 70.30 68.26 59.73

GCG 13.8 12.0 16.4 30.0 17.0 16.2
BEAST 13.6 12.4 16.2 26.0 15.8 14.4

Qwen2.5-7B
LC-WinRate 74.60 74.52 74.06 65.93 68.67 72.15

GCG 16.8 17.8 16.8 14.2 14.6 18.8
BEAST 18.4 16.0 10.4 13.0 12.0 18.0

level of jailbreak robustness, ER-CAT achieves better utility. From the ASR results on Vicuna
and Mistral, we find that our ER-CAT was beaten by CAT by no more than 4% in most of the
attack scenarios. However, Vicuna and Mistral trained from ER-CAT achieved a nearly two-times
better LC-WinRate than those trained from CAT. Secondly, when maintaining the same level of
utility, ER-CAT achieves stronger jailbreak robustness. For Llama-2 and Qwen2.5, ER-CAT
reduces LC-WinRate by no more than 3% when compared with that of CAT. However, ER-CAT
helps Llama-2 reduce ASR on GCG and BEAST attacks by around 7%, and Qwen2.5 reduce ASR
on GCQ by 11%. All these suggest that our ER-CAT can achieve a better robustness-utility tradeoff.

Time cost. As explained in Section 4.4, calculating the embedding-regularization term (see Eq. (15))
for ER-CAT can be efficiently implemented via native PyTorch functions. Here we empirically
justify that ER-CAT does not add significant time overhead when compared with the original CAT.
Specifically, we collect and present the time cost of performing CAT and our ER-CAT on different
base models in Table 3, from which we find that ER-CAT only increases the time cost by 100 to 200
seconds. This suggests that the relative time overhead of ER-CAT is low.

Ablation studies on the coefficient β in ER-CAT. In our main experiments, the embedding regular-
ization coefficient β in ER-CAT (see Eq. (15)) is fixed to 0.5. We now analyze how this coefficient
β affects the performance of models trained from ER-CAT. Specifically, we vary the coefficient β
within the range [0, 1], train models via ER-CAT, and calculate their utility (i.e., LC-WinRate) and
robustness (i.e., GCG and BEAST). Preliminary results are reported in Table 4, from which we
surprisingly find that varying the coefficient β does not change the utility or the robustness of the
trained model too much. We deduce this is because we use the AdamW optimizer to perform the
training, and the gradient normalization procedure in AdamW implicitly performs reweighting on
the ER-CAT objective to mitigate the effect of tuning coefficients for different terms.

6 CONCLUSIONS

This paper aims to theoretically explain the mechanism behind CAT for LLMs, i.e., why embedding
space adversarial perturbations help LLMs learn to defend against jailbreak prompts from the token
space. We first establish a new ICL embedding AT problem under ICL theory and show that this
problem is a good theoretical artifact for approximating real-world LLM CAT. A robust generaliza-
tion upper bound for this new ICL embedding AT is then proved, which shows a negative correlation
with the embedding space perturbation radius. This clearly explains why CAT achieves empirical
success. Our bound also suggests that the jailbreak robustness of an LLM is closely related to sin-
gular values of its embedding matrix. Thereby, we design a new ER-CAT approach for LLMs, with
the goal of optimizing the LLM embedding matrix to be more robust. Experiments on real-world
LLMs and jailbreak attacks suggest that our ER-CAT enjoys a better robustness-utility tradeoff.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

REFERENCES

Kwangjun Ahn, Xiang Cheng, Hadi Daneshmand, and Suvrit Sra. Transformers learn to imple-
ment preconditioned gradient descent for in-context learning. Conference on Neural Information
Processing Systems, 36:45614–45650, 2023.

Kwangjun Ahn, Xiang Cheng, Minhak Song, Chulhee Yun, Ali Jadbabaie, and Suvrit Sra. Lin-
ear attention is (maybe) all you need (to understand transformer optimization). In International
Conference on Learning Representations, 2024.

Maksym Andriushchenko, Francesco Croce, and Nicolas Flammarion. Jailbreaking leading safety-
aligned LLMs with simple adaptive attacks. In International Conference on Learning Represen-
tations, 2025.

Usman Anwar, Johannes von Oswald, Louis Kirsch, David Krueger, and Spencer Frei. Understand-
ing in-context learning of linear models in transformers through an adversarial lens. Transactions
on Machine Learning Research, 2025. ISSN 2835-8856.

Andy Arditi, Oscar Balcells Obeso, Aaquib Syed, Daniel Paleka, Nina Rimsky, Wes Gurnee, and
Neel Nanda. Refusal in language models is mediated by a single direction. In Conference on
Neural Information Processing Systems, 2024.

Stephen Casper, Lennart Schulze, Oam Patel, and Dylan Hadfield-Menell. Defending against un-
foreseen failure modes with latent adversarial training. arXiv preprint arXiv:2403.05030, 2024.

Patrick Chao, Alexander Robey, Edgar Dobriban, Hamed Hassani, George J Pappas, and Eric
Wong. Jailbreaking black box large language models in twenty queries. arXiv preprint
arXiv:2310.08419, 2023.

Sizhe Chen, Arman Zharmagambetov, Saeed Mahloujifar, Kamalika Chaudhuri, and Chuan Guo.
Aligning LLMs to be robust against prompt injection. arXiv preprint arXiv:2410.05451, 2024.
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A LLMS USAGE IN THIS PAPER

LLMs were used only occasionally to help polish the writing (propose new words, grammar and
spelling correction). All technical ideas, experimental designs, analyses, conclusions, writing were
developed and carried out entirely by the authors. Authors have full responsibility for the final text.

B PROOFS

This section collects all proofs omitted from the main text. Without loss of generality, we assume
that the order of differentiation and integration (or say expectation) is interchangeable.

B.1 TECHNICAL LEMMAS

This section collects technical lemmas that will be repeatedly used in our proofs.
Lemma B.1 (c.f. Lemma D.2 in Zhang et al. (2024)). If x ∈ Rd×1 is Gaussian random vector of d
dimension, mean zero and covariance matrix Λ, and A ∈ Rd×d is a fixed matrix. Then

E[xx⊤Axx⊤] = Λ(A+A⊤)Λ + Tr(AΛ)Λ.

Lemma B.2 (c.f. Lemma A.2 in Fu et al. (2025)). If x ∈ Rd×1 is Gaussian random vector of d
dimension, mean zero and covariance matrix Λ, and A ∈ Rd×d is a fixed matrix. Then

E[x⊤Ax] = Tr(AΛ).

Lemma B.3 (c.f. Lemma A.3 in Fu et al. (2025)). For any matrices A ∈ Rn×m and B ∈ Rm×n,

Tr(AB) = Tr(BA).

Lemma B.4 (c.f. Lemma 1 in Wang et al. (1986)). Let A,B ∈ Rn×n be two symmetric matrices
and A is further positive semidefinite. Then

λmin(B) · Tr(A) ≤ Tr(AB) ≤ λmax(B) · Tr(A),

where λmin(B) and λmax(B) are the minimal and maximal eigenvalues of B respectively.
Lemma B.5 (Rayleigh Quotient Theorem; Also in part of Theorem 4.2.2 in Horn & Johnson (2012)).
Let A ∈ Rn×n be a symmetric matrix. We have

λmax(A) = max
x∈Rn,x ̸=0n

x⊤Ax

x⊤x
= max

x∈Rn,∥x∥2=1
x⊤Ax,

λmin(A) = min
x∈Rn,x ̸=0n

x⊤Ax

x⊤x
= min

x∈Rn,∥x∥2=1
x⊤Ax.

B.2 PROOF OF LEMMA 1

Proof of Lemma 1. Denote that Xτ := (xτ,1 · · · xτ,N ) ∈ Rd0×N , Yτ := (yτ,1 · · · yτ,N ) ∈
R1×N and ∆E

τ :=
(
δEτ,1 · · · δEτ,N

)
∈ Rd×N . Then, by applying the inequality that |a + b|2 ≤

2 · (a2 + b2), the ICL embedding AT loss Ladv
LSAE(θ) defined in Eq. (10), can be bounded as follows,

Ladv
LSAE(θ) := E

τ
max

∥∆E⊤
τ ∥2,∞≤ϵ

2 · |ŷadvq,θ (Zτ ,∆
E
τ )− yτ,q|2

≤ E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ
2 ·

∣∣∣((wV
21)

⊤ wV
22

)
·

(
WEXτ WExτ,q

Yτ 0

)
·
(
WEXτ WExτ,q

Yτ 0

)⊤

N
·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q − yτ,q

∣∣∣2
+ E

τ
max

∥∆E⊤
τ ∥2,∞≤ϵ

2

N2
·
∣∣∣((wV

21)
⊤ wV

22

)
·
(

∆E
τ 0d×1

01×N 0

)
·
(
WEXτ WExτ,q

Yτ 0

)⊤

·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q

∣∣∣2
+ E

τ
max

∥∆E⊤
τ ∥2,∞≤ϵ

2

N2
·
∣∣∣((wV

21)
⊤ wV

22

)
·
(
WEXτ WExτ,q

Yτ 0

)
·
(

∆E
τ 0d×1

01×N 0

)⊤

·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q

∣∣∣2
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+ E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ

2

N2

∣∣∣((wV
21)

⊤ wV
22

)
·
(

∆E
τ 0d×1

01×N 0

)
·
(

∆E
τ 0d×1

01×N 0

)⊤

·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q

∣∣∣2
≤ 2 · E

τ

∣∣∣((wV
21)

⊤ wV
22

)
· E(Zτ )E(Zτ )

⊤

N
·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q − yτ,q

∣∣∣2
+ E

τ
max

∥∆E⊤
τ ∥2,∞≤ϵ

2

N2
·
∣∣∣(wV

21)
⊤ ·∆E

τ ·
(
WEXτ

Yτ

)⊤

·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q

∣∣∣2︸ ︷︷ ︸
:=A1(θ)

+ E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ

2

N2
·
∣∣∣((wV

21)
⊤ wV

22

)
·
(
WEXτ

Yτ

)
· (∆E

τ )
⊤ ·WKQ

11 ·WExτ,q

∣∣∣2︸ ︷︷ ︸
:=A2(θ)

+ E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ

2

N2
·
∣∣∣(wV

21)
⊤ ·∆E

τ (∆
E
τ )

⊤ ·WKQ
11 ·WExτ,q

∣∣∣2︸ ︷︷ ︸
:=A3(θ)

. (B.1)

For A1(θ) in Eq. (B.1), we have

A1(θ) := E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ

2

N2
·
∣∣∣(wV

21)
⊤ ·∆E

τ ·
(
WEXτ

Yτ

)⊤

·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q

∣∣∣2
≤ E

τ
max

∥∆E⊤
τ ∥2,∞≤ϵ

2

N2
· ∥(wV

21)
⊤∆E

τ ∥22 · ∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

≤ E
τ

2

N2
·N∥wV

21∥22ϵ2 · ∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

=
2ϵ2

N
· ∥wV

21∥22 · E
τ

[
∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

]
. (B.2)

For A2(θ) in Eq. (B.1), we have

A2(θ) := E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ

2

N2
·
∣∣∣((wV

21)
⊤ wV

22

)
·
(
WEXτ

Yτ

)
· (∆E

τ )
⊤ ·WKQ

11 ·WExτ,q

∣∣∣2
≤ E

τ
max

∥∆E⊤
τ ∥2,∞≤ϵ

2

N2
· ∥

(
(wV

21)
⊤ wV

22

)(WEXτ

Yτ

)
∥22 · ∥(∆E

τ )
⊤WKQ

11 WExτ,q∥22

≤ E
τ

2

N2
· ∥

(
(wV

21)
⊤ wV

22

)(WEXτ

Yτ

)
∥22 ·Nϵ2∥WKQ

11 WExτ,q∥22

=
2ϵ2

N
· E
τ

[
∥
(
(wV

21)
⊤ wV

22

)(WEXτ

Yτ

)
∥22
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]
. (B.3)

For A3(θ) in Eq. (B.1), we have

A3(θ) := E
τ

max
∥∆E⊤

τ ∥2,∞≤ϵ

2

N2
·
∣∣∣(wV

21)
⊤ ·∆E

τ (∆
E
τ )

⊤ ·WKQ
11 ·WExτ,q

∣∣∣2
≤ E

τ
max

∥∆E⊤
τ ∥2,∞≤ϵ

2

N2
· ∥(wV

21)
⊤∆E

τ ∥22 · ∥(∆E
τ )

⊤WKQ
11 WExτ,q∥22

≤ 2

N2
· E
τ

[
max

∥∆E⊤
τ ∥2,∞≤ϵ

∥(wV
21)

⊤∆E
τ ∥22 · max

∥∆E⊤
τ ∥2,∞≤ϵ

∥(∆E
τ )

⊤WKQ
11 WExτ,q∥22

]
≤ 2

N2
· E
τ

[
N∥(wV

21)∥22ϵ2 ·Nϵ2∥WKQ
11 WExτ,q∥22

]
= 2ϵ4 · E

τ
∥(wV

21)∥22 · E
τ

[
∥WKQ

11 WExτ,q∥22
]

(B.4)
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Inserting Eqs.(B.2), (B.3) and (B.4) into Eq.(B.1, we eventually have that

Ladv
LSAE(θ)

≤ 2 · E
τ

∣∣∣((wV
21)

⊤ wV
22

)
· E(Zτ )E(Zτ )

⊤

N
·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q − yτ,q

∣∣∣2
+

2ϵ2

N
· ∥wV

21∥22 · E
τ

[
∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

]
+

2ϵ2

N
· E
τ

[
∥
(
(wV

21)
⊤ wV

22

)(WEXτ

Yτ

)
∥22
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]

+ 2ϵ4 · E
τ
∥(wV

21)∥22 · E
τ

[
∥WKQ

11 WExτ,q∥22
]
= L̃adv

LSAE(θ),

which completes the proof.

B.3 PROOF OF THEOREM 1

The proof idea of Theorem 1 is similar to that in Zhang et al. (2024) and Fu et al. (2025). Specifically,
we first show that when training the LSA-E model fadv

LSAE(θ) via continuous gradient flow, wKQ
21 and

wV
21 stay zero during the surrogate ICL embedding AT (Lemma B.6), which can help us further

simplify the surrogate objective function L̃adv
LSAE(θ) (Lemma B.7). The global minimizer for the

surrogate ICL embedding AT problem is then derived based on the simplified surrogate objective
function (Lemma B.8).

We start by stating and proving Lemma B.6.
Lemma B.6. Suppose Assumption 1 holds and the LSAE model fadv

LSAE(θ) is trained via minimizing
the surrogate objective function L̃adv

LSAE(θ) in Eq. (13) with continuous gradient flow. Then, for any
continuous training time t ≥ 0, we uniformly have that wKQ

21 (t) = wV
21(t) = 0d×1.

Proof. Under Assumption 1, we already have that wKQ
21 (0) = wV

21(0) = 0d×1 at the initial training
time t = 0. As a result, to prove Lemma B.6, we only need to further show that gradients for
parameters wKQ

21 (t) and wV
21(t), which are given by continuous gradient flows, stay zero during the

overall surrogate ICL embedding AT. Formally, we need to prove that for any t ≥ 0,

∂tw
KQ
21 (t) := −∂wKQ

21
L̃adv
LSAE(θ) = 01×d,

∂tw
V
21(t) := −∂wV

21
L̃adv
LSAE(θ) = 01×d.

To this end, we adopt the decomposition of L̃adv
LSAE(θ) in Eq. (13) here as follows,

L̃adv
LSAE(θ) := ℓ1(θ) + ℓ2(θ) + ℓ3(θ) + ℓ4(θ),

where

ℓ1(θ) := 2 · E
τ

∣∣∣((wV
21)

⊤ wV
22

)
· E(Zτ )E(Zτ )

⊤

N
·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q − yτ,q

∣∣∣2,
ℓ2(θ) :=

2ϵ2

N
· ∥wV

21∥22 · E
τ

[
∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

]
,

ℓ3(θ) :=
2ϵ2

N
· E
τ

[
∥
(
(wV

21)
⊤ wV

22

)(WEXτ

Yτ

)
∥22
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]
,

ℓ4(θ) := 2ϵ4 · E
τ
∥(wV

21)∥22 · E
τ

[
∥WKQ

11 WExτ,q∥22
]
,

and Xτ := (xτ,1 · · · xτ,N ) ∈ Rd×N , Yτ := (yτ,1 · · · yτ,N ) ∈ R1×N . Then, we will
show that when wKQ

21 = wV
21 = 0d×1, one always has ∂wKQ

21
ℓi(θ) = ∂wV

21
ℓi(θ) = 01×d for every

i ∈ [4], which thus automatically demonstrates that ∂wKQ
21

L̃adv
LSAE(θ) = ∂wV

21
L̃adv
LSAE(θ) = 01×d for

any continuous training time t ≥ 0 under Assumption 1.
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Step 1: Show that wKQ
21 = wV

21 = 0d×1 indicates ∂wKQ
21

ℓ1(θ) = ∂wV
21
ℓ1(θ) = 01×d. For the i-th

entry wKQ
21,i of wKQ

21 , we have that

∂wKQ
21,i

ℓ1(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

= 4 · E
τ

[((
(wV

21)
⊤ wV

22

)
· E(Zτ )E(Zτ )

⊤

N
·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q − yτ,q

)
·
(
(wV

21)
⊤ wV

22

)
· E(Zτ )E(Zτ )

⊤

N
·
(
0d×d

e⊤i

)
·WExτ,q

]
wKQ

21 =wV
21=0d×1

= 4 · E
τ

[((
01×d wV

22

)
· E(Zτ )E(Zτ )

⊤

N
·
(
WKQ

11
01×d

)
·WExτ,q − yτ,q

)
·
(
01×d wV

22

)
· E(Zτ )E(Zτ )

⊤

N
·
(
0d×d

e⊤i

)
·WExτ,q

]
= 4 · E

τ

[( 1

N
· wV

22 · (Yτ 0) ·
(
WEXτ WExτ,q

)⊤ ·WKQ
11 ·WExτ,q − yτ,q

)
·
( 1

N
· wV

22 · (Yτ 0) · (Yτ 0)
⊤ · e⊤i ·WExτ,q

)]
= 4 · E

τ

[( 1

N
· wV

22 · w⊤
τ ·Xτ · (WEXτ )

⊤ ·WKQ
11 ·WExτ,q − w⊤

τ · xτ,q

)
·
( 1

N
· wV

22 · w⊤
τ ·XτX

⊤
τ · wτ · e⊤i ·WExτ,q

)]
, (B.5)

where ei ∈ Rd×1 denotes an elementary vector that its i-th entry is 1 and all remaining entries are 0.
We then have two observations for Eq. (B.5): (1) for the first multiplication term in Eq. (B.5), each
of its summarization term contains exactly one element from the task parameter wτ ; and (2) for
the second multiplication term in Eq. (B.5), each of its summarization term contains exactly two
elements from wτ . Based on these observations and the independency of wτ with respect to Xτ and
xτ,q , Eq. (B.5) can further be re-organized as follows,

∂wKQ
21,i

ℓ1(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

=

d∑
k=1

d∑
j=1

d∑
l=1

E
τ

[
Bj,k,l(Xτ , xτ,q, θ)

]
· E
τ

[
wτ,k · wτ,j · wτ,l

]
, (B.6)

where Eτ [Bj,k,l(Xτ , xτ,q, θ)] is the coefficient for the term Eτ [wτ,k · wτ,j · wτ,l] and depends only
on Xτ , xτ,q and θ. Recall that wτ ∼ N (0, Id0

), which means Eτ [wτ,k · wτ,j · wτ,l] = 0 holds for
any k, j, l ∈ [d]. Combine this result with Eq. (B.6), we thus have

∂wKQ
21,i

ℓ1(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

= 0, ∀i ∈ [d],

which indicates ∂wKQ
21

ℓ1(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

= 01×d.

Besides, for the i-th element wV
21,i of wV

21, we similarly have that

∂wV
21,i

ℓ1(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

= 4 · E
τ

[((
(wV

21)
⊤ wV

22

)
· E(Zτ )E(Zτ )

⊤

N
·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q − yτ,q

)
·
((

e⊤i 0
)
· E(Zτ )E(Zτ )

⊤

N
·
(

WKQ
11

(wKQ
21 )⊤

)
·WExτ,q

)]
wKQ

21 =wV
21=0d×1

= 4 · E
τ

[( 1

N
· wV

22 · w⊤
τ ·Xτ · (WEXτ )

⊤ ·WKQ
11 ·WExτ,q − w⊤

τ · xτ,q

)
·
( 1

N
· e⊤i ·

(
WEXτ WExτ,q

)
·
(
WEXτ WExτ,q

)⊤ ·WKQ
11 ·WExτ,q

)]
. (B.7)
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From Eq. (B.7) we notice that: (1) each summarization term in the first multiplication term of
Eq. (B.7) contains exactly one element from wτ , and (2) the second multiplication term of Eq. (B.7)
does not contain any element from wτ . Thus, Eq. (B.7) can be re-organized as below,

∂wV
21,i

ℓ1(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

=

d∑
k=1

E
τ

[
B′

j(Xτ , xτ,q, θ)
]
· E
τ
[wτ,k], (B.8)

where Eτ [B
′
j(Xτ , xτ,q, θ)] is the coefficient for the term Eτ [wτ,k] and depends only on Xτ , xτ,q

and θ. As a result, by again applying wτ ∼ N (0, Id0
), we have Eτ [wτ,k] = 0 for any k ∈ [d], which

means

∂wV
21,i

ℓ1(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

= 0 ∀i ∈ [d],

and thus indicates ∂wV
21
ℓ1(θ)

∣∣∣
wKQ

21 =wV
21=0d×1

= 01×d

Step 2: Show that wKQ
21 = wV

21 = 0d×1 indicates ∂wKQ
21

ℓ2(θ) = ∂wV
21
ℓ2(θ) = 01×d. For

∂wKQ
21

ℓ2(θ), we have

∂wKQ
21

ℓ2(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

=
[2ϵ2
N

· ∥wV
21∥22 · ∂wKQ

21

(
E
τ
∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

)]
wKQ

21 =wV
21=0d×1

=
2ϵ2

N
· ∥0d×1∥22 · ∂wKQ

21

(
E
τ
∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

)
wKQ

21 =0d×1

= 01×d.

For ∂wV
21
ℓ2(θ), we have

∂wV
21
ℓ2(θ)

∣∣∣
wKQ

21 =wV
21=0d×1

=
[2ϵ2
N

· 2 · (wV
21)

⊤ · E
τ
∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

]
wKQ

21 =wV
21=0d×1

=
[2ϵ2
N

· 2 · (0d×1)
⊤ · E

τ
∥
(
WEXτ

Yτ

)⊤ (
WKQ

11

(wKQ
21 )⊤

)
WExτ,q∥22

]
wKQ

21 =0d×1

= 01×d.

Step 3: Show that wKQ
21 = wV

21 = 0d×1 indicates ∂wKQ
21

ℓ3(θ) = ∂wV
21
ℓ3(θ) = 01×d. For wKQ

21 ,
since it does not exist in ℓ3(θ), thus we always have ∂wKQ

21
ℓ3(θ) = 0.

Besides, for the i-th element wV
21,i of wV

21, we have that

∂wV
21,i

ℓ3(θ)
∣∣∣
wKQ

21 =wV
21=0d×1

=
2ϵ2

N
· E
τ

[
2 ·

(
(wV

21)
⊤ wV

22

)
·
(
WEXτ

Yτ

)
·
(
WEXτ

Yτ

)⊤

·
(
(ei)

⊤ 0
)⊤]

wKQ
21 =wV

21=0d×1

· E
τ

[
∥WKQ

11 WExτ,q∥22
]

=
2ϵ2

N
· E
τ

[
2 ·

(
(0d×1)

⊤ wV
22

)
·
(
WEXτ

Yτ

)
·
(
WEXτ

Yτ

)⊤

·
(
(ei)

⊤ 0
)⊤] · E

τ

[
∥WKQ

11 WExτ,q∥22
]

=
2ϵ2

N
· E
τ

[
2 · wV

22 · Yτ · (WEXτ )
⊤ · ei

]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]

=
4ϵ2

N
· E
τ

[
wV

22 · w⊤
τ ·WEXτ · (WEXτ )

⊤ · ei
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]

=
4ϵ2

N
· wV

22 · E
τ
[w⊤

τ ] · E
τ

[
WEXτ · (WEXτ )

⊤ · ei
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]

=
4ϵ2

N
· wV

22 · 01×d · E
τ

[
WEXτ · (WEXτ )

⊤ · ei
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]
= 0,
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where ei ∈ Rd×1 is an elementary vector that its i-th entry is 1 and all other remaining entries are
0. As a result, we thus have

∂wV
21
ℓ3(θ)

∣∣∣
wKQ

21 =wV
21=0d×1

= 01×d.

Step 4: Show that wKQ
21 = wV

21 = 0d×1 indicates ∂wKQ
21

ℓ4(θ) = ∂wV
21
ℓ4(θ) = 01×d. For wKQ

21 ,
since it does not exists in ℓ4(θ), thus we always have ∂wKQ

21
ℓ3(θ) = 0.

Besides, for ∂wV
21
ℓ4(θ), we have

∂wV
21
ℓ4(θ)

∣∣∣
wKQ

21 =wV
21=0d×1

= 2ϵ4 · [2 · (wV
21)

⊤]wV
21=0d×1

· E
τ

[
∥WKQ

11 WExτ,q∥22
]

= 2ϵ4 · [2 · (0d×1)
⊤] · E

τ

[
∥WKQ

11 WExτ,q∥22
]

= 01×d.

The proof is completed.

Based on Lemma B.6, we then simplify the objective function L̃adv
LSAE(θ) in the surrogate ICL em-

bedding AT in Eq. (13), as shown in the following Lemma B.7.

Lemma B.7. Under Assumption 1, the surrogate ICL embedding AT objective function L̃adv
LSAE(θ)

defined in Eq. (13) can be simplified as

L̃adv
LSAE(θ) = 2(wV

22)
2 · Tr

[
(WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id) · (WKQ

11 WEΛ
1
2 ) · (WKQ

11 WEΛ
1
2 )⊤

]
− 4wV

22 · Tr
[
(WKQ

11 WEΛ
1
2 ) · Λ 3

2 (WE)⊤
]
+ 2Tr(Λ),

where ΓN := (N+1
N Λ + 1

NTr(Λ)Id0
) ∈ Rd0×d0 .

Proof. When Assumption 1 holds, by applying Lemma B.6, wKQ
21 and wV

21 become zero vectors
during the surrogate AT. Then, ℓ2(θ) and ℓ4(θ) in the surrogate AT loss L̃adv

LSAE(θ) will stay zero.

Besides, for ℓ1(θ) in L̃adv
LSAE(θ) in Eq. (13), it becomes

ℓ1(θ) = 2 · E
τ

∣∣∣((01×d wV
22

)
· E(Zτ )E(Zτ )

⊤

N
·
(
WKQ

11
01×d

)
·WExτ,q − yτ,q

∣∣∣2
= 2 · E

τ
| 1
N

· wV
22 · (Yτ 0) ·

(
WEXτ WExτ,q

)⊤ ·WKQ
11 ·WExτ,q − yτ,q|2

=
2(wV

22)
2

N2 E
τ
·
[
x⊤
τ,q((W

E)⊤WKQ
11 WE)⊤XτY

⊤
τ · YτX

⊤
τ ((WE)⊤WKQ

11 WE)xτ,q

]
− 4wV

22

N
· E
τ

[
YτX

⊤
τ ((WE)⊤WKQ

11 WE)xτ,q · yτ,q
]
+ 2 · E

τ
[y2τ,q]

=
2(wV

22)
2

N2 E
τ

[
x⊤
τ,q((W

E)⊤WKQ
11 WE)⊤XτX

⊤
τ · E

τ
[wτw

⊤
τ ] ·XτX

⊤
τ ((WE)⊤WKQ

11 WE)xτ,q

]
− 4wV

22

N
· E
τ

[
w⊤

τ ·XτX
⊤
τ ((WE)⊤WKQ

11 WE)xτ,qx
⊤
τ,q · wτ

]
+ 2 · E

τ
[w⊤

τ · xτ,qx
⊤
τ,q · wτ ]

= 2(wV
22)

2 · Tr
[
((WE)⊤WKQ

11 WE)⊤ · E
τ
[
1

N2
XτX

⊤
τ XτX

⊤
τ ] · ((WE)⊤WKQ

11 WE) · Λ
]

︸ ︷︷ ︸
Lemma B.2

− 4wV
22 · Tr

[ 1

N
E
τ
[XτX

⊤
τ ] · ((WE)⊤WKQ

11 WE) · E
τ
[xτ,qx

⊤
τ,q]

]
︸ ︷︷ ︸

Lemma B.2

+2Tr(Λ)

= 2(wV
22)

2Tr
[
((WE)⊤WKQ

11 WE)⊤ · 1

N2

( N∑
i=1

E
τ
[xτ,ix

⊤
τ,ixτ,ix

⊤
τ,i] +

∑
i̸=j

E
τ
[xτ,ix

⊤
τ,ixτ,jx

⊤
τ,j ]

)
· ((WE)⊤WKQ

11 WE) · Λ
]
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− 4wV
22 · Tr

[
Λ · ((WE)⊤WKQ

11 WE) · Λ
]
+ 2Tr(Λ)

= 2(wV
22)

2Tr
[
((WE)⊤WKQ

11 WE)⊤ · 1

N2

(
N (2Λ2 +Tr(Λ)Λ)︸ ︷︷ ︸

Lemma B.1

+(N2 −N)Λ2
)
· ((WE)⊤WKQ

11 WE) · Λ
]

− 4wV
22 · Tr

[
Λ · ((WE)⊤WKQ

11 WE) · Λ
]
+ 2Tr(Λ)

= 2(wV
22)

2Tr
[
((WE)⊤WKQ

11 WE)⊤ · ΓNΛ · ((WE)⊤WKQ
11 WE) · Λ

]
− 4wV

22 · Tr
[
Λ · ((WE)⊤WKQ

11 WE) · Λ
]
+ 2Tr(Λ), (B.9)

where ΓN := (N+1
N Λ + 1

NTr(Λ)Id0
) ∈ Rd0×d0 .

For ℓ3(θ) in L̃adv
LSAE(θ) in Eq. (13), we have

ℓ3(θ) =
2ϵ2

N
· E
τ

[
∥
(
01×d wV

22

)(WEXτ

Yτ

)
∥22
]
· E
τ

[
∥WKQ

11 WExτ,q∥22
]

=
2ϵ2(wV

22)
2

N
· E
τ
∥Yτ∥22 · E

τ

[
x⊤
τ,q(W

KQ
11 WE)⊤WKQ

11 WExτ,q

]
= 2ϵ2(wV

22)
2 · 1

N

N∑
i=1

E
τ
[x⊤

τ,iwτw
⊤
τ xτ,i] · Tr

[
(WKQ

11 WE)⊤WKQ
11 WEΛ

]
︸ ︷︷ ︸

Lemma B.2

= 2ϵ2(wV
22)

2 · Tr(Λ) · Tr
[
(WKQ

11 WE)⊤WKQ
11 WEΛ

]
. (B.10)

Finally, by inserting Eqs. (B.9) and (B.10) back into the surrogate AT loss L̃adv
LSAE(θ) in Eq. (13) and

repeatedly applying Lemma B.3 and the commutativity between Λ and ΓN , we thus have

L̃adv
LSAE(θ) = 2(wV

22)
2 · Tr

[
((WE)⊤WKQ

11 WE)⊤ · ΓNΛ · ((WE)⊤WKQ
11 WE) · Λ

]
− 4wV

22 · Tr
[
Λ · ((WE)⊤WKQ

11 WE) · Λ
]
+ 2Tr(Λ)

+ 2ϵ2(wV
22)

2 · Tr(Λ) · Tr
[
(WKQ

11 WE)⊤WKQ
11 WEΛ

]
= 2(wV

22)
2 · Tr

[
WEΓNΛ(WE)⊤ · (WKQ

11 WEΛ
1
2 ) · (WKQ

11 WEΛ
1
2 )⊤

]
− 4wV

22 · Tr
[
(WKQ

11 WEΛ
1
2 ) · Λ 3

2 (WE)⊤
]
+ 2Tr(Λ)

+ 2ϵ2(wV
22)

2Tr(Λ) · Tr
[
(WKQ

11 WEΛ
1
2 ) · (WKQ

11 WEΛ
1
2 )⊤

]
= 2(wV

22)
2 · Tr

[
(WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id) · (WKQ

11 WEΛ
1
2 ) · (WKQ

11 WEΛ
1
2 )⊤

]
− 4wV

22 · Tr
[
(WKQ

11 WEΛ
1
2 ) · Λ 3

2 (WE)⊤
]
+ 2Tr(Λ). (B.11)

The proof is completed.

Based on the simplified surrogate AT loss, we now calculate the global solution for the surrogate
embedding ICL AT problem in the following Lemma B.8.

Lemma B.8. Suppose Assumption 1 holds. Then, θ∗ := (WE
∗ ,WKQ

∗ ,WV
∗ ) is a global minimizer

for the surrogate embedding ICL AT problem defined in Eq. (13) if and only if

wV
∗,22(W

E
∗ )⊤WKQ

∗,11W
E
∗ = (WE

∗ )⊤(WE
∗ ΓNΛ(WE

∗ )⊤ +Tr(Λ)ϵ2Id)
−1WE

∗ Λ.
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Proof. Under Assumption 1, by applying Lemma B.3 and Lemma B.7, we can re-organize the
surrogate AT loss L̃adv

LSAE(θ) in Eq. (13) as follows,

L̃adv
LSAE(θ)

= 2(wV
22)

2 · Tr
[
(WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id) · (WKQ

11 WEΛ
1
2 ) · (WKQ

11 WEΛ
1
2 )⊤

]
− 4wV

22 · Tr
[
(WKQ

11 WEΛ
1
2 ) · Λ 3

2 (WE)⊤
]
+ 2Tr(Λ)

= 2 · Tr
[(

WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id

)
· (wV

22W
KQ
11 WEΛ

1
2 ) · (wV

22W
KQ
11 WEΛ

1
2 )⊤

]
+ 2Tr(Λ)

− 4 · Tr
[(

WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id

)
· (wV

22W
KQ
11 WEΛ

1
2 ) · Λ 3

2 (WE)⊤
(
WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id

)−1]
= 2 · Tr

[(
WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id

)
·
(
wV

22W
KQ
11 WEΛ

1
2 −

(
WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id

)−1

WEΛ
3
2

)
·
(
wV

22W
KQ
11 WEΛ

1
2 −

(
WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id

)−1

WEΛ
3
2

)⊤]
− Tr

[(
WEΓNΛ(WE)⊤ +Tr(Λ)ϵ2Id

)−2

WEΛ3(WE)⊤
]
+ 2Tr(Λ). (B.12)

Note that the second and third summation terms in Eq. (B.12) are constants. Besides, the first term
in Eq. (B.12) is non-negative and can achieve zero via setting

wV
∗,22W

KQ
∗,11W

E
∗ Λ

1
2 − (WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id)

−1WE
∗ Λ

3
2 = 0,

which is

wV
∗,22(W

E
∗ )⊤WKQ

∗,11W
E
∗ = (WE

∗ )⊤(WE
∗ ΓNΛ(WE

∗ )⊤ +Tr(Λ)ϵ2Id)
−1WE

∗ Λ.

The proof is completed.

B.4 PROOF OF THEOREM 2

We first prove a useful Lemma B.9 that will be frequently used in this section.

Lemma B.9. For the inverse matrix (WE
∗ ΓNΛ(WE

∗ )⊤ + Tr(Λ)ϵ2Id)
−1 ∈ Rd×d in the optimal

surrogate ICL embedding AT solution in Theorem 1, we have∥∥∥(WE
∗ ΓNΛ(WE

∗ )⊤ +Tr(Λ)ϵ2Id

)−1∥∥∥
2
≤ 1

σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2

.

Proof. According to the definition of matrix operator norm (i.e., ∥ · ∥2), we have∥∥∥(WE
∗ ΓNΛ(WE

∗ )⊤ +Tr(Λ)ϵ2Id

)−1∥∥∥
2
= σmax

[(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1]
=

1

σmin

[
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

] =
1

σmin

[
WE

∗ ΓNΛ(WE
∗ )⊤

]
+Tr(Λ)ϵ2

. (B.13)

Notice that WE
∗ ΓNΛ(WE

∗ )⊤ is a positive semidefinite matrix, we thus have

σmin

[
WE

∗ ΓNΛ(WE
∗ )⊤

]
= λmin

[
WE

∗ ΓNΛ(WE
∗ )⊤

]
. (B.14)

By further applying Lemma B.5,

λmin

[
WE

∗ ΓNΛ(WE
∗ )⊤

]
= min

v∈Rd,∥v∥2=1
v⊤WE

∗ ΓNΛ(WE
∗ )⊤v. (B.15)
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Denote that u = (WE
∗ )⊤v ∈ Rd, then Eq. (B.15) can be re-written as

λmin

[
WE

∗ ΓNΛ(WE
∗ )⊤

]
= min

v∈Rd,∥v∥2=1
v⊤WE

∗ ΓNΛ(WE
∗ )⊤v

= min
v∈Rd,∥v∥2=1

u⊤(ΓNΛ)u

= min
v∈Rd,∥v∥2=1

{u⊤(ΓNΛ)u

u⊤u
· u⊤u

}
≥ min

u′∈Rd,∥u′∦=0d

u′⊤(ΓNΛ)u′

u′⊤u′ · min
v∈Rd,∥v∥2=1

u⊤u

(∗1)
= λmin(ΓNΛ) · min

v∈Rd,∥v∥2=1
vTWE

∗ (WE
∗ )⊤v,

(∗2)
= λmin(ΓNΛ) · λmin(W

E
∗ (WE

∗ )⊤)

(∗3)
= σmin(ΓNΛ) · σmin(W

E
∗ (WE

∗ )⊤)

= σmin(ΓNΛ) · σmin(W
E
∗ )2, (B.16)

where both (∗1) and (∗2) are obtained via again applying Lemma B.5, and (∗3) is due to the fact
that both ΓNΛ and WE

∗ (WE
∗ )⊤ are positive semidefinite matrices. Combining Eqs. (B.13), (B.14),

and (B.16), we finally have that

Tr
[(

WE
∗ ΓNΛ(WE

∗ )⊤ +Tr(Λ)ϵ2Id

)−1]
≤ 1

σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2

,

which completes the proof.

With the help of Lemma B.9, we can now start to prove Theorem 2.

Proof of Theorem 2. For the converged LSA-E model fLSAE,θ∗(·) trained from the surrogate ICL
embedding AT, by inserting its prediction function ŷq,θ∗(·) given in Eq. (14) into the robust risk
Radv

ρ,M (·) defined in Eq. (12) and using the inequality |a+ b|2 ≤ 2(a2 + b2), we have that

Radv
ρ,M (θ∗)

= E
τ

max
∥∆O⊤

τ ∥2,∞≤ρ

1

2

∣∣∣ 1
N

Yτ (Xτ + (0d0×(N−M) ∆O
τ ))

⊤ · (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q − yτ,q

∣∣∣2
≤ 1

N2 E
τ

∣∣∣Yτ (Xτ )
⊤ · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

∣∣∣2︸ ︷︷ ︸
:=C1

− 2

N
E
τ

[
Yτ (Xτ )

⊤ · (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q · yτ,q

]
︸ ︷︷ ︸

:=C2

+E
τ
[y2τ,q]︸ ︷︷ ︸
:=C3

+ E
τ

max
∥∆O⊤

τ ∥2,∞≤ρ

∣∣∣ 1
N

Yτ,(N−M+1):N (∆O
τ )

⊤ · (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

∣∣∣2︸ ︷︷ ︸
:=C4

,

(B.17)

where Yτ,(N−M+1):N := (yτ,N−M+1 · · · yτ,N ) ∈ R1×M .
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For C1 in Eq. (B.17), we have

C1 :=
1

N2 E
τ

∣∣∣Yτ (Xτ )
⊤ · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

∣∣∣2
=

1

N2 E
τ

[
x⊤
τ,q · (WE

∗ Λ)⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · E

τ
[Xτ ·X⊤

τ wτ · w⊤
τ Xτ · (Xτ )

⊤]

· (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

]
= E

τ

[
x⊤
τ,q · (WE

∗ Λ)⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗

· 1

N2

(∑
i

E
τ
[xτ,ix

⊤
τ,ixτ,ix

⊤
τ,i] +

∑
i ̸=j

E
τ
[xτ,ix

⊤
τ,i] · E

τ
[xτ,jx

⊤
τ,j ]

)
· (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

]
= E

τ

[
x⊤
τ,q · (WE

∗ Λ)⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · 1

N2

(
N(2Λ2 +Tr(Λ)Λ)︸ ︷︷ ︸

Lemma B.1

+(N2 −N)Λ2
)

· (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

]
= E

τ

[
x⊤
τ,q · (WE

∗ Λ)⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · ΓNΛ

· (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

]
= Tr

[
(WE

∗ Λ)⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · ΓNΛ · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · Λ

]
︸ ︷︷ ︸

Lemma B.2

.

Then, by repeatedly applying Lemma B.3 and Lemma B.4, we further have

C1 := Tr
[
(WE

∗ Λ)⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · ΓNΛ · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ2

]
(∗1)
= Tr

[
(WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · ΓNΛ · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · Λ3

]
(∗2)

≤ Tr
[
(WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ ΓNΛ(WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗

]
· λmax(Λ

3)

(∗3)
= Tr

[
(WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ ΓNΛ

]
· λmax(Λ)

3

(∗4)

≤ Tr
[
(WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗

]
· λmax(ΓNΛ) · λmax(Λ)

3

(∗5)

≤ Tr
[
WE

∗ (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ (WE

∗ )⊤
]
· λmax

[(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1]
· λmax(ΓN ) · λmax(Λ)

4

(∗6)

≤ Tr
[
WE

∗ (WE
∗ )⊤WE

∗ (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1]
· λmax(ΓN ) · λmax(Λ)

4

σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2

(∗7)

≤ Tr
[
WE

∗ (WE
∗ )⊤WE

∗ (WE
∗ )⊤

]
· λmax(ΓN ) · λmax(Λ)

4

[σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2]2

=
σmax(ΓNΛ4) ·

∑d
i=1 σi(W

E
∗ )4

[σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2]2

, (B.18)

where (∗1) and (∗3) is due to Lemma B.3, (∗2), (∗4) is due to Lemma B.4, (∗5) is by Lemma B.3
and Lemma B.4, (∗6) is by Lemma B.3 and Lemma B.9, and (∗7) is by Lemma B.4 and Lemma B.9.
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For C2 in Eq. (B.17), we have

C2 :=
2

N
E
τ

[
Yτ (Xτ )

⊤ · (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q · yτ,q

]
=

2

N
E
τ

[
w⊤

τ ·Xτ (Xτ )
⊤ · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q · xτ

τ,q · wτ

]
(∗)
=

2

N
Tr

[
E
τ
[Xτ (Xτ )

⊤] · (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · E

τ
[xτ,qx

τ
τ,q]

]
=

2

N
Tr

[
NΛ · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · Λ

]
(∗∗)
= 2 · Tr

[
Λ

3
2 · (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ · Λ 3

2

]
≥ 0, (B.19)

where (∗) is by Lemma B.2 and (∗∗) is by Lemma B.3.

For C3 in Eq. (B.17), we have

C3 := E
τ
[y2τ,q] = E

τ
[w⊤

τ xτ,qx
⊤
τ,qwτ ] = Tr(E

τ
[xτ,qx

⊤
τ,q]) = Tr(Λ). (B.20)

For C4 in Eq. (B.17), we have

C4 := E
τ

max
∥∆O⊤

τ ∥2,∞≤ρ

∣∣∣ 1
N

Yτ,(M−N+1):N (∆O
τ )

⊤ · (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

∣∣∣2
≤ 1

N2
· E
τ
∥Yτ,(M−N+1):N∥22 · E

τ
max

∥∆O⊤
τ ∥2,∞≤ρ

∥∥∥(∆O
τ )

⊤ · (WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

∥∥∥2
2

=
M

N2
Tr(Λ) · ρ2 · E

τ

∥∥∥(WE
∗ )⊤

(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · xτ,q

∥∥∥2
2

(∗)
= (Mρ2Tr(Λ)/N2)

· Tr
[
Λ(WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ (WE

∗ )⊤
(
WE

∗ ΓNΛ(WE
∗ )⊤ +Tr(Λ)ϵ2Id

)−1

WE
∗ Λ · Λ

]
,

where (∗) follows Lemma B.2. By using a similar derivation as that for Eq. (B.18), we thus have

C4 ≤ Mρ2Tr(Λ)

N2
·

σmax(Λ)
3 ·

∑d
i=1 σi(W

E
∗ )4

[σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2]2

. (B.21)

Finally, inserting Eqs. (B.18), (B.19), (B.20), and (B.21) into Eq. (B.17), we thus have

Radv
ρ,M (θ∗)

≤
σmax(ΓNΛ4) ·

∑d
i=1 σi(W

E
∗ )4

[σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2]2

− 0 + Tr(Λ) +
Mρ2Tr(Λ)

N2
·

σmax(Λ)
3 ·

∑d
i=1 σi(W

E
∗ )4

[σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2]2

.

= ·

(
σmax(ΓNΛ) + Mρ2Tr(Λ)

N2

)
· σmax(Λ)

3 ·
∑d

i=1 σi(W
E
∗ )4

[σmin(ΓNΛ) · σmin(WE
∗ )2 +Tr(Λ)ϵ2]2

+Tr(Λ)

≤ O
( (1 +Mρ2/N2) ·

∑d
i=1 σi(W

E
∗ )4

σmin(WE
∗ )4 + ϵ4

)
+O(1).

The proof is completed.

C ADDITIONAL EXPERIMENTAL DETAILS

This section collects experimental details omitted from Section 5.
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Table 5: LC-WinRate on models trained via CAT with different toward/away cut-off thresholds.

Type
(Toward / Away Cut-offs)

(Utility) LC-WinRate (%) ↑

Vicuna-7B Mistral-7B Llama-2-7B Llama-3.1-8B Qwen2.5-7B Gemma-2B

Original 76.86 90.96 86.70 85.99 91.14 63.96
CAT (1.0 / −3.0) 36.66 15.76 67.51 45.71 77.07 41.75
CAT (0.5 / −5.0) 23.60 12.12 67.65 52.46 71.11 38.91

C.1 ADVERSARIAL TRAINING

Searching embedding space adversarial perturbation. We leverage the projected gradient de-
scent (PGD) (Madry et al., 2018) to solve the following embedding space adversarial perturbation
searching problem for any harmful input-output pair (x, y),

δ∗ =
[

argmax
∥δ1∥2,··· ,∥δ|x|∥2≤ϵ

log pθ(y|E(x) + δ)
]
.

Specifically, PGD will first initialize a starting perturbation as δ(0) := 0d×|x|, and then iteratively
update it for K times. In the k-th iteration, the update is as follows,

δ
(k)
i =

∏
∥δi∥2≤ϵ

[
δ
(k−1)
i + η · ∂δi log pθ(y|E(x) + δ(k−1))

∥∂δi log pθ(y|E(x) + δ(k−1))∥2

]
, ∀i ∈ {1, · · · , |x|},

where δ(k) is the intermediate adversarial perturbation found in the k-th iteration, δ(k)i is the pertur-
bation for the i-th token embedding, η > 0 is the step size, and

∏
∥δi∥2≤ϵ means that the perturbation

δi for the i-th input token embedding each token embedding is projected in a ball sphere centered at
0d×1. The eventual adversarial perturbation is δ∗ := δ(K).

In all experiments, the perturbation radius ϵ is set as 0.05, the update number K is set as 10, and the
learning rate is set as 1× 10−2.

Loss cut-off technique in LLM AT. The adversarial loss in CAT and ER-CAT can be decomposed
into a toward loss and an away loss as follows,

E
(x,y,ỹ)∈D(h)

[
(− log pθ(y|E(x) + δ∗))︸ ︷︷ ︸

Toward Loss

+ log pθ(ỹ|E(x) + δ∗)︸ ︷︷ ︸
Away Loss

]
.

Then, the original CAT paper (Xhonneux et al., 2024) suggest “cut-off” each loss function L′ as

L = I[L′] · 0.999c+ (I[L′ > c] · 0.001 + I[L′ ≤ c]) · L′

To prevent over-optimizing both the toward and away losses, we use a cut-off parameter c and the
indicator function I[·]. Xhonneux et al. (2024) originally set the cut-off value as 0.5 for the toward
loss and −5.0 for the away loss. However, we have empirically found that such a hyperparameter
choice significantly reduces the utility of trained LLMs. Specifically, we calculate the LC-WinRate
of a model trained from CAT with a toward cut-off value of 0.5 and an away cut-off value of −5.0 in
Table 5. From the table, we find that, for example, the original cut-off setting from Xhonneux et al.
(2024) can result in the LC-WinRate of Vicuna being 23.60%, which is significantly lower when
compared with its original LC-WinRate of 76.86% before finetuning.

As a result, in our experiments, we relax the cut-off values to 1.0 for the toward loss and −3.0 for
the away loss in both CAT and ER-CAT to help trained LLMs better preserve their utility.

LoRA setting. We use the PEFT library (Mangrulkar et al., 2022) to apply LoRA (Hu et al., 2022)
to the embedding layer and all query and key projection matrices in attention layers of LLMs.
For the embedding layer, we set its PEFT hyperparmeters as r=1024, lora alpha=32, and
lora dropout=0.1. Besides, for the remaining layers, we set their PEFT hyperparameters as
r=64, lora alpha=32, and lora dropout=0.1.

Adversarial training. We use AdamW to train each model via CAT in Eq. (4) or our ER-CAT in
Eq. (15), where the embedding space perturbation radius ϵ is fixed to 0.05. To improve the efficiency
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of tuning LLMs, LoRA (Hu et al., 2022) is applied to the embedding layer and all query and key
projection matrices in attention layers.

Other AT hyperparameters. In every AT experiment, we perform LLM AT with AdamW for 60
iterations, where the learning rate is fixed to 2× 10−4. The batch size is set as 64, where 8 samples
are adversarial inputs and the remaining 56 samples are utility inputs. We always use “Sorry, I
can’t do that.” as the safe response for harmful inputs. For the hyperparameter α of CAT,
we follow Xhonneux et al. (2024) to set it as 0.5. For the hyperparameters α and β of our ER-CAT,
we set them to 0.1 and 0.5, respectively.

C.2 JAILBREAK ATTACKS

We adopt six jailbreak attacks to assess the jailbreak robustness of LLMs. Four of them are
token-level suffix attacks, which are: GCG (Zou et al., 2023), BEAST (Sadasivan et al., 2024),
GCQ (Hayase et al., 2024), and Zhu’s AutoDAN (Zhu et al., 2024). The remaining two are prompt-
level attacks, which are: DeepInception (Li et al., 2023) and PAIR (Chao et al., 2023). We re-
implemented all six attacks by ourselves to enable efficient and fair jailbreak evaluations. Addi-
tionally, for every suffix attack, the length of adversairal suffix token length is set as 20. Other
hyperparameters of jailbreak attacks are set as follows:

• GCG: According to Algorithm 1 in Zou et al. (2023), hyperparameters that we need to set
for GCG include the iteration number T , the top-k parameter k, and the “batch-size” B.
We set T as 500, k as 256, and T as 64.

• BEAST: According to Algorithm 1 in Sadasivan et al. (2024), hyperparameters that we
need to set for BEAST are two beam-search parameters k1 and k2. We set k1 as 64 and k2
as 16.

• GCQ: According to Algorithm 1 in Hayase et al. (2024), hyperparameters that we need to
set for GCQ include the iteration number T , the proxy batch size bp, the query batch size
bq , and the buffer size B. We set T = 200 and bp = bq = B = 128.

• Zhu’s AutoDAN: According to Algorithm 1 and Algorithm 2 in Zhu et al. (2024), hyper-
parameters that we need to set for Zhu’s AutoDAN are the iteration number T in each step,
objective weights w1 and w2, the top-B parameter B, and the temperature τ . We set T as
3, w1 as 10, w2 as 100, B as 256, and τ as 2.

• DeepInception: According to Li et al. (2023), DeepInception attack leverages human-
crafted jailbreak prompts to perform attacks. Therefore, no hyperparameter need to be set
for DeepInception. Additionally, we use the role play-based prompt from Li et al. (2023)
to conduct the attck.

• PAIR: According to Chao et al. (2023), PAIR leverages an LLM-based attacker and an
LLM-based judger to iteratively synthesize, evaluate, and refine jailbreak prompts. We use
Mistral-8x7B-Instruct-v0.1 as the base model for attacker and Llama-3-70B-Instruct as the
base model for judger. Besides, the number of iteratively refining is fix to 10.

C.3 ADDITIONAL RESULTS

This section collects experimental results that omitted from Section 5.

Evolutions of singular values of WE . As illustrated in Section 4.4, our proposed ER-CAT aims
to regularize the embedding matrix of trained LLMs so that its singular values be neither too large
nor too small. Here we empirically show that the introduced regularization term in ER-CAT can
indeed help to achieve such a training goal. Specifically, we plot the maximum singular value, the
minimum singular value, the standard deviation of the singular values, and the mean of the singular
values of the embedding matrix over the training progress of CAT and ER-CAT in Figure 1. From
the figure, we find that when compared with the original CAT method, our ER-CAT can optimize
the LLM embedding matrix to: (1) reduce its maximum singular value, (2) increase its minimum
singular value, (3) reduce the standard deviation of all its singular values, and (4) do not change the
mean of singular values too much (the change of mean is less than 2% on every base model). In
other words, the newly introduced regularization term in ER-CAT can make these singular values
more concentrated. However, we also notice that the reduction in singular values’ standard deviation
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(a) Maximum singular value of the embedding matrix WE of LLM along AT.
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(b) Minimum singular value of the embedding matrix of LLM along AT.
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(c) Standard derivation of singular values of the embedding matrix of LLM along AT.
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Figure 1: Evolutions of singular values of the embedding matrix of LLMs along AT.

Table 6: 1@5 ASR on different models and attacks. A low ASR indicates a model robustness.

Model Type 1@5 ASR (%) ↓

GCG BEAST GCQ Zhu’s AutoDAN DeepInception PAIR

Vicuna-7B
Original 95.0 92.0 94.0 26.0 77.0 82.0
CAT 31.0 31.0 14.0 2.0 22.0 14.0
ER-CAT (Ours) 34.0 30.0 18.0 5.0 25.0 30.0

Mistral-7B
Original 94.0 89.0 92.0 64.0 84.0 73.0
CAT 25.0 17.0 14.0 4.0 4.0 33.0
ER-CAT (Ours) 20.0 18.0 8.0 2.0 3.0 40.0

Llama-2-7B
Original 61.0 30.0 9.0 11.0 70.0 44.0
CAT 45.0 30.0 15.0 8.0 24.0 25.0
ER-CAT (Ours) 32.0 19.0 5.0 1.0 8.0 12.0

Llama-3.1-8B
Original 24.0 39.0 12.0 10.0 75.0 60.0
CAT 9.0 10.0 0.0 0.0 0.0 12.0
ER-CAT (Ours) 9.0 17.0 0.0 0.0 0.0 9.0

Qwen2.5-7B
Original 86.0 86.0 82.0 26.0 90.0 63.0
CAT 41.0 43.0 40.0 0.0 1.0 26.0
ER-CAT (Ours) 30.0 31.0 14.0 0.0 4.0 21.0

Gemma-2B
Original 79.0 68.0 21.0 8.0 45.0 34.0
CAT 40.0 27.0 8.0 1.0 1.0 10.0
ER-CAT (Ours) 40.0 27.0 15.0 3.0 0.0 10.0

might not be large enough, which means that there is still room for improving the effectiveness of
concentrating embedding matrix singular values.

“Worst-case” (1@5 ASR) robustness analysis. In Section 5, we leverage the metric Avg@5 ASR
to evaluate the jailbreak robustness of LLMs. Here we focus on a more challenging setting to assess
LLMs’ robustness via the 1@5 ASR metric. Specifically, under the 1@5 ASR metric, each jailbreak
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Figure 2: Utility (measured by LC-WinRate) and jailbreak robustness (measured by ASR) on
Vicunna-7B trained with different embedding perturbation radius ϵ within the range [0, 0.1]. A
high LC-WinRate indicates a better utility, while a low ASR indicates a strong jailbreak robustness.
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Figure 3: Utility (measured by LC-WinRate) and jailbreak robustness (measured by ASR) on
Qwen2.5-7B trained with different embedding perturbation radius ϵ within the range [0, 0.1]. A
high LC-WinRate indicates a better utility, while a low ASR indicates a strong jailbreak robustness.

prompt needs to be repeatedly fed into the targeted model 5 times. If any of the 5 responses is judged
as a harmful response, then this jailbreak prompt is considered to have successfully jailbroken the
targeted model. Results of 1@5 ASR are collected and presented in Table 6. From the table, we have
similar observations as those for Avg@5 ASR (see Figure 1 in Section 5), i.e., ER-CAT achieves
significantly better jailbreak robustness on Llama-2 and Qwen2.5 models, while maintaining similar
robustness on Vicuna, Mistral, Llama-3.1 and Gemma models. It is also worth noting that while ER-
CAT and CAT achieve similar robustness on Vicuna and Mistral, according to Table 2 in Section 5,
the utility achieved by ER-CAT is significantly better than that by CAT.

Ablation studies on the embedding space perturbation radius ϵ in AT. In our main exper-
iments, the embedding space perturbation ϵ is fixed to 0.05 for both CAT and our ER-CAT.
We now analyze how different radii ϵ affect the performance of adversarially trained mod-
els. Specifically, we train LLMs with different embedding perturbation radii ϵ from the set
{0, 0.02, 0.04, 0.05, 0.06, 0.08, 0.1} and then calculate their utility (i.e., LC-WinRate) and robust-
ness (i.e., GCG and BEAST). Preliminary results are shown in Figure 2 for Vicuna-7B and Figure 3
for Qwen2.5-7B. From Figure 2, we observe that as the radius ϵ increases, ER-CAT maintains sim-
ilar jailbreak robustness to that of CAT, but the utility of CAT models degenerates rapidly. Besides,
from Figure 3 we find that CAT is very sensitive to the change of radius ϵ while ER-CAT is less
sensitive. We also observe that when the radius is large (i.e., ϵ > 0.02), the jailbreak robustness of
ER-CAT is better than that of CAT in most cases.
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