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Abstract
Humans employ a range of conversation strate-001
gies during conversation to achieve multiple002
goals in dialogue. One of such strategies is003
a positive evaluation made by a person of an-004
other’s attributes, known as Praise. State of005
the art neural dialogue models attempt to en-006
gage human users without taking into account007
this conversation strategy. Hence in this work,008
we present a method of generating praise us-009
ing state of the art natural language generation010
models. We achieve this by collecting a dataset011
using amazon mechanical turk (AMT) using012
Persona-Chat and create a new corpus called013
Praise-on-Persona (POP) and fine-tune various014
models to generate praise. Our results show015
that large language models can learn to link an016
attribute and a praise associated with it, such a017
a Professor and Intelligence or PhD and hard018
work.019

1 Introduction020

Pursuing more than one objective while having a021

conversation is a key property of human dialogue022

(Tracy and Coupland, 1990). A dialogue can ad-023

dress propositional goals to convey information,024

interactional goals ensure that the conversation pro-025

ceeds smoothly, and interpersonal goals to work026

towards increased rapport (Fetzer, 2003; Cassell027

and Bickmore, 2003). Kanouse et al. (1981) define028

praise as “positive evaluation made by a person029

of another’s products, performance, or attributes.030

where the evaluator presumes the validity of the031

standards on which the evaluation is based”. Praise032

is a conversational strategy which serves to increase033

interpersonal cohesiveness (Zhao et al., 2016; Delin034

and Baumeister, 1994),. Praise also functions as035

speech act which creates or reinforces solidarity be-036

tween the interlocutors (Wolfson and Manes, 1980).037

Since praise is commonly given and generally does038

not require much history or association with the039

current conversation (Wolfson and Manes, 1980),040

the praise-generation module, that we create here,041

I work in the military. 
I have been all over the world. 
. . .
Brownies are my favorite 
dessert

Working in the military 
is heroic.

         

Figure 1: Praise on Persona example from our POP
Corpus gathered by using Persona-Chat (Zhang et al.,
2018)

can be called-in as a separated module for dialogue 042

in neural end-to-end dialogue dialogue systems. 043

Large language models (LLM) can interact with 044

humans and generate coherent responses, which are 045

very useful in many cases, such as code generation, 046

question answering etc. However, LLM are not 047

good at creating a relationship with the user, by us- 048

ing a conversation strategy such a Praise. Towards 049

this end, in this work, we work towards the devel- 050

opment of a generation module for praise. Hence, 051

we design a pipeline to utilise pre-trained models to 052

generate praise. Although Praise has many affects 053

such as as for behaviour reinforcement, internal- 054

motivation, we are concerned with the function of 055

praise in dialogue and the resulting effect on the 056

interlocutors and below we survey praise-theory 057

followed by praise-generation. 058

In the rest of the paper, we first survey relevant 059

work, followed by description of how we gathered 060

the POP corpus, we then given experimental back- 061

ground and discuss results obtained on automatic 062

and human evaluations. 063
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2 Related Work064

This section surveys praise-theory followed by ex-065

isting work on praise or other conversation strategy066

generation.067

2.1 Praise - Theory068

There are many function of praise: behavioural069

reinforcement, which is primarily based on Skin-070

ner (1963) model of operant conditioning. Praise071

has been seen as a means of positive reinforce-072

ment and many studies have demonstrated the ef-073

fectiveness of praise in reinforcing behaviour, in074

teacher-student (Brophy, 1981; Strain et al., 1983)075

and parent-child based scenarios (Garland et al.,076

2008) and work performance (Crowell et al., 1988).077

motivation enhancement: Praise serves as a pow-078

erful motivator. Praise theory posits that positive079

feedback can increase an individual’s intrinsic mo-080

tivation (Deci et al., 1999), enhancing their com-081

mitment to a task or goal. Self-Esteem Develop-082

ment: Praise contributes to the development of083

self-esteem. Erikson (1993) suggests that praise084

and encouragement during childhood play a vital085

role in the formation of a positive self-identity. Cul-086

tural Variation: Praise is subject to cultural vari-087

ation. Research by (Kitayama et al., 2006) high-088

lights how cultures differ in their expressions of089

praise and their impact on self-esteem. However,090

we are interested in praise’s role in Interpersonal091

Bonding: Praise fosters stronger interpersonal rela-092

tionships. Expressing admiration and appreciation093

can strengthen social bonds and build trust (Al-094

goe et al., 2010; Wolfson and Manes, 1980). This095

interpersonal bond is also known by the term Rap-096

port (Spencer-Oatey, 2008; Ambady and Rosen-097

thal, 1993) and is built by employing various con-098

versation strategies such as self-disclosure, hedging099

and praise inter-alia. Hence, in this work we create100

a module to generate praise.101

2.2 Praise Generation102

As this study focuses on generating praise in the103

context of conversation strategies generation, in104

this section, we review past research to generate105

conversation strategies. A few past studies have106

attempted to generated praise, for example in a107

embodied conversational agents (ECAs) used in108

computer assisted language learning Wik and Hjal-109

marsson (2009); Davison et al. (2021). (Soni et al.,110

2021) utilised re-ranking techniques to generate111

self-disclosure in DialoGPT and (Abulimiti et al.,112

Persona-Praise Pairs 8939
Persona(min) 10
Persona(max) 78

Persona(median) 27

Praise (min) 3
Praise (max) 123
Praise (mean) 10

Table 1: POP corpus statistics

2023) generated hedges utilising three text gener- 113

ation models. Within the domain of conversation 114

strategies generation, it is important to investigate 115

how a particular strategy can be generated, within 116

the context of generating them using a LLM. Al- 117

though, self-disclosure and hedging are strategies 118

that are found in the lower probability tokens while 119

generation, Praise simply cannot be generated by 120

re-ranking. Since praise is given on attribute, Per- 121

sonas in Persona-Chat corpus (Zhang et al., 2018) 122

fit our use case. Persona-chat is a widely used di- 123

alogue corpus in english. Towards this end, we 124

gather praise on persona and curate the praise-on- 125

persona (POP) corpus. 126

3 Data Collection - The POP Corpus 127

As described above, the next step was to collect 128

human generated praise on the basis of persona. 129

We employ workers from amazon mechanical turk 130

(AMT) to gather praise. We only selected work- 131

ers with a master status and who had english as 132

their first language, to ensure data quality. The 133

instruction that we framed were simple, it was to 134

give a praise, given a persona. We also provided 135

examples of good and bad praise, mentioning that 136

the workers should avoid generic praise and that 137

the praise be grounded in persona. Figure 2 in the 138

appendix is a screen capture showing the precise 139

instructions and Figure 3 shows good and bad ex- 140

amples provided to the AMT workers. It was easier 141

to provide praise on some personas while it was 142

difficult to provide for others. These were usually 143

the case, when the user hasn’t revealed much in- 144

formation about themselves or positive evaluation 145

of a quality is not possible. However, in the initial 146

stage of data collection we did not filter persona- 147

chat and trusted the state-of-the-art models to learn 148

to generate praise from the dataset, and as we will 149

see later, the models we employed did learn to gen- 150

erate praise. Table 1 contains the details of the 151
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corpus. The corpus will be released as a part of this152

research work.153

4 Experiment154

Following the collection of the POP corpus, the155

next task was to employ suitable models and gener-156

ation techniques. The task is of generating a Praise157

Pr, given a Persona Per. The dataset obtained158

in section 3 was randomly split in 81:09:10 ratio159

as training, validation and test set. We report the160

human evaluation on 300 persona-praise pair, 100161

for each model.162

4.1 Text-to-Text Generation Models163

Since this task is similar to learning mapping be-164

tween a pair of texts, we utilise models that are165

appropriate for Text-to-Text Generation such as T5166

(Raffel et al., 2019), BART (Lewis et al., 2019)167

and BlenderBot (Roller et al., 2020). These models168

were trained to learn Text-to-Text representations.169

Here is a brief description of these models and why170

we use them. To generate praise, we fine-tune the171

models below on the POP dataset.172

T5 (Raffel et al., 2019) T5 is a encoder-decoder173

model which converts all NLP problems into a text-174

to-text format. It is trained on different datasets175

using teacher forcing. T5 is fine-tunable on both176

supervised and unsupervised fashion. Hence mak-177

ing T5 suitable for text2text generation tasks such178

as persona2praise generation. We utilise T5-base179

for our experiment.180

BART (Chung et al., 2022) Bart consist of a181

seq2seq/machine translation architecture with a182

bidirectional encoder and a left-to-right decoder.183

BART is trained on two modelling functions 1)184

Corrupting tokens and 2) reconstruction of a given185

text sequence. BART is specially effective for our186

task due to the second modelling function. We187

utilise BART-large for our experimentation.188

BlenderBot (Roller et al., 2020) Blenderbot189

uses the Seq2Seq Transformer architecture and190

is trained on a number of datasets such as Em-191

pathetic Dialogue (Rashkin et al., 2018), Persona-192

chat (Zhang et al., 2018), ConvAI2 (Dinan et al.,193

2020), and other dialogue datasets and is capable194

of learning particular kinds of generation, such as195

praise. This along with Blender-bot being a di-196

alogue model make it appropriate for generating197

praise.198

4.2 Evaluation Metrics 199

We employ Recall-Oriented Understudy for Gisting 200

Evaluation (ROUGE) (Lin, 2004) as our primary 201

evaluation metric, as we were interested in finding 202

the recall of overlap between human and generated 203

praise. We specifically use ROUGE1, ROUGE2 204

and ROUGE L. ROUGE is a case-insensitive met- 205

ric which measures the recall between reference 206

and predictions by the means of words and/or n- 207

grams. ROUGE1 measures the unigram while 208

ROUGE2 measures bi-grams, ROUGE-L is then 209

based on Longest Common Sub-sequence between 210

the reference and model predictions and ROUGE- 211

LSum calculate LCS based on \n . In addition to 212

ensure quality, we measure Generation Length. 213

4.3 Human Evaluation 214

While automated metrics are necessary to ensure 215

the quality of generation, they do not tell us if the 216

generated text is praise and relevant to the persona. 217

Human evaluation is thus necessary to make sure 218

that the generated text is praise and relevant to the 219

persona. Towards this end, we employ 2 human 220

annotators from the same research organisation we 221

work in by sending email about the task description 222

and ask them to annotate praise as relevant praise, 223

given a persona. Their first task is to evaluate if 224

a given sentence is praise and second to evaluate 225

if it is relevant to the persona. The inter-annotator 226

agreement was found to be 0.8, indicating signifi- 227

cant agreement.

T5 BART BlenderBot
ROUGE 1 49.23 54.40 40.20
ROUGE 2 36.16 45.23 30.19
ROUGE-L 47.82 53.89 38.12

ROUGE-LSum 47.74 53.98 39.43
Gen-Len 11.25 10.07 26.94
F1Score 0.85 0.94 0.87

(hum-eval)
Accuracy 0.74 0.89 0.78

(hum-eval)

Table 2: Automatic and human evaluation scores of the
fine-tuned models on the POP dataset.

228

5 Results 229

Table 2 shows the overall results and Table 3 shows 230

example of praise generated. On evaluation, we 231

found that BART outperformed the other models 232

in terms of ROUGE scores, this could be because 233
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Persona: “I graduated college in 2016. I enjoys kayaking in my free time. I teach kindergarten.
My class has 26 kids. I teach at a large school.”

T5: “You must be talented!”

BART : “You must be a hard worker.”

Blender-Bot : “You must be a hard worker. I admire that. Good for you. Keep up the good work.”

Table 3: An Example of Praise from each of our fine-tuned models

BART is pre-trained to reconstruct the original text.234

The generation length was longest from Blender-235

Bot as the praise generated from BlenderBot is236

more conversational and usually contains a greet-237

ing at the end. The difference in ROUGE scores238

between BART and T5 was significant yet numer-239

ically near. There were characteristics of praise240

generated by different models. We noticed that241

BART produced praise which were of the kind242

“you must be X”, where X is a praise of an attribute243

such as “you must be hardworking”. This tells us244

that by fine-tuning the model has learnt a mapping245

between persona attribute and praise, for example246

effort and hardworking ;skill and talented. Praise247

generated by Blenderbot was more conversational,248

most praise were suffixed by “I wish you good249

luck” or “more power to you”. Hence the praise250

generated from BlenderBot was long with a mean251

length of 26.94. Using larger versions of T5 gave252

us lower ROUGE scores, this could be because253

our dataset is relatively small and hence a smaller254

model learns the representation better. The results255

of the human evaluation are also consistent with256

the automatic metrics. We calculate accuracy and257

F-1 score between human annotators labelling a258

model output as praise and relevant as 1 and 0259

otherwise and model output as 1 since model out-260

puts are always praise. BART outperform T5 and261

BlenderBot in both accuracy and F1-score with T5262

and BlenderBot fairing closely. Overall we find263

that fine-tuning on persona-praise pairs enables264

models to generate praise.265

6 Limitations266

This work has several limitations. First, we forcing267

the generation of praise, which sometimes does268

ignore a negative attribute about the user. We are269

aware that in real life conversations, such might not270

be the case. Second, the corpus collected here is271

a synthetic corpus and we haven’t gathered praise272

from real world conversation. Third, we have not 273

delved deep into the kinds of praise that exist and 274

have simply generated praise in a black-box way. 275

Future work will include generation of different 276

kinds of praise. We also did not compare the perfor- 277

mance of the fine-tune models to prompting based 278

models, in a small experiment however, we em- 279

ployed ChatGPT to generate praise on persona and 280

the praise generated were unnatural and not human- 281

like. However, in future works, we would like to 282

compare the results of in-context learning to fine- 283

tuning in generating praise. 284

7 Conclusion and Future Work 285

In this concise research experimentation, we were 286

able to formulate a novel task of generating praise 287

given a persona. We were able to show that text- 288

to-text generation models can indeed learn to gen- 289

erate praise. The PRAGEU module can become 290

part of any end-to-end dialogue system where a 291

federated dialogue manager may signal to invoke 292

the PRAGEU module to generate praise. In future 293

works, we would like to evaluate the effect of praise 294

within a conversation. 295

8 Ethical Statement 296

We obtained ethical clearance to collect the dataset. 297

AMT workers were paid paid 0.03 $ per hit. We 298

made sure to approve the tasks promptly so that the 299

workers are paid quickly. For human annotations, 300

two annotators were paid 10C for their effort. We 301

are also publicly releasing the dataset for wider- 302

research usage. In using generation models, we 303

were careful to avoid generation of inappropriate 304

content and since Praise is about positive evaluation 305

of a attribute, it rarely leads to inappropriate content 306

generation. Finally, it is imperative to declare that 307

the praise is being generated by a machine so that 308

the generation of praise cannot be used by spam- 309

bots to deceive users. 310
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A Parameters and Hyper-parameters437

This section will enlist the different parameters,438

not in order, that were used to generate praise. We439

utilised top K = 200 as limiting the number of440

top-k’s seemed to give us the best praise results.441

We experimented with other sampling techniques442

but found top-k to be most effective. Batch size443

utilised during training was 8 and during testing444

was 32. The learning rate was 4e-5. The number445

of epochs was 1 for all models for fair comparison,446

we did not fine-tune beyond 1 epoch to avoid over-447

fitting. Other parameters could be found in the448

code attached. All the models were utilised from449

HuggingFace. All the models were fine-tuned in450

less than 30 minutes with 20 minutes the average451

on T5 GPUs on google collab.452

B Data Collection - Amazon Mechanical453

Turk Screenshots454
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Figure 2: User Interface containing Instructions

Figure 3: Good and Bad Examples of Praise as Provided to the AMT Workers
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